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Abstract—This paper presents a comprehensive solution to
mitigate the sub-synchronous oscillation (SSO) in wind farms
connected to series-compensated transmission lines. The con-
cept of motion-induction amplification (MIA) is introduced to
reinterpret the physical root cause of the negative resistance
in doubly-fed induction generators (DFIGs). Based on this new
interpretation, a novel control scheme called motion-induction
compensation (MIC) is proposed to counteract the MIA effect.
The MIC control eliminates the negative resistance in DFIGs
across the entire frequency range, and makes the Type-III
(DFIG) generator behave like a Type-IV generator in dynamics.
The proposed solution provides wide-range SSO damping and
also shows excellent robustness against model and measurement
errors.

Index Terms—Sub-synchronous oscillation, wind farm, DFIG,
series compensation, motion-induction compensation

I. INTRODUCTION

Type-III wind turbines have become the mainstream tech-
nology for on-shore wind power generation, as they provide a
good balance between cost, reliability, and controllability [1]–
[5]. However, the doubly-fed induction generators (DFIGs)
in Type-III turbines may induce sub-synchronous oscillation
(SSO) on series-compensated lines, which may cause trip-
ping of wind farms, transmission lines and even gas-turbine
generators nearby, posing a threat to power system stability
[6]–[9]. Many accidents have been reported worldwide and
both academia and industry are looking for a comprehensive
solution to mitigate this challenge [10], [11].

The DFIG SSO is attributed to the induction generator
effect which leads to negative resistance and excites the LC
resonance on series-compensated lines [12]–[14]. This effect
is common in both synchronous generators (with amortisseur
windings) and induction generators, but the control actions
on DFIGs vastly increase the negative resistance and hence
the possibility of oscillation. Therefore, the DFIG SSO is
categorized as sub-synchronous control interaction (SSCI)
beyond the conventional sub-synchronous resonance (SSR).
[15]
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Reducing the rotor-side current control gain is taken as an
easy method to mitigate the risk of DFIG SSO [16], but this
comes at the expense of worsened current control, meaning
poorer power quality and slower dynamic response. More-
over, the negative resistance is only attenuated, not entirely
removed, so the risk of SSO still exists. Instead of naive gain
reduction, a sub-synchronous notch filter can be inserted into
the current control loop to reduce the current control gain only
at sub-synchronous frequency [17]. This helps to alleviate the
negative impact on power quality and dynamic response and
improves damping performance.

Alternatively, supplementary damping control has been pro-
posed to mitigate SSO without changing the original cur-
rent controller structure. The supplementary controller takes
feedback from sensors [18], [19] or state observers [20] and
generates auxiliary damping signals injected at various points
in either the rotor-side or grid-side controller. The optimal
selection of feedback signals and damping injection points
was investigated in [21], and it was pointed out that feedback
of the voltage of series capacitor is inevitably needed to
ensure effective damping of SSO without destabilizing other
modes. Series capacitor voltage cannot be measured locally
but can be estimated indirectly via transmission line current
[21], [22]. However, such an estimation relies on the prior
knowledge of the value of the series capacitance, which might
not be disclosed and is also liable to vary in real time due
to changes of network topology and control actions of the
transmission system operator (TSO). The lack of an accurate
value may lead to inaccurate estimation of the capacitor
voltage which will compromise the effectiveness of damping.
As a result, supplementary damping control only partly solves
the problem in some practical cases and SSO accidents still
occur occasionally [23].

This paper introduces a new approach to providing SSO
damping which is significantly different to supplementary
damping control. Instead of working on the resonance of
series-compensated lines, the proposed method works on the
intrinsic dynamics of DFIGs so as to eliminate the nega-
tive resistance that can arise, and thereby provides robust
SSO damping which is insensitive to the changes in the
parameters of series-compensated lines. A new concept called
motion-induction amplification (MIA) is introduced that is a
reinterpretation of the physical root cause of DFIG negative
resistance. It is shown that the composition of the motional and
induced electromotive force (EMF) on the rotor winding forms
an equivalent amplifier. This amplifier has negative gain for
frequencies between zero and the rotor frequency and therefore
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maps positive resistance on the rotor side to negative resistance
on the stator side. In the light of this interpretation, the negative
resistance can be eliminated by counteracting the MIA effect
via control action. Thus is derived a new SSO damping control
scheme which has been named motion-induction compensation
(MIC). MIC renders the small-signal behavior of a Type-III
turbine identical to that of a Type-IV turbine and therefore
eliminates the possibility of SSO with series-compensated
lines regardless of compensation parameters.

The paper is organized as follows. The principle of MIA is
explained in Section II, based on which the MIC schemes are
derived in Section III. Section IV demonstrates the robustness
of MIC against model and measurement errors. Section V
demonstrate the advantage of the proposed solution with a
series of simulation tests. Section VI concludes the paper.

II. MOTION-INDUCTION AMPLIFICATION

It has been well-accepted that SSO in DFIGs is to a great
extent excited by the inner current loop of the rotor-side
converter (RSC) [24]. The outer control loops, including the
phase-locked loop, dc-link control, voltage-var(reactive power)
control, and torque-speed control are usually designed to have
lower bandwidth (<10Hz) than the SSO frequency (>20Hz)
and therefore have smaller if not negligible possibility of par-
ticipating in the SSO. The grid-side converter (GSC) may also
introduce negative resistance but this could be avoided in sub-
synchronous frequency provided that the outer control loops
are properly designed [25], [26]. Wind turbines usually have a
very large inertia and stiff shaft systems so the rotor speed
can be assumed constant in SSO analysis. Based on these
considerations, this paper is focused on the inner current loop
of the RSC and its interaction with the series-compensated
line via the flux dynamics of a DFIG. A comprehensive DFIG
model including all control loops can be found in [13], which
turns out to have similar results to this paper and justifies the
assumption above.

Focusing on RSC inner loops enables a more intuitive
insight into the physics of DFIG SSO and sheds light on
counteracting control schemes to mitigate SSO, which is
invisible from prior-art models. It allows us to investigate
a DFIG from the rotor’s perspective and unfold the internal
structure of rotor flux dynamics. From this perspective, it is
found that there is an intrinsic amplifier on the rotor side
formed by the combination of motional and induced EMF,
which is named motion-induction amplification (MIA). MIA
plays a central role throughout this paper and is illustrated in
detail below.

Although a DFIG is usually controlled in the synchronous
frame (dq), we choose to model it in the stationary frame
(αβ) here to reveal the combination structure of the rotor EMF.
Frame transformation between dq and αβ are conducted when
necessary, and the complex signal notation is used to represent
frame transformation as frequency shifting [27]–[31]. In the
stationary frame, the electrical dynamics of a DFIG can be

described by

state equation:

{
ψ̇s = vs − isRs
ψ̇r = vr + jωrψr − irRr

flux equation:

{
ψs = Lm · (is + ir) + Lσs · is
ψr = Lm · (is + ir) + Lσr · ir

(1)

in which v, i, and ψ are voltage, current, and flux vectors
written as complex numbers, and the subscript s and r stand for
stator and rotor respectively. Rs and Rr are winding resistance,
Lσs, Lσr, and Lm are leakage and mutual inductance, and ωr
is the rotor electrical frequency. We assume ωr to be constant
when analyzing SSO as ωr changes very slowly due to the
high inertia of turbines.

The rotor voltage vr is governed by the rotor-side converter
with closed-loop current control:

vr = Zrc · (i∗r − ir) (2)

in which Zrc is the transfer function for the rotor current
controller. Combined, the DFIG with the rotor-side converter
can be modeled as the circuit in Fig. 1. The current reference
i∗r acts as an equivalent current source, and the controller Zrc
as an impedance. Rs and Rr are usually negligible compared
to Zrc and therefore not shown in the circuit.

Neglecting the voltage drop on Rr, the rotor voltage vr
equals the EMF Er. Er can be decomposed into two parts:

Er = Erm + Eri = −jωrψr + sψr (3)

in which Erm = −jωrψr is the motional EMF generated by
the rotation of the rotor, and Eri = sψr is the induced EMF
generated by the variation of the flux (s represents the time
derivative in the Laplace transform). As illustrated in Fig. 1,
the motion-induction EMF composition forms an equivalent
voltage amplifier (MIA) with the gain K determined by

K(s) =
Eri
Er

=
sψr

−jωrψr + sψr
=

s

s− jωr
. (4)

Across this amplifier the current ir is unchanged, but the
voltage (EMF) is amplified by K. As a result, the rotor
controller impedance Zrc is mapped to ZrcK seen from the
other side of the amplifier. Letting s = jω, we get the
frequency response of K(s)

K(jω) =
ω

ω − ωr
. (5)

It is clear that K(jω) is real-valued and < 0 for ω ∈ (0, ωr).
Now we turn to Zrc, which is a proportional-integral (PI)

controller in the synchronous frame and can be represented in
the stationary frame as

Zrc = kp +
ki

s− jωg
. (6)

in which kp and ki are the proportional and integral gain
respectively, and ωg is the grid synchronous frequency. The
integrator 1/s is shifted to 1/(s− jωg) due to frame transfor-
mation [32], [33].

Letting s = jω again, we get the frequency response of Zrc

Zrc(jω) = kp − j
ki

ω − ωg
(7)



3

Fig. 1. Conceptual illustration of motion-induction amplification (MIA) effect:
the combination of Erm and Eri forms an equivalent voltage amplifier.

and we see that the real part (resistance) of Zrc(jω) equals kp
and is always positive. Therefore, it is the MIA effect that gives
rise to the negative resistance in ZrcK, which is eventually
propagated to the stator-side total impedance Zs

Zs = (ZrcK + Lσrs)||Lms+ Lσss. (8)

The real parts of Zrc, ZrcK and Zs are plotted in Fig. 2 and
compared with K to explicitly visualize the root cause of the
negative resistance. Both the negative gain and the negative
resistance appear in the frequency range (0, ωr). ωr usually
varies within (0.7ωg, 1.3ωg), and the LC resonant frequency
ωn is usually close to 0.5ωg , which means that the resonant
frequency coincides with the frequency range of negative
resistance. This result agrees with [13] in which the effect of
outer control loops are included. Negative resistance appears
in the same frequency range as in [13], which confirms that the
inner-loop model in this paper preserves the key characteristics
of negative damping related to SSO.

It is worth noting that the MIA concept yields the same
result as the induction generator effect. The MIA gain actually

Fig. 2. Frequency response of K and the real parts of Zrc, ZrcK, and Zs.

equals the reciprocal of slip in the frequency domain, that
is, K(jω) = 1/S(ω) where S(ω) = 1 − ωr/ω denotes
the slip as a function of frequency [14]. However, the MIA
interpretation preserves the internal structure of rotor EMF
which is invisible in slip itself, and offers more insight in to
the physical root cause of SSO. The rotational EMF absorbs
mechanical energy from the shaft and converts it to electrical
energy. This energy injection induces voltage amplification
and negative resistance, which excites the LC resonance. In
the light of this insight, the SSO can be eliminated if the
injected energy is re-directed back to the rotor-side converter.
Following this idea, we can design converter control schemes
to counteract the MIA and thereby eliminate the negative
resistance of a DFIG, as described in the succeeding section.

III. MOTION-INDUCTION COMPENSATION

The MIA effect not only explains the root cause of DFIG
negative resistance, but also sheds light on methods of mitiga-
tion. Compensation control can be embedded in the rotor-side
converter to cancel the the effect of MIA and thereby eliminate
the negative resistance. This method is called motion-induction
compensation (MIC) to highlight its link with MIA. Two
MIC techniques, namely additive and multiplicative MIC, are
proposed and explained below.

(a)

(b)

Fig. 3. The concept of motion-induction compensation (MIC). (a) Additive
MIC. (b) Multiplicative MIC.

(a) (b)

Fig. 4. The control algorithms for motion-induction compensation (MIC). (a)
Additive MIC. (b) Multiplicative MIC.

A. Additive Compensation

In the additive compensation, a virtual voltage source of
opposite direction is added to cancel the motional EMF Erm
seen from Zrc, as shown in Fig. 3 (a). This virtual voltage
source can be realized by adding an extra signal on the
output of the rotor current controller Zrc, as shown in Fig. 4
(a). Two variables are used in this compensation, namely
rotor frequency ωr and rotor flux linkage ψr. ωr is directly
measured in most wind turbines; ψr is not measured but can
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be estimated from voltage and current. There are various flux
linkage estimation algorithms and we choose to used current
based estimation based on the flux equation in (1).

B. Multiplicative Compensation

An alternative method to cancel MIA is to embed an inverse
system K−1 in the controller so that K−1 ·K = 1, as shown in
Fig. 3 (b). This inverse system can be realized by multiplying
K−1 on the original current controller Zrc, as shown in Fig. 4
(b). Using (4), we have

K−1(s) =
s− jωr

s
= 1− jωr

s
. (9)

This K−1(s) is represented in the stationary frame, and we
can transform it to the synchronous frame (dq) by substituting
s with s+ jωg

K−1dq (s) = K−1(s+ jωg) = 1− jωr
s+ jωg

. (10)

in which ωg can be updated in real time from a phase-
locked loop. Compared to the additive compensation, the
multiplicative compensation does not need flux estimation, but
changes the loop structure of the rotor current control.

C. Feed-forward decoupling

Feed-forward decoupling is commonly used in inverter con-
trol to decouple the dynamic response of active and reactive
currents. In this subsection, we investigate the decoupling
schemes with MIC. We transform the state equation in (1) to
the synchronous frame as this is where the decoupling takes
effect

ψ̇s = vs − jωgψs
ψ̇r = vr − j(ωg − ωr)ψr

. (11)

The resistances Rs and Rr are neglected here. Changing the
state variables from (ψs, ψr) to (ψs, ir), we get

ψ̇s = vs − jωgψs
Lσ i̇r = vr − j(ωg − ωr)Lσir + Lm

Ls
jωrψs − Lm

Ls
vs

(12)

in which Lσ = (LsLr − L2
m)/Ls, Ls = Lσs + Lm, and

Lr = Lσr + Lm.
If the DFIG is connected to an ideal grid, vs is constant in

the synchronous frame, and so is ψs since ψs is completely
determined by vs. For a non-ideal grid, the grid inductance
can be counted into the leakage inductance of the DFIG, such
that the conclusion above still hold. As a result, the current
dynamics in (12) becomes

Lσ i̇r = vr − j(ωg − ωr)Lσir + constant. (13)

It is clear that the only cross-coupling item is j(ωg−ωr)Lσir,
as the complex coefficient maps across the d and q axis, that
is, j · (ird + jirq) = −irq + jird. This cross-coupling can be
eliminated by adding a counteracting item in the rotor current
controller

vr = Zrc · (i∗r − ir) + j(ωg − ωr)Lσir (14)

which gives the commonly used feed-forward decoupling
control [34].

If MIC is added in the rotor controller, the decoupling
scheme above no longer holds since it overlaps with MIC
itself. To show this, we change the state variable to (ψr, ir)
and rewrite (12) as

ψ̇r = vr − j(ωg − ωr)ψr
Lσ i̇r = vr − jωgLσir + jωrψr − Lm

Ls
vs

. (15)

vs is still assumed constant, and jωrψr is canceled by the MIC
control (explicitly in the additive MIC, and implicitly in the
multiplicative MIC). Therefore, the coupling item is jωgLσir,
and we get the decoupling scheme with MIC, as shown in
Fig. 5. Compared to (14), this decoupling scheme is indepen-
dent of ωr because motional EMF is already compensated in
the MIC. It is also worth noting that the decoupling scheme
is invariant under frame transformation and therefore can be
implemented in an arbitrary frame although it is derived here
in the synchronous frame. The effect of the decoupling control
is equivalent to a simple virtual reactance −jωgLσ , as shown
in Fig. 6.

Fig. 5. Feed-forward decoupling control with MIC.

D. Passivity Based Interpretation

The equivalent circuit of the DFIG with MIC and decou-
pling control is shown in Fig. 6. MIA and MIC in the dashed
blocks cancel each other. The decoupling control acts as a
virtual reactance −jωgLσ in series with the leakage winding
inductance. The current controller acts as a virtual impedance
Zrc in parallel with the current source i∗r . The virtual reactance
(−jωgLσ), virtual impedance (Zrc), winding inductance (Lσr,
Lσs, Lm) and the series-compensated transmission line are
all passive elements, so the entire circuit is a passive system
which by itself ensures stability according to the passivity
based control theory [35]. To illustrate this passivation effect
of MIC, we draw the total stator-side impedance (Zs) of a
DFIG in Fig. 7, and it is seen that with MIC the impedance
curve is constrained within the right half plane and the negative
resistance is eliminated across the entire frequency range. This
further confirms the small-signal passivity of a DFIG with

Fig. 6. Equivalent circuit for DFIG with MIC and feed-forward decoupling
control: current-controlled inverter behind inductance. MIC cancels MIA.
Feed-forward decoupling acts as a virtual reactance −jωgLσ in series with
the leakage inductance.
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Fig. 7. DFIG impedance Zs seen from the stator with and without MIC:
MIC has a passivation effect and ensure positive real part (resistance) in the
entire frequency range.

MIC control [36]. In fact, the MIC cancels the intrinsic dy-
namics of the DFIG and makes the Type-III generator behave
like a Type-IV generator. That is, the generator is dynamically
decoupled to the grid and presents itself as a simple current-
controlled inverter behind inductance. As a result, the MIC not
only achieves passivity but also preserves the current control
performance (current tracking and decoupling).

IV. MODEL AND MEASUREMENT ERROR ROBUSTNESS

MIC provides theoretically guaranteed elimination of nega-
tive resistance and therefore offers very robust SSO damp-
ing that is independent of the parameters of the series-
compensated line. However, MIC is still dependent upon the
parameters of the DFIG model and local feedback measure-
ments. The errors in the model and measurements may result
in imperfect MIC and undermine its effect of SSO damping.
This section provides a quantitative analysis on the error
tolerance of MIC control to further confirm its robustness in
practical application.

For the additive MIC, there are two sources of error, namely
ωr and ψr. We use the notation x′ = x + ∆x to represent
the error ∆x between the real value x and modeled/measured
value x′, which gives the following derivation

jω′rψ
′
r

=j(ωr + ∆ωr)
(
(Lm + ∆Lm)(is + ir) + (Lσr + ∆Lσr)ir

)
=jωrψr + jαωrψr + jβωrLσrir

(16)

in which

α =
∆ωr
ωr

+
∆Lm
Lm

+
∆ωr∆Lm
ωrLm

(17)

and

β =

(
1 +

∆ωr
ωr

)(
∆Lσr
Lσr

− ∆Lm
Lm

)
. (18)

The flux linkage ψ′r is estimated from current and inductance
according to (1), and the current measurement error is counted
into inductance error.

Fig. 8. The effect of model and measurement error in additive MIC.

Fig. 9. Closed-loop system of DFIG (with additive MIC) connected to series-
compensated line.

When using jω′rψ
′
r for MIC, the MIA effect is only partly

canceled, and a residual error jαωrψr+jβωrLσrir is induced.
The effect of this error is clearly seen in the equivalent circuit
in Fig. 8. The second item jβωrLσrir acts as a reactance, and
the first item jαωrψr forms a new amplifier together with sψr

K ′(s) =
sψr

sψr + jαωrψr
=

s

s+ jαωr
. (19)

We name K ′(s) a residual amplifier as it is the leftover of
incomplete cancellation of MIA. Again, letting s = jω, we
get

K ′(jω) =
ω

ω + αωr
. (20)

If α = 0, K ′ = 1 meaning the MIA is fully canceled. If α 6= 0,
K ′ is negative for ω between 0 and −αωr. The smaller α is,
the narrower is the frequency range of negative gain.

We now give an estimation of α and β. The measurement
of ωr comes from speed sensors and is usually very accurate,
but the parameters of Lm and Lσr may have higher errors
due to the variation of the air gap and magnetization curve.
Assuming

∆ωr
ωr

= ±1%,
∆Lm
Lm

= ±10%,
∆Lσr
Lσr

= ±10% (21)

we have
α ≈ ±11%, β ≈ ±20%. (22)

With these typical errors, |αωr| is much smaller than the
resonant frequency ωn, implying that the negative resistance
does not overlap with the resonance in frequency so the SSO
will not be excited.

As the DFIG is no longer passive for α 6= 0, we have
to turn to the Nyquist criterion for a rigorous evaluation of
stability, which is presented below. The closed-loop system
of a DFIG connected to a series-compensated grid is shown
in Fig. 9, whose stability is determined by the magnitude
and phase relationship of the DFIG impedance (Zs) and grid
impedance (Zg) according to Nyquist criterion [37]. Zs here
includes the effects of rotor current controller, MIC, MIA,
as well as the winding resistances Rs and Rr. The grid is
represented in Thevenin’s form with an infinite source behind
Zg . The mechanical dynamics of the grid is not included in
the model as we assume that the grid inertia is high enough to
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(a)

(b)

Fig. 10. Bode plot of Zs and Zg under additive MIC control. (a) α = 11%.
(b) α = −11%.

be considered infinite in SSO analysis. Gas-turbine generators
with sub-synchronous torsional dynamics may participate in
SSO [9], but this is beyond the scope of this paper. As
shown in the Bode plots in Fig. 10, the phase difference
6 Zs− 6 Zg exceeds ±180◦ between 0 and −αωr (highlighted
in the dashed circle), but this does not result in instability
since |Zs/Zg| < 1 (because |Zs| < |Zg|) in this range so the
Nyquist curve of Zs/Zg does not encircle the (−1, 0) point.
Therefore, it can be concluded that the additive MIC has a
good tolerance against model and measurement errors.

The analysis of error tolerance for multiplicative MIC is
similar. The multiplicative MIC is sensitive to ωr, and an
imperfect measurement on ωr results in a residual amplifier
K ′′(s) as shown in Fig. 11:

K ′′(s) =
s− jωr − j∆ωr

s− jωr
(23)

and
K ′′(jω) =

ω − ωr −∆ωr
ω − ωr

(24)

in which ∆ωr is the error on ωr and ∆ωr = ±1%ωr as
explained previously. K ′′ is negative for ω between ωr and
ωr + ∆ωr, which may cause instability. We again use a Bode
plot and the Nyquist criterion to evaluate stability, but change

the splitting point of impedance to the rotor side as in Fig. 11.
The Bode plot in Fig. 12 (a) reveals that K ′′ causes resonance
around ωr making the system unstable.

Fig. 11. Error tolerance analysis on multiplicative MIC.

(a)

(b)

Fig. 12. Bode plot of Z1 and Z2 under multiplicative MIC control. (a)
Without damping. (b) With damping.

(a) (b)

Fig. 13. Nyquist curve of Z1/Z2 under multiplicative MIC control. (a)
Without damping: encircling (−1, 0). (b) With damping: not encircling.
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This problem can be solved by adding damping in the
multiplicative MIC. The damped MIC is defined as

K−1d (s) =
s− jωr + σ

s
= 1− jωr − σ

s
(25)

and the corresponding residual amplifier is

K ′′d (s) =
s− jωr − j∆ωr + σ

s− jωr
. (26)

in which σ is the damping parameter.
After adding damping, the resonance near ωr in Z1 is

clipped and the system becomes stable, as shown in Fig. 12
(b). It is noted that in both cases (with and without damping),
the phase difference 6 Zs− 6 Zg goes beyond −180◦, but when
damping is added, the phase of Z1/Z2 comes back to > −180◦

before encircling the (−1, 0) point, as illustrated in Fig. 13,
implying that the system is stabilized. As a result, both the
additive and multiplicative MIC can be designed to have very
high robustness against model and measurement errors.

V. SIMULATION VERIFICATION

The effectiveness of the proposed MIC methods in SSO
damping is verified with simulation tests. The configuration
of the simulated system is displayed in Fig. 14. The wind
farm contains 100 × 1.5MW Type-III (DFIG) wind turbines,
which are represented by a single aggregated model. The wind
generators are connected by collector networks and fed into
a series-compensated transmission line. A bypass switch is
used to control the series capacitor. The reactance of the
series capacitor XS is a fraction of the transmission line
reactance XL, that is, XS = kSXL, in which kS is the series
compensation ratio. Two typical values of kS = 50%, 75%
are used in this case study. The standard grid-voltage-oriented
control [27] is used for DFIG and all inner and outer control
loops are preserved to ensure fidelity. The PI control in the
RSC current loop is replaced by PI+MIC control to test the
effect of the proposed MIC in SSO damping, as shown in
Fig. 15. The converters are represented by averaged switching
models to speed-up the simulation, but discrete-time control
is used to include the effect of digital control and modulation
delay. The parameters of the DFIGs and the converters are
listed in Table I.

Fig. 16 shows the comparison of the damping of SSO by
two baseline solutions and the two proposed MIC approaches.
In these tests, the series capacitor is inserted into the trans-
mission line at time = 0.1s to initiate the SSO behavior. The
measured stator-side active/reactive power (Ps, Qs) and grid
voltage magnitude (Vm, measured at the point of common
coupling) are displayed. A variety of cases (A, B, C, shown in
different colors) with different rotor speeds (sub-synchronous
ωr = 0.7ωg , super-synchronous ωr = 1.3ωg) and different
compensation ratios (kS = 50%, kS = 75%) are tested.
Two state-of-the-art SSO damping methods are selected as
the baseline, namely reducing gain [16] and supplementary
damping control [21]. Reducing gain has the worst damping
performance among the compared results and is unstable for
Case C. The supplementary damping control is tuned for the
compensation ratio of kS = 75% (Case A) and has comparable

performance to the proposed MIC control for this particular
case. However, its damping effect is compromised (Case B),
and even becomes unstable (Case C) for kS = 50% due to the
mismatch between the series capacitor value and the assumed
compensation. In contrast, the proposed MIC schemes (both
additive and multiplicative) show superior damping perfor-
mances in all the tested cases. These results demonstrate the
clear advantage of MIC control in providing wide-range SSO
damping that is insensitive to operating conditions.

Fig. 14. Configuration of the simulated wind farm.

Fig. 15. DFIG control scheme used in the simulation. The RSC current loop
uses PI+MIC instead of PI control. The phase-locked loop (PLL) observes
the amplitude, phase and frequency of grid voltage (Vg , θg , and ωg). The
torque-speed control (TSC) governs the RSC active current reference (i∗d).
The voltage-var control (VVC) governs the RSC reactive current reference
(i∗q ).

TABLE I
PARAMETERS OF THE SIMULATED DFIGS AND CONVERTERS.

Stator nominal voltage 0.69kV DC link voltage 1.4kV
Stator/rotor turn ratio 3:10 Nominal slip ±0.3

Stator leakage inductance 0.17pu Stator resistance 0.0084pu
Rotor leakage inductance 0.13pu Rotor resistance 0.0083pu
Mutual inductance 5.42pu DC link capacitor 30mF
Switching frequency 1kHz Sampling frequency 2kHz

Fig. 17 shows the step response of rotor currents to test the
current tracking performance of MIC control. Under the step
change of i∗rd (d-axis current reference, proportional to shaft
torque), the rising time of the responding rotor currents ird
and irq is less than 20ms and the settling time is less than
100ms. The current tracking waveform is comparable to the
conventional PI control in a non-compensated grid (which is
not stable in a series-compensated grid), meaning that the MIC
control mitigates the SSO without compromising the tracking
performance. It is also clear from the comparison that the
decoupling control effectively mitigate the cross-coupling of
ird and irq, resulting in nearly independent dynamic response.

Fig. 18 tests the robustness of the proposed MIC control
under model and measurement errors (1%ωr, 10%Lm). The
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Fig. 16. Capacitor insertion responses under different control schemes (represented by columns) in different cases (represented by colors). Case A: 75%
compensation, ωr = 1.3ωg ; Case B: 50% compensation, ωr = 1.3ωg ; Case C: 50% compensation, ωr = 0.7ωg .

Fig. 17. Step responses show good current tracking of MIC control.

test results show that the additive MIC is immune against
these errors by itself. The multiplicative MIC is not as robust,
but can retain the robustness via adding extra damping in the
controller as described in section IV.

VI. CONCLUSIONS

A novel DFIG SSO damping control scheme called motion-
induction compensation (MIC) has been proposed based on the
concept of motion-induction amplification (MIA). This MIC
control makes a Type-III generator (DFIG) behave like a Type-
IV generator and thereby eliminates the negative resistance

Fig. 18. Capacitor insertion responses with measurement and parameter error
showing good robustness.

otherwise present in a DFIG in the sub-synchronous frequency
range. As a result, the MIC control ensures effective (positive)
SSO damping that is independent of the configuration of
series-compensated lines in the wider transmission network.
Theoretical analysis shows that MIC has very good robust-
ness against model and measurement errors. Simulation tests
demonstrate clear advantages of the proposed method over the
state-of-the-art solutions in providing robust SSO damping in
a wide range of operating conditions.
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