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Highlights

e C(Climate-change effects of two case studies compared to results from carbon-balance
e Single metrics do not always fully convey climate-change impacts
e Spreadsheet tool made available to facilitate assessment of temporal variation in impacts

e Inclusion of additional results recommended to provide complete picture
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Abstract

The greenhouse gas emissions associated with bioenergy are often temporally dispersed and can be
a mixture of long-term forcers (such as carbon dioxide) and short-term forcers (such as methane).
These factors affect the timing and magnitude of climate-change impacts associated with bioenergy
in ways that cannot be clearly communicated with a single metric. This is critical as key comparisons
that determine incentives and policy for bioenergy are based upon climate-change impacts

expressed as carbon dioxide equivalent calculated with GWP100.

This paper explores these issues further and presents a spreadsheet tool to facilitate quick
assessment of these temporal effects. The potential effect of (i) a mix of GHGs and (ii) emissions that
change with time are illustrated through two case studies. In case study 1, variations in the mix of
greenhouse gases mean that apparently similar impacts after 100-years, mask radically different
impacts before then. In case study 2, variations in the timing of emissions cause their climate-change
impacts (integrated radiative-forcing and temperature change) to differ from the impacts that an
emissions-balance would suggest. The effect of taking alternative approaches to considering “CO-

equivalence” are also assessed.

In both cases, a single metric for climate-change effects was found to be wanting. A simple tool has
been produced to help practitioners evaluate whether this is the case for any given system. If
complex dynamics are apparent, it is recommended that additional metrics, more detailed
inventory, or full time-series impact results are used in order to accurately communicate these

climate-change effects.
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1. Introduction

Bioenergy has been suggested as a key resource of low-carbon, versatile energy vectors. However,
the timing and evaluation of its associated emissions (and absorption) of Greenhouse gases (GHGs)
has also received significant scrutiny [1-4]. This is appropriate; the recent IPCC special report [5]

suggests that we have had a remaining (at the end of 2017) global carbon budget of 420 Gt-COze in
order to stay below 1.5°C. Any approaches that we have for optimising systems must fully consider
the relevant timescales and take appropriate account of both the short-term impacts as well as the

longer timescale traditionally reported within conventional LCA [6,7].

Given the key role that LCA-based carbon accounting is given in policy making and incentives (e.g.
RED, RTFO) [8], a full understanding of the temporal effects that may complicate the climate-change
impacts of bioenergy is critical. Here, we are concerned with two distinct ways in which metrics

expressed as a single figure are unable to appropriately convey climate-change impacts:

1. Otherwise identical emissions that occur at different times will have different effects at a
given point in the future. Assuming that all emissions occur at the start of an accounting
time horizon ignores this reality.

2. Different mixtures of GHG emissions will result in effects that vary with time differently.
Expressing the effects of these mixtures of emissions at a particular point in time gives no

indication of how they compare at other points in time.

In this paper, we seek to explore these effects through the use of two case studies. We will start by
introducing the mechanisms that lead to these two sensitivities and the metrics that are associated
with them. We then go on to discuss various alternative metrics and approaches that have been
developed in order to address them. The two bioenergy case studies are then described: (i)
Agricultural and forestry wastes to a district heating system, and (ii) Forestry systems used to supply
bioenergy for electricity generation. These case studies are taken from other research in which their

climate-change impacts are described in terms of carbon dioxide (CO,) equivalence on the basis of



1 GWP100. A methods section describes the approach taken to reanalyse these results with different
2 metrics. Novel metrics are introduced to illustrate the fact that possibility that alternative

3 interpretations of “CO,-equivalence” can present quite different pictures.
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2. Background

2.1 Introduction to climate-change metrics and effects

The warming effects of gases is complex and depends upon a range of factors that are hard to
incorporate into repeatable metrics that can be readily calculated and understood. Idealised metrics
such as Global Warming Potential (GWP) and Global Temperature Potential (GTP) have been
developed in order to provide a basis for comparison between them [9,10]. These are based upon
simplified models; relating to the change in abundance of the gases after an initial release, a

radiative forcing model (typically a constant) and (in the case of GTP) a climate response model.

Figure 1 illustrates the modelled effect of carbon dioxide (CO,), methane (CH.) and nitrous oxide
(N20). Figure 1a shows how the relative abundance of these gases varies with time after an initial
pulse emission. These are generally modelled as exponential decays. In the case of CO,, a slightly
more complex model is typically used in order to better capture the response and interaction
between different CO, sinks such as oceans and plant growth by splitting the decay into several
components with different time constants (and one persistent component) [11]. This means that
while its abundance decreases rapidly after the initial impulse, the rate of CO, decrease reduces
towards a (non-zero) long-term equilibrium. This results in more CO, than N,O remaining after
around 120 years. In each case it is recognised that the models and parameters will not be constant

with time (e.g. as concentrations increase). Parameters for Figure 1 are taken from [9,12].
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Figure 1: Simplified climate change effects of pulse emissions of CO,, CH, & N>0. Model parameters taken from
(12]

Figure 1b illustrates the evolution of the radiative forcing effect that might be caused (per unit area)
by a 1kg impulse emission of these gases. This is based upon the product of the abundance of gas
remaining in the atmosphere (i.e. following 1a) and a specific forcing constant defined for each gas.
This specific forcing is far greater for N.O and CH, than for CO,. It is modelled as a constant but in
reality depends upon factors (e.g. atmospheric concentration) that relate to the forcing mechanism

for that gas, and corresponds to a change at a defined point in the climate system.

Figure 1c shows the time-integral of the radiative forcing (for the same 1kg impulse emissions of
gases). That is, the additional net heat (per unit of area) that would have entered the troposphere
due to the forcing that occurs up to that point in time, excluding the effects of feedbacks such as

surface temperature change. This is the Absolute Global Warming Potential (AGWP) if appropriate
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parameters are used. The plots for N,O and CH, are against the right-hand axis (i.e. 100x greater).
While the AGWP for CHy initially increases rapidly, this rate of increase decreases with the decay of
the remaining CH4 and so is relatively constant (i.e. no increase) after around 40 years. In contrast,
while the rate of increase of AGWP for CO; initially decreases, the rate becomes almost a linear

increase as the CO, abundance tends towards its new equilibrium.

Figure 1d illustrates the climatic temperature response to the forcing caused by these emissions.
Here, the climate response model relating to Absolute Global Temperature Potential (AGTP) is used.
As this model includes a component for re-radiation of heat, it is not purely integrative (in contrast
to AGWP). For each emission of gas, there is a peak temperature response followed by a decay. The
modelled temperature response to CH, is a relatively sharp peak at around 10 years decreasing to
almost nothing by 50 years. However, for CO; the peak (at around 20 years) is followed by a very
gradual reduction before the temperature effect remains almost constant at around 75% of the

peak.

A temperature effect is, perhaps, easier to interpret to a physical reality but it should be
remembered that warming can result in different damage mechanisms. For each of these, each
metric or others might be more or less appropriate as a proxy for relative effect [13,14]. For
example, temperature changes might be a proxy for damage relating to heat waves, heating might
be a proxy for sea-level or ice melt effects, rate of change (e.g. radiative forcing) might be a proxy for
adaptation impacts. For both integrated radiative forcing and temperature effects, it might also be

that comparison to a threshold measure, or a time-integration is appropriate [15,16].

GWP and GTP are the AGWP and AGTP results after normalising to the relative effect of an (equal
mass) impulse emission of CO,. As the ratio between the absolute results of different gases changes

with time, a GWP or GTP metric is defined relative to a time-horizon.

This results in the two ways in which metrics calculated with a time horizon that is fixed relative to

the time of emissions might be unable to appropriately convey warming effects:
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1. Otherwise identical emissions that occur at different times will have different effects at a
given point in time. Assuming that all emissions occur at the start of an accounting time
horizon ignores this reality.

2. Different mixtures of GHG emissions will result in effects that vary with time differently.
Expressing the effects of these mixtures of emissions at a particular point in time gives no

indication of how they compare at other points in time.

This paper seeks to explore these issues further with the use of two case studies.

2.2 Alternative metrics and approaches

Branddo et al. [14] provide a thorough review of the progression of various methods and approaches
towards the first of these sensitivities (the effect of emissions and absorptions occurring at different
times). Fifteen approaches are described and can be generally assigned between four groups: i)
Approaches that take a static metric such as equivalence based on GWP or GTP; ii) Approaches that
apply a ton-year type metric; iii) Approaches that apply a time-horizon for impacts that is
independent of the timing of the GHG fluxes (rather than a time-horizon that is relative to them,
such as conventionally used in GWP); iv) Approaches that take a combination of impacts (e.g.
Kirschbaum’s “Climate Change Impact Potential” [13]). Several researchers have developed
variations of approach (iii), focussing on different sources of emissions and boundaries, notably [17-
21]. Cherubini et al’s presentation of this paradigm as the convenient GWPyi, metric [20] has

subsequently been extended by others (e.g. [21]).

Various approaches have also been suggested to communicate the effect of a combination of GHGs
[7,22-24]. In some cases, there are implicit value-judgements in achieving this, that might or might
not align with the way in which the metrics are then used. In this regards, the limitations of GWP100
as a metric are accepted, even as its broad use is recognised [15]. Papers [22-24] extensively report
on workshops to determine best practice for LCA and appropriate approach to the issue of climate-

change metrics. A step-by-step approach is recommended, in which sensitivities are explored and
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these.

In some cases, full time-dependent plots of climate-change impacts are provided as examples (e.g.
[16,25-28]). These studies typically provide excellent sensitivity analysis and a far-fuller picture of

the results. However, they are unfortunately quite rare.

This paper therefore aims to build upon previous literature with several additional contributions:

Data relating to additional case studies that further illustrate the effect of including a

temporal scope.

e lllustration of the effect of reanalysing existing case studies with this approach. Considering
both the timing of emissions and their characteristics, with both integrated radiative forcing
and instantaneous temperature impacts.

e Provision of a spreadsheet to facilitate other researchers and practitioners in considering
this sensitivity.

e Introduction of additional metrics in assessing the contribution of GHG fluxes that have

occurred up to a point in time, as part of an impact at a future point in time.
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3. Description of case studies

Two case studies have been selected from the literature and reanalysed to illustrate the way in
which temporal effects can be masked by single-metric results. They have been selected to provide
examples of the potential effect of (i) A mix of GHGs, and (ii) Emissions occurring over a period of
time. While the case-studies are based on bioenergy systems, it should be apparent that many other

systems may share one of these conditions.

3.1 Case study 1: District heating networks supplied by bioenergy

This case study is taken from analysis by Green [29]. The climate-change effects of a wide range of
bioenergy options to supply heat to a district heating network (DHN) were compared. In total, over
300 options were studied. Her study investigated several bioenergy feedstocks: forest residue
pellets, forest residue woodchips, stemwood chips, stemwood pellets and wet manure. Heat
provision options of CHP to DHN, boiler to DHN, and gas grid injection were compared. Other
variations considered different national background data, different biomass transport distances (up

to 500km) and different counterfactual fuels (coal, peat, natural gas).

The primary GHG assessment was performed in BioGrace-Il [30] in order to be compatible with
relevant reporting standards and facilitate repeatability. Full methods are provided in Green, with
supplementary information providing details of parameters and assumptions (also see
Supplementary Information to this paper). Results from the study are illustrated in Figure 2. Here,
avoided emissions due to counterfactual heat provision are not included. Figure 2 contrasts the
climate-change effect due to CO,, to that due to CH4 and N>O (using GWP100 for equivalence). On
the left, this is illustrated as total GHG emissions against the proportion relating to CO,. On the right,

this is illustrated as CO, emissions against CHs and N,O emissions.

Four examples (highlighted as green circles) were selected for further study. These cover different

(but not outlying) total global warming effects, with a mix of contributions from different GHGs. In

10



1  two of the examples that relate to anaerobic digestion (AD), the effect of avoided CH4 emissions
2 (due to alternative treatment of slurry) is roughly equivalent to the effect of CO, emissions (if using
3 GWP100 for equivalence). In the other two examples, relating to use of forest residues, the main
4  GHG flux is CO, emissions. The overall warming results for these four examples are given in Table 1.
5 In each case, all relevant GHG fluxes (emissions, biogenic absorption and avoided emissions) are

6 assumed to occur as a single event in year-0.
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8 Figure 2: lllustration of results from [29]. Climate change effects of 310 bioenergy DHN systems based on

9 BioGrace-Il with CO;equivalence based on GWP100. Examples for further analysis highlighted as green circles.

10 Table 1: CO; equivalence based on GWP100 for examples selected from [29] (highlighted as circles in Figure 2)

System g- COe/MJ (GWP100)
1. Biogas to CHP -4.0

2. Biomethane injection 9.8

3. Forest residue chips 6.0

4. Forest residue pellets 19.0

11
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3.2 Case study 2: Forestry lifecycle

This case study is taken from analysis by Roder et al. [31]. In their study, the time-dependent
emissions of GHGs from six scenarios are modelled. These relate to bioenergy from three different
forest systems (US, Spain, Canada), with two variations each, being supplied to generate electricity
in the UK. In the US and Canadian forest scenarios, the forest systems primarily produce wood
products (with 25-year and 70-year rotations respectively) and the bioenergy is derived from harvest
residues, sawmill residues and thinnings. In the Spanish forest scenario, Eucalyptus is grown
exclusively for bioenergy with a 32-year rotation (with coppicing after 16 years). Emissions due to
forest activities, processing and transporting the bioenergy are comprehensively evaluated while the
net carbon balance of the forest systems (including soil) is modelled in CO2FIX. Net and cumulative
emissions are calculated at the levels of both forest stand and whole forest (i.e. at sufficient forest
size that the total biomass extractions balance growth). Figures 3 and 4 are adapted from their
results to illustrate them. For each of the forest systems, only one of the two scenarios (variant “a”)
is used as an example here. The results for the forest stands (Figure 3) are aligned with a harvest in
year-0 (i.e. with the baseline for zero emissions set just before this harvest). For the whole forest
(Figure 4), there is a harvest each year, rotating across the different stands (with activities such as
thinnings in other stands as appropriate). The figures presented here are attributional results that do
not consider CO, that would have still been absorbed by the mature forests if not managed, nor
include any fossil-fuel emissions avoided by the use of bioenergy (although these are assessed in the

original study).

12
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Figure 4: Cumulative GHG emissions at whole forest level. Note that the total net emissions for examples 1 and
3 are plotted against the right-hand axis. Adapted from [31]

At the level of an individual stand there is significant year-on-year variation, but this is smoothed out
across the whole forest as the stands are harvested in rotation. Over most years and cumulatively,
the forest absorbs CO; as expected, albeit with slight net emissions from stands that have just been
harvested. The CO; sequestered in wood products from a forest stand is greatest just after a harvest,
before decreasing as products reach the end of their life and are combusted (this rate is assumed to
be a function of their stock). Across the forest, the emissions from wood products reaching their end
of life increases at a slightly increasing rate in line with their increasing stocks. Cumulative biogenic
emissions from burning pellets and non-biogenic emissions from other activities increases in steps at
the stand level, corresponding to the years in which harvest or other activities take place. Across the

whole forest, this results in linear trends for both of these emissions sources. The net results of

14



these fluxes is often relatively small compared to the overall CO, absorbed by the forest and then re-
emitted from pellets and wood products (as such, it is plotted on secondary axis for several graphs in
Figures 3 and 4). At whole-forest level, it is negative in the examples in which wood products are
produced (#1 and #3) but positive (equivalent to non-biogenic emissions) in the example where
forestry is used only for bioenergy (#2). At a stand level, the net cumulative emissions follow a
similar trend on average but are positive for most of the time due to the starting point in the

lifecycles (harvesting) that has been selected.

15
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4. Methods

Standard equations (in studies [12,32] corresponding to AGWP, and study [10] corresponding to
AGTP, using parameters from [12,32,33]) were used to assess the integrated radiative forcing and
instantaneous temperature effects due to each of the case study examples. This was performed on a
year-by-year basis; i.e. the integrated radiative forcing and temperature change effects occurring

each year due to each prior emission (or absorption) of CO,, CH, and N,O were calculated.

Practically, this method was implemented in an excel spreadsheet in which the net emissions (or
absorption) of each gas are entered as a year-by-year inventory. Here, a recursive approach was
developed in which the results for a given year are calculated on the basis of that year’s inventory
and the results of the previous year. This is in contrast to previous approaches in which a full time-
series of results from each year’s inventory items was calculated and then these results were added
together. The recursive approach greatly simplifies the spreadsheet relative to the alternative
approach of calculating the full time-dependent results of each year’s emissions separately and then
summing them together. It enables calculations of the full time-dependent climate effects to be
performed rapidly (in O(n) time rather than O(n?) time) and easily whilst maintaining the
transparency and accessibility of a spreadsheet. The details of this approach are expanded in
Appendix 1 to assist other researchers develop similar models; it will improve relative performance
even further if some future application calls for results calculated with shorter time-steps. The
spreadsheet is available as Supplementary Information to this paper and as [34] for other

researchers to use or adapt.

Because this approach takes account of the timing of the emission and absorption of gases when
summing their effects, the resulting integrated radiative forcing and instantaneous temperature
change effects at a particular point in time are different to those that would be calculated with a

conventional (sliding time horizon) approach (where the timing of emissions does not affect their

16
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reported effects). Rather, these results are equivalent to those determined with a time horizon for

impacts that is independent of the timing of GHG fluxes (i.e. as per e.g. [17,18,21]).

These results were normalised to the effect of a CO, pulse at year-0; expressing them in terms of
CO,-equivalent mass. This was also done on a year-by-year basis, i.e. for the temperature change
occurring due to the system each year, the mass of CO, emitted in year-0 that would result in an

equivalent temperature change in that year.

When assessing the effect of emissions occurring up to a certain time, it might be relevant to express
this in terms of the equivalent year-0 CO, emission that would cause the same effect up to that
point, but it might also be relevant to express the impact in terms of the equivalent year-0 CO,
emission that will cause the same effect at a future time of interest (e.g. for policy purposes,
reporting on the amount of a “carbon budget” that has been spent, or the future impact that will
have been “committed to” by a certain point). For the forest systems (Case study 2), additional (and
to our knowledge, novel) integrated radiative forcing and instantaneous temperature metrics were
developed and used with this consideration. These are the “CO, equivalent in terms of contribution
to integrated radiative forcing by [or temperature at] year-100”. By this it is meant, for each year,
the mass of CO, emitted in year-0 that would result in an equivalent integrated radiative forcing
[temperature change] effect by [at] year-100, as the cumulative emissions up to that year would

result in by year-100 (i.e. if no other emissions occur after that point).

These metrics can be thought of as equivalent to the contribution of emissions up to that point to
the final integrated radiative forcing [or temperature change] effect at year-100. Or alternatively,
when the emissions causing the final effect actually occur. In a sense, they are examples of “forward
looking” metrics, in that they illustrate the effect that emissions up to a certain time will have at a
point in the future. This is in contrast to metrics that consider effects that occur up to that point (or

at) that point in time.
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4.1 Limitations to analysis

It is important that Life Cycle Assessment (LCA) studies fully report upon their limitations [35]. The
analysis presented here is not a full LCA but still contains several sources of uncertainty. Relevant to
the Impact Assessment and Interpretation steps that we are focussing on, are significant
uncertainties around the radiative forcing and temperature response of different species. Clearly,
there are additional uncertainties and simplifications in the climate response to forcing that is

assumed when assessing temperature responses.

Other effects can cause significant climate change effects but have not been included. The aim of
this study is to demonstrate the significance of temporal aspects to climate change impacts and
provide a tool to facilitate the assessment of some of them. However, it is not comprehensive in its
coverage of mechanisms that can affect the climate. These mechanisms include bio-geophysical
effects due to changes in surface albedo, evapotranspiration and surface roughness. These factors
have significant climate effects in addition to those relating directly to radiative forcing. In the
spreadsheet tool prepared as part of this study, provision is made for users to manually add
radiative forcing elements that do not relate to emissions but this is not fully expanded to include a
model of any underlying mechanism — it is primarily intended to enable quick comparison of how

their temporal effect might compare to the system under consideration.

Several near-term climate forcers are absent from the analysis presented here and from the
spreadsheet model. In particular these relate to species that have large indirect effects and are
better approached with multi-component models [36]. These species often have effects that are

dependent on location (latitude and / or altitude) and timing (e.g. season of year).

Again, it is noted that the purpose of this analysis is to demonstrate the relative magnitude of
temporal effects but it should be noted that these additional effects are worthy of additional

attention.

18
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5. Results and discussion

5.1 Case study 1: DHN with bioenergy examples

The four examples in this case study illustrate the effect of combining emissions of different gases
that occur at the same time but have different characteristics. For the four district-heating network
(DHN) examples, Figure 5 illustrates the time-dependence of the integrated radiative forcing and
instantaneous temperature effects. That is, the evolution with time of these effects due to a pulse
release / absorption of different quantities of CO,, CH4 and N,O in year-0 (as per the original results
for the examples). The overall effects that are plotted are the result of combining the different

dynamic effects from each of these releases or absorptions.

In Figure 6, these results are expressed in terms the mass of CO; released in year-0 that would have

an equivalent effect for each year.
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Figure 6: Variation with time of integrated radiative forcing and temperature effects expressed as CO5-
equivalent.

Emissions in the two forest residue examples are dominated by CO,. As a result, these results are
relatively straightforward, with integrated radiative forcing increasing steadily as time from the
initial emission increases, and temperature change remaining fairly consistent. The CO, equivalent

masses for these two examples are constant with respect to time.

Emissions in the two Anaerobic Digestion (AD) examples are more complicated; in the original
results, more CO; is emitted but some CH,; emissions are avoided due to the treatment of slurry. This
results in far more complex climate effects. For example, 100 years after the emissions, the

integrated radiative forcing resulting from each example is similar to the forest residue options (-
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6x1072 to +16x101 W-year/m?, CO,-equivalents given in Table 1) but this obscures the fact that the
AD examples result in net cooling (negative integrated radiative forcing) that is far more pronounced

for most of the intervening period.

The temperature effects for the two AD examples are even less intuitive from the final (100 year)
results. At this point (after 100 years) they result in significantly greater temperature increases than
the forest residue options. However, for the first 34 to 38 years, they result in a temperature
decrease that is most pronounced around 10 years after the initial emission. Comparing the two
metrics, it is notable that not only do the relative magnitudes of each metric vary with time, but that
their signs also change at different times. Fifty years after the initial emissions, the AD examples
have caused a negative integrated radiative forcing (i.e. cooling) effect at the same time as a

temperature increase.

5.2 Case study 2 — Forest lifecycle examples

The three forest examples in this case study illustrate the effect of combining emissions that are
mainly CO, but that occur at different times. The variation in these effects is the result of the
combination of the temporal emissions profiles and the dynamics of the effects that are due to
them. Figure 7 illustrates the effects of ongoing GHG emissions at the forest-stand level for the three
forest examples. Figure 8 illustrates these effects at whole-forest level. In each case, the “Cumulative
GHG net emissions” plots are exactly the same as the “total net cumulative emissions” plots from

Figures 3 and 4.

The plots for each metric are discussed below but it is firstly instructive to note the significant
difference between what might otherwise be assumed to be similar metrics (with the same units,
here Mt-CO»e or t-CO,e/Ha) and their variation with time. Clearly, an understanding of what they

actually mean and the implications of differences between them is important.

In each case, the actual change in atmospheric GHG at any given point due to the forestry is not the
same as the total net cumulative emissions up to that point; its magnitude progressively reduces

22



relative to the cumulative emissions due to the effect of sinks outside of the system (e.g. oceans)
and the decay of the GHG gases. Although this difference occurs across each example at both forest-
stand and whole-forest levels, the ratio between them is dependent upon each temporal emissions
profile and cannot be accurately predicted without this. While Figure 7 demonstrates the complexity
of the relationship between the different effects of these temporal GHG fluxes, they are easier to
interpret from the simpler averaged dynamics in Figure 8 and so these are discussed below.

However, the underlying causes are the same for both cases.

250 - Example 1: US forest system for wood products with 25-year rotation
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Figure 7: Temporal effects of ongoing GHG emissions due to forest-stand activity
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Figure 8: Temporal effects of ongoing GHG emissions due to whole-forest activity

Here (Figures 7 and 8), the “GHG [equivalent] by GWPx” and “... GTPx” plots refer to the quantity of
CO; released at year-0 that would cause an equivalent integrated radiative forcing or temperature
change effect (respectively) by that year. For example, at year-50 on the x-axis, the GHG by GWPx
plot refers to the mass of CO, that would cause equivalent integrated radiative forcing by year-50 if
released at year-0. At year-100 on the x-axis, these plots provide the values that would be derived
from a 100-year time horizon that is independent from timing of emissions (i.e. equivalent to

Levasseur’s dynamic approach or similar, e.g. [17,18,21]) but they also provide the progression up to
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that point. These are typically different from the total net cumulative GHG emissions figures that
might conventionally be used to compare climate change impacts and concepts such as “carbon

neutrality”.

The ongoing nature of GHG fluxes within the whole-forest systems means that the integrated
radiative forcing effect (measured as “GHG [equivalent] by GWPx") is typically less than the
cumulative net emissions as some of the emissions won’t have had as much time to contribute to
heating. Conversely, while the instantaneous temperature effect (“... GTPx”) metric is generally
similar to the cumulative net emissions, it tends to start less (as the atmosphere takes time to warm)
and then becomes greater than the cumulative net emissions as the final temperature effects are
temporally closer to the actual emissions causing them than the hypothetical pulse at year-0 that

their equivalence is expressed relative to.

Despite the fluctuating nature of cumulative net emissions at the forest-stand level (Figure 7), the
integrative nature of GWP means that this metric varies less. The temperature effect also varies less
when the forest rotations are sufficiently short that the integrative element of the temperature
increase can smooth the effect of the emissions fluctuations (e.g. notably in example 2 at forest-

stand level).

The plots showing effects expressed as “GHG [equivalent] by contribution to GWP100” and
“...GTP100” are the integrated radiative forcing and instantaneous temperature effects that would
result at year-100 due to the net cumulative emissions up to that point in the plot. For example, the
“GHG [equivalent] by contribution to GWP100” at year-10 is the integrated radiative forcing that
would result by year-100 if all emissions fluxes stopped at year-10, expressed in terms of the mass of
CO, that would cause the same effect by year-100 if released at year-0. This novel metrics show the
significance of cumulative emissions up to that year in causing the effects at the year-100 time point.
At year-100, these plots converge on the “GHG by GWPx” and “...GTPx” plots (respectively) as they

also give results equivalent to those with an independent time horizon.
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For integrated radiative forcing effects, these plots (“GHG by contribution to GWP100”) show a
greater proportional contribution from earlier emissions (starting as equivalent to actual cumulative

net emissions) as their heating effect is integrated over the longer time period before year-100.

For temperature effects, these plots (“GHG by contribution to GTP100”) are similar to those for
cumulative net emissions in early years as the long-term temperature effect of a pulse emission of
CO, is relatively consistent. However, in later years (i.e. the 20 years approaching the year-100
point), they often have values that exceed the cumulative net emissions as short-term temperature

effects become relevant, before they then converge with the “GHG by GTP100” plots by year-100.

For many applications, calculating “CO»-equivalence” based on CO, emissions in year-0 that would
have the same effect by the point in time of interest, is a sensible improvement on conventional
“sliding time horizon” approaches [17,18,21]. For other applications, it is possible that it is more
intuitive to consider the “equivalence” of emissions up to a point, based on the CO; emissions in
year-0 that would “commit” to the same impact at some specific point in the future. Of concern here
is the observation that while the distinction between these approaches seems subtle, the results can
be significantly different — for this case study, the main difference occurs at around year-50 for the
integrated radiative forcing based equivalencies but this result is specific to the dynamics of the
system being assessed (e.g. compare to Figure 7). Again, there is a tension between expressing a full
set of results and deriving relevant metrics that can be easily shared. There is not a simple solution
to this but having easy access to see the full time-series of results can at least help researchers to

make informed choices about presentation of results.
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6. Conclusions and Recommendations

The effect of using a range of climate effect metrics with different time boundaries has been studied
for two case studies. It is clear that a single figure based on GWP100 is inadequate to convey the full

range of these metrics and may not reflect results in the way that decision-makers interpret it to.

Adoption of additional metric to GWP100 (as per recommendations in [7,22—24]) certainly helps and
is an encouraging development. However, even there, the full range of results and their appropriate
interpretation is hard to fully convey for some systems. The combined effects of long-life and short-

life climate forcers can mask the dynamics of what is actually occurring.

We recommend that LCA practitioners and others assessing results relating to climate-change assess
the full time-dependent effects of the emissions that they are assessing. They can then make an
informed decision about whether using one or two metrics to convey this is adequate or whether
more explicit communication of their results is warranted. This could take the form of time-
dependency plots or ensuring that GHG emissions are disaggregated by time and by gas in the
relevant inventories to ensure interpretation against other criteria is possible in the future (as
recommended, for example, by [14,23]). In both cases, this could be supplemented with qualitative
notes regarding any significant variations in effects from those that might be anticipated from single

figure metrics (e.g. noting the wide range of effects illustrated in Figure 5).

We have made a spreadsheet tool available to facilitate this and remove barriers to practitioners
assessing the time dependency of their climate-change results (see Supplementary information or
[34]). The equations and analysis are well known and used within the community, but this format
may increase their accessibility. It is hoped that enabling rapid and easy assessment of these effects

will encourage their consideration.

GHG emissions that occur over a period of time (e.g. net CO, from a forest stand) will result in lower

integrated radiative forcing than the same GHGs emitted as a pulse in year-0 (as noted by several
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researchers and discussed in Section 2, above). In contrast, the temperature effect of CO, emissions
is far less dependent upon their timing (especially beyond the first 20 years after their emission).
However, climate change presents many potential sources of damage. These damage mechanisms
will relate in different ways to climate change effects and are not fully understood [13,14]. For
example, there may be significant impacts that align more with overall heat input (e.g. ice melting)
or rate of temperature increase (e.g. adaptation) than with absolute temperature increase. There is
also the possibility of positive-feedback loops (e.g. permafrost melting and releasing more methane)
or some damage mechanisms having particular thresholds. Therefore, while there may be some
merit in the suggestion of focussing on longer-life climate forcers over short-life climate forcers (as
these will tend to relate more closely to future temperature increase [23]), this should not be

exclusive. There are complex interactions and a holistic picture is to be preferred.
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Appendix A — Alternative form of equations for spreadsheet

To make the calculations work efficiently in a spreadsheet, the standard presentation of AGWP and
AGTP equations was rearranged. This appendix details these changes for convenience to other
researchers creating similar tools. Non-CO, WMGHGs are considered first before treatment is

expanded to include the multi-component decay of CO..
The mass of species i (that decays with a simple exponential form) remaining in the atmosphere at
[the start of] year-T after a pulse X at [the start of] year-0 is given by:

T
M;(t) = X;e

Where T; is the perturbation lifetime.
For a time-series of pulse emissions of species i, occurring at [the start of] years {0, 1 ... t } the mass
remaining at [the start of] year-t could be calculated by summing the prevalence due to each pulse:

t t—1 1
Ml(t) = Xi’oe Ti +Xi,16 Ti + "'+Xl"t_1e Ti +Xi,t

If results are only required for a particular year t, then this is an efficient approach (taking O(t) time).
However, if we also require a time-series of results (e.g. the mass in each year up to year-T) then it
becomes more intensive (taking O(T?/2)). Although a spreadsheet-based tool can provide good

transparency, it can rapidly become unusable in this situation.
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In this case, a recursive approach is more efficient. Here, for each year, we calculate the remaining
mass due as the sum of the emission pulse that year and the mass due to previous years. This

approach takes O(T); i.e. for a 500-year horizon, it is almost 250-times more efficient:

1
M;(t) =M;;_1e T +X;;

1

Where M; 1 = M;;_, e T + X; t—1 and so on back to M; 4.

Note that while we are taking a one-year time-step as convenient and sufficient for our purposes, a
different time-step could be applied (for example a shorter time-step to study combined effect of
different intra-year emissions). In this case, the numerator of the fraction that e is raised to would

need to be adjusted. So more generally:

timestep

Mi(t) = Mi,t—timestep e T + Xi,t

A similar approach can be applied to AGWP:

1
AGWP;(t) = AGWP; (1) + AitiM; 1 (1 — e )

Where A is the specific radiative forcing for species i. Note that convention here is effectively to
evaluate AGWP; and AGTP; before the pulse emission for that year (X:) has had time to have any

effect but the calculation for M; does include it.

Because we use a two-component surface temperature response (as per [9,33]), the expression of
AGTP is more complicated. Each component of the temperature response (at each time-step) has to

be calculated separately based on its value at the last time-step and then summed:

_1 c _1 _1
AGTP,(t) = AGTPy -y e @ + ATiM;y ! (e — e @)
i— Y1
1 c, L _r
+ AGTPZ,i,(t_l)e dz + AiTiMi,t—IT d (e i — e dz)
i U2
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Where ¢ ,and d are the climate sensitivity and response time, and AGTP; , ¢, , and d; relate to
first component of temperature response while AGTP, , ¢, , and d, relate to the second

component.

For CO,, the approach is the same but (similar to the AGTP calculation), each component of its decay
needs to be calculated based on the previous time-step for that component, and then summed

together:

3 1
Mcoz(t) == [MO,t—l +Xta0] + Z |:Mj‘t_1€ Tj + Xta]

Jj=1

Where ao to a; refer to the proportions of CO; with no decay or decay exponents 7;. Note that the
four masses of CO, (Mo to Ms) need to be stored for each time-step as they are used individually to
calculate result for next step. Similar forms are available for AGWPco2 and AGTPco,, dependent upon

the result for the previous time-step and the different mass components from it:

3
AGWPcoy(8) = AGWPcos,t-1) + Acoz |Mor-1 + Z 1M1 (1 —e™%)

j=1
-1 (o) L _L
AGTPL(t) = AGTPl,i,(t—l) e 41 + AiTiGi,t—l_L_ d (e i — e dl)
i %
1 (o L -1
+ AGTPZ,i,(t—l) e 42 + AiTiGi,t—l_L_ d (e i — e dz)
i~ “2

AGTPCOZ (t) =

2 3
_1 _1 TMii_qcC
E AGTPk,t—l e dk + Acoz 1\/10’t_1 Ci <1 —e dk) + E JT jit ; k (e—l/rj _ e—l/dk)
k=1 j Tk

j=1
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