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Preface

Increase in electricity demand and environmental issues resulted in fast development
of energy production from renewable resources (RES). In the long term, application of
RES can guarantee the ecologically sustainable energy supply. This book indicates
recent trends and applications of renewable energy resources that organized in 11
chapters.

Chapter 1 presents the interaction between economic growth and its main divers,
focusing mainly on the effect of each energy source, distinguishing between traditional
and renewable resources.

Chapter 2 describes recent development of renewable energy policies and indicates
trends in Turkey.

Chapter 3 presents alternative technologies of renewable energy resources for rural
application in Tanzania.

Chapter 4 presents the challenges of smart grid from a generation dispatch
perspective. Also, it covers various aspects of integration of renewable resources to
power grids, with the explanation of the framework of smart dispatch.

Chapter 5 gives a solution and analyses the situation in transmission system with
respect of balancing electricity for the case when new PV plants are connected to the
Slovak Power System.

Chapter 6 introduces the utilization of palm oil empty fruit bunch as renewable
energy and its application as alternative fuel for power production via gasification
process.

The principal objective of chapter 7 is the production of quality biodiesel fuels using
different feed stocks and testing the performance and emission of diesel engine using
different fuel blends.

Chapter 8 summarizes performance of internal reforming solid oxide fuel cells
operating on biofuels and remarks road blocks to overcome for the realization of this
type of highly-efficient carbon neutral fuel cell.



Preface

Chapter 9 proposes ideas and feasible approach on how to improve the performance
of bioethanol Fuelled Solid Oxide Fuel Cell system by focusing on each essential unit
modification in the process.

Chapter 10 addresses the results regarding the operation of a photovoltaic system and
aspects on monitoring the electric energy supplied by a PV system, using LabVIEW™
application software.

Chapter 11 discusses optimal design of a hybrid system, including PV arrays and wind
turbines for a special area of Iran, as a case study.

We would like to thank all authors of the chapters for supporting this time-consuming
book. Our special thanks should be given to Ms. Ivana Zec, Publishing Process
Manager at InTech, for her efforts and attention to this project.

We hope that this book proves to be a useful source of information and basis for
discussion to readers with different backgrounds.

Dr. Majid Nayeripour

Faculty of Electrical and Electronic Engineering, Shiraz University of Technology
Iran

BSc. Mostafa Kheshti

Xi'an Jiaotong University

China









Are Renewables Effective in Promoting Growth?
Evidence from 21 EU Members

Antoénio C. Marques and José A. Fuinhas
NECE, University of Beira Interior, Management and Economics Department, Covilhd,
Portugal

1. Introduction

The energy needs of mankind in the 19th century were essentially satisfied by the use of
renewable sources, such as biomass mainly by burning wood, and animal power. Some
transformation of agricultural goods was done through the exploitation of natural resources
such as wind and water, using wind mills and water wheels. The 20th century was the
century of high economic growth. It was a century where the use of internal combustion
engines was widespread and with them the massive use of fossil fuels. The 21st century is
now looking for alternative sources of energy.

Nowadays, there is a backdrop of the forecast of depleting fossil fuels in the near future,
particularly oil, and climate changes, associated with large emissions of carbon dioxide. In
this century, there is a great focus on renewable energy sources, with the strong support of
public policies. In addition to the use of hydropower, which already has mature technology,
there is a continuous process of developing technologies for harnessing the wind and
photovoltaic resources. The attribution of the title of energy of the future to renewable
sources is dependent on two factors. First, the achievement of their own economic
sustainability will depend on the evolution of technology itself. Second, it will depend on
the long-term advances in atomic energy to accomplish the nuclear fusion process on Earth.
One of the fundamental questions that arises is to assess whether this progressive change in
the energy paradigm will affect the process of economic growth. The analysis of the
relationship between energy consumption and economic growth is far from new in literature.
Narayan & Smyth (2008) summarise the principal achievements, the absence of consensus and
the diversity of methodologies. The study of the impact of using renewables on economic
growth is, however, scarce (e.g. Apergis & Payne, 2010 & Menegaki, 2011). Furthermore, the
literature has not focused on the energy mix, that is, on the impact of the simultaneous use of
different energy sources on economic growth. Will the impact of energy on economic growth
be identical, regardless of whether this energy comes from fossil fuels or renewable sources?
The literature is not unanimous regarding the relationship between income and
environmental concerns. Some authors, such as Vachon & Menz, 2006 and Huang ef al.,
2007, argued a positive effect of wealth on renewables. On the one hand, higher income

1Research supported by: NECE, I1&D unity funded by the FCT - Portuguese Foundation for the
Development of Science and Technology, Ministry of Science, Technology and Higher Education.
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could cushion the effect of the greater fees and costs resulting from the encouragement of
Renewable Energy (hereafter RE). On the other hand, higher income levels can also
represent a further financial capacity for accommodating the huge investments needed to
develop the technology of energy production from renewable sources. Recently, Marques et
al. (2011) pointed out that the effect of Gross Domestic Product (GDP) on renewables is far
from uniform. In fact, this effect depends on the phase of deployment of renewables. With
the exception of countries that use renewable sources on a small scale, the authors show that
in general the effect of GDP on RE is negative.

Higher income levels of countries have historically been associated with the use of
technology based on fossil fuels. Currently, the production structures are grounded firmly
in the use of internal combustion engines, in gas turbines and more recently in fuel cells,
although the latter with still little relative weight. The technology associated with these fuel
cells is still evolving. Right now, this technology is very expensive and partly controversial,
because hydrogen is not a primary energy source. The process for obtaining it can lead to
the release of harmful gases into the atmosphere. In addition, unequivocal confirmation is
still lacking as to their efficiency when compared to that of conventional combustion
engines. The conversion and replacement of all these technologies with other technologies
based mainly on electricity, such as electric motors, is a long and extremely costly path.
More often than not, this shift to alternative technologies is not desired or it is hindered by
entrenched interests, which are mostly associated with lobbying exercised for players acting
in traditional sources of energy.

There are specific features identified in renewable energies. The first refers to the mechanism
of price formation. Given that the contracts of exploitation of renewable sources are generally
long-term, usually with prices that are defined or indexed to inflation, the volatility of those
energy prices that economic agents face is well controlled, when compared with the prices of
fossil sources. This mechanism may thus contribute to increased stability of the economic
environment in which agents conduct their forecasts and make their investment decisions. In
this way, economic growth could be stimulated. Economic growth can also be promoted by
the development of a cluster associated with renewables, since production is done locally. The
use of local resources is just another feature of renewables.

The third feature concerns the incentives for the development of renewables. Countries have
adopted an extensive battery of measures, such as feed-in-tariffs, grants or preferential
loans, to encourage the development of these sources. Walking the path of renewable
technology development requires sustaining high investment costs. In one way or another,
the costs of implementing these policies are passed on to the economic agents. Since
resources are scarce, if the inputs become more expensive, the focus on renewables may
create inefficiencies in the economy. Inefficiency can also result from the fact that greater use
of RE can cause already installed production capacity to be left behind, including capacity
associated with internal combustion engines. Actually, these characteristics sum up the hot
debate about the benefits / need for development of renewables. Therefore, to shed some
light on this debate, we consider it indispensable to test empirically the effect that different
energy sources have had on economic growth.

Since the beginning of the discussion about climate change, especially since the United
Nations Framework Convention on Climate Change in 1990, and the Kyoto Protocol (1997),
Europe has been firmly committed to this goal. That is why, within a context of energy
policy and in order to promote the use of renewables, Europe has produced strong



Are Renewables Effective in Promoting Growth? Evidence from 21 EU Members 3

compulsory recommendations for its Member States. In the context of the definition of
climate and energy targets, to be reached in 2020, the European Union (EU) established the
20-20-20 strategy. This strategy pursues the following objectives: i) reduce greenhouse gas
emissions to at least 20% below 1990 levels; ii) produce 20% of energy consumption from
renewable sources; and iii) encourage energy efficiency, reducing primary energy use by
20%. Plans are still being drawn up to make the target reduction of greenhouse gas
emissions even more ambitious. Regarding the analysis of the relationship between
sustainable development and economic growth, it is therefore important to study the EU
region. In parallel with the clear commitment to extend the use of renewables, Europe has
undergone growth difficulties. The European Council in Lisbon in the year 2000, and the
Spring European Council in Brussels in 2005 defined, as their main goals, sustainable
economic growth and job creation.

2. The debate on economic growth within a context of energy paradigm
change

All economic growth has a unique framework and, as such, it must be considered as a result
of a whole. As far as the relationship between primary energy sources and economic
growth is concerned, the literature assesses four main hypotheses. First, when there is a
unidirectional causality running from energy to economic growth, we are in the presence of
the growth hypothesis. This implies that economic growth requires energy, and as a
consequence, a fall in primary energy consumption is likely to hamper economic growth.
Second, once a unidirectional causality running from economic growth to energy is
established, then the conservation hypothesis is verified. This means that economic growth
is not totally dependent on energy consumption and therefore few or negligible effects on
economic growth are expected from energy conservation policies. Third, the bidirectional
causality between energy and economic growth is known as the feedback hypothesis. In
other words, the rise in primary energy demand provokes economic growth and vice versa.
Finally, the neutrality hypothesis sustains that policies on energy consumption have no
consequences on economic growth, due to the neutral effect with respect to each other.
Indeed, economic growth could be influenced by several factors that ultimately determine
its performance. The energy it uses as input, the energy dependence in relation to the
outside and the volatility of its own process of evolution are driving forces in this economic
growth path. Energy is traditionally identified as a key driver of economic growth but, in
fact, it is unlikely that all sources of energy produce the same impact. Their different
characteristics, such as the cost /benefits balance, environmental consequences, state of
maturation of the technology and even their scale of production can determine the effect of
each of these sources in the dynamics of the economic growth process.

2.1 Energy sources, external dependency and economic growth

The literature focusing on the relationship between energy consumption and economic
growth is vast and diverse. Some studies focus on the reality of particular countries (Lee &
Chang, 2007; and Wolde-Rufael, 2009), while others centre on groups of countries (Akinlo,
2008; and Chiou-Wei et al., 2008). Most of them are engaged in the study of the direction of
causality, both in the short and long run. The recent papers of Odhiambo (2010), Ozturk
(2010), and Payne (2010) are good surveys. The empirical literature on causality between RE
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and economic growth has achieved mixed results. For twenty OECD countries, Apergis &
Payne (2010) estimated a panel vector error correction model, and found bidirectional
causality between RE and economic growth, both in the short and long run. A bidirectional
causality between RE and economic growth was also detected by Apergis et al. (2010), for a
group of 19 developed and developing countries. For the US, Menyah & Wolde-Rufael
(2010) found only a unidirectional causality running from GDP to RE. Conversely, when it
comes to analysing the relationship between RE and economic growth, the empirical
literature is thin. Menegaki (2011) is one of the exceptions, studying the situation in Europe.
Indeed, focused on 27 EU Members, using panel error correction, the author did not confirm
the presence of Granger causality running from RE to economic growth, either in the short
or long run. These results lead the author to conclude that the consumption of RE makes a
minor contribution to GDP. In fact, it seems that the nature of the relationship between RE
and economic growth still has a long way to go before consensus is achieved.

The literature on the empirical link between restraining emissions of carbon dioxide (CO2)
and economic growth has shown some unexpected results. Menyah & Wolde-Rufael (2010)
only found unidirectional causality running from CO2 to RE. In the same way, Apergis et al.
(2010) conclude that the consumption of RE does not contribute to reducing CO2 emissions.
Their explanation is grounded in the well-known problem of storing energy, as well as the
intermittency characteristic of renewables. The failure to store energy, for example from
wind or solar sources, requires the simultaneous use of established sources of energy, such
as natural gas or even the highly polluting coal. This scenario leads to two effects on the
installed capacity and on energy dependency. On the one hand, it implies the maintenance
and even the enlargement of productive capacity that becomes idle for long periods, which
generates economic inefficiencies. On the other hand, the intermittency may not even
contribute to the reduction of a country’s energy dependence goal, such as documented by
Frondel et al. (2010).

The root of the lack of consensus in literature, with regard to the relationship between RE
and economic growth, could come from different theoretical and practical perspectives. On
the one hand, it is admissible that the effect of RE on economic growth could vary largely
according to both the geographical area and the time span analysed. On the other hand,
there could be a variable omission bias problem. In fact, the research may be disregarding
the importance of other variables, such as the simultaneous consumption of oil, coal, nuclear
or natural gas. These variable omissions could lead to wrong conclusions on causality
between each energy source and economic growth, when analysed separately. The cost of
this is that inconsistent and erroneous results may be achieved.

Under the well-known premise that energy plays a crucial role in the economic growth
process, the question that arises is what will the particular role of renewable sources of energy
be on economic growth? To find the answer to this question, as stated before, possible bias
resulting from the omission of variables must be avoided, and it is necessary to assess the
simultaneous explanatory power of the main sources of energy driving economic growth.

2.2 Volatility and economic growth

The problem of GDP growth analysis has a long path in economic literature. The
mainstream does not sustain any relationship between economic growth and its volatility.
Nevertheless, the relationship between economic growth volatility and the trend in growth
has been the object of increasing attention in literature. Indeed, macroeconomists have long
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focused on business cycles and economic growth. The material progress of humankind is a
central issue. As an economic problem, however, it has been a very complex matter.
Although the core literature does not advance any reason for volatility exerting a specific
effect on economic growth, this statement is not true for all authors. Some authors advance
that volatility might have a reducing effect on economic growth, while others suggest that a
positive effect may be observed on economic growth. In short, the literature indicates that
the relationship between volatility and economic growth may be: 1) independent - the
mainstream; 2) negative - e.g. Bernanke (1983), Pindyck (1991), Ramey & Ramey (1995),
Miller (1996), Martin & Rogers (1997 and 2000), and Kneller & Young (2001); or 3) positive -
e.g. Mirman (1971), Kormendi & Meguire (1985), Black (1987), Grier & Tullock (1989), Bean
(1990), Saint-Paul (1993), Blackburn, (1999), and Fountas & Karanasos (2006). A good survey
on this relationship was undertaken by Fang & Miller (2008).

Several explanations have been advanced to support this controversial link. The negative
relationship could come from several paths. Volatility limits investment, which limits
demand and therefore constrains economic growth (Bernanke, 1983; and Pindyck, 1991). At
the same time, volatility can be harmful to human capital accumulation, which diminishes
economic growth (Martin & Rogers, 1997).

A positive association between economic growth and volatility could result from diversified
sources. The volatility of economic growth generates high precautionary savings (Mirman,
1971). Further specialisation tends to coexist with further economic growth volatility, as
highly specialised technologies only generate investment if their expected returns are high
enough to compensate for the risk (Black, 1987). This latter assumption suggests that bursts
in volatility tend to be related to high economic growth. The cost of opportunity related to
productivity-improving processes tends to drop in recessions resulting in a positive
relationship between economic growth volatility and economic growth (Bean, 1990; and
Saint-Paul, 1993). Labour market institutions, the technology of production, and the source
of shocks are characteristics that increase the pace of knowledge accumulation, lowering
economic growth (Blackburn, 1999; and Blackburn & Pelloni, 2004). Higher economic
growth leads to higher inflation, in the short run, according to the Phillips curve approach
(Fountas & Karanasos, 2006).

The explanations for economic growth volatility point out that on the one hand, monetary
shocks generate economic growth fluctuations around its natural rate that reflect price
misperceptions. On the other hand, technology and other real factors influence the long-run
economic growth rate of potential economic growth. These two approaches consubstantiate
the misperception theory of Friedman (1968), Phelps (1968), and Lucas (1972). The
expectations about economic growth volatility could exert an impact on economic growth
(Rafferty, 2005). In sum, the mix of results strongly suggests that theoretical and empirical
developments are required to establish the nexus between economic growth and volatility
growth.

3. European Union

For a long time now, the EU has taken the lead in the fight against climate change. As stated
before, one of the tools that the EU has used is to set targets for the use of RE, in each of the
EU Member States. Some of the important milestones along the way have been the White
Paper for a Community Strategy and Action Plan, Energy for the Future: Renewable Sources
of Energy”, in December, 1997 and the EU Directives 2001/77/EC and 2009/28/EC. In
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parallel with concerns about climate change, concerns are also emerging in Europe about
economic growth, which has been generally modest.

3.1 Current picture

The commitment to renewables made by the EU has been translated into real achievements
with regard to the contribution of these sources to the energy supply. For the period 1990-
2007, and for the EU of 27, we looked at the picture of the evolution of GDP growth rates, as
well as the evolution of the contribution of renewable sources to total energy supply (CRES),
as a percentage.

9
8
+7
+6
+5
0
£ CRES 4%
B Growth L3
F2
F1
O~ T -0
S e
Year SRR QR L oo o
ARE IS e NFCARSARON S~ L1
"FHTZ ORS¢
TS ES28 s
N o o

N g S8

|5 S

I

Fig. 1. Economic growth and renewable energy use in EU27

Figure 1 suggests that the rising trend in the use of RE is contemporaneous with different
behaviours of economic growth. The periods of greatest growth in the use of renewable
sources were simultaneous with contractions in economic growth. This gap is clearly visible
in the mid-1990s and the 2000s, and the CRES variable clearly accelerates during 2000s.
When we analyse this reality in detail, we find that data is missing for some of the 27
countries, in particular with regard to variables related to the use of other energy sources.
Thus, the EU Members for which the data is available, for all the variables considered and
for the time span under review, are: Austria, Belgium, the Czech Republic, Denmark,
Estonia, Finland, France, Germany, Greece, Hungary, Ireland, Italy, Luxembourg, the
Netherlands, Poland, Portugal, the Slovak Republic, Slovenia, Spain, Sweden, and the
United Kingdom. For the time span 1990-2007, this chapter is focused on this panel of 21 EU
Members. For this panel, we made a first inspection by country, into the relationship
between the growth in renewables’ use and economic growth. To do so, we calculated both
the average rate of the growth rates of contribution of renewables to total energy supply,
and the average rate of economic growth in the period 1991-2007. This information is
summarised in Figure 2.
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In general, it was observed that the highest rates of growth in the use of RE are associated
with countries with lower economic growth. The highest average rate of economic growth
during this period was found for Ireland. For this country, the rate of growth in the use of
renewables (4.22%) was markedly lower than that rate of economic growth (6.48%). The
highest rates of growth in the use of renewable sources in this period are usually associated
with countries that have shown lower economic growth rates. Estonia, the Slovak Republic
and the Czech Republic have the highest average growth rates of the use of renewables
(nearly 12.1%, 11.3% and 9.5%, respectively), but they have low rates of economic growth
(2.82%, 2.88% and 1.99%, respectively). Note that the average economic growth rate is 2.76%
and the average growth of use of renewables is 5.17%. Germany has one of the highest
growth rates of renewables (8.7%) during this period, but its average economic growth was
only 1.58%.
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—e— CRES grwoth United Kingdom 15 Czech Republic
—=— economic growth Sweden 12 Denmark
Finland N 4 Germany
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7
S \
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Fig. 2. Economic growth and renewable energy use

3.2 Variables

This chapter is focused on analysing the relationship between economic growth and the use
of different sources of energy. We define as dependent variable the Logarithm of real Gross
Domestic Product for country c, at period ¢, (LGDP.). The explanatory variables arise from
the literature and are in accordance with those previously discussed. Therefore, in addition
to the energy sources, we also control for energy consumption per capita, dependency on
foreign energy and economic growth volatility. We then present and discuss the variables,
their measurement and the expected contributions to economic growth. Given that volatility
is a built variable instead of an observable one, we will explain in detail the process
followed for its computation.
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- Per capita energy consumption (ENERGPCct). Energy consumption could be used either as
a development or an energy efficiency indicator (e.g. Toklu et al., 2010). We can observe
two different effects with regard to the relationship between energy consumption and
economic growth. On the one hand, higher energy consumption can lead to an increase
in the use of the installed capacity. Therefore, larger consumption could stimulate
production, and thereby boost economic growth. This yields a positive effect of energy
consumption on economic growth. On the other hand, a negative effect can be
observed, which can result from two phenomena: i) the energy is consumed in activities
other than production; and ii) the increase in consumption also increases the cost of
energy and is likely burdening the foreign energy deficit. The expected sign is negative
if the former effect prevails.

- Import dependency of energqy (IMPTDPct). We control for the external energy dependence,
which is often pointed out by normative literature as one of the major constraints on
economic growth. Since the entire economy is closely linked to energy, the external
dependency of that input not only causes huge capital flows to the outside, but also
positions the country as a price-taker in the international energy markets. Thereby, we
tested the hypothesis that the dependency on energy imports is limiting economic
growth.

- Per capita GDP volatility (VOLGDPPCct). Volatility is not a directly observable variable.
It has the additional problem of the coexistence of several definitions. To cope with
these complexities, we use autoregressive conditional heteroskedasticity (GARCH)
models. The GARCH models are profusely used due to their recognised ability to
capture many properties of time series, such as time-varying volatility, persistence and
volatility clustering. In particular, GARCH processes have often been used in empirical
literature to compute risk.

GDP growth has often been modelled as an autoregressive time series with random
disturbances having conditional heteroskedastic variances. GDP growth, in particular, has
been modelled as a GARCH type processes. The GARCH model is, in effect, sufficient to
allow different macroeconomic regimes by letting the volatility of the economic growth
evolve over time. It also assumes that a large change in GDP growth, either positive or
negative, is probably followed by other large changes in subsequent years. Other methods
of computing volatility, such as variance (or standard deviations), imply loss of
observations and have several handicaps. Alternatively, they treat positive or negative
changes in some way (the squares of economic growth rates) and were therefore excluded
from our analysis.

We fit an autoregressive (AR) process with GARCH errors to the natural logarithm of the

GDP per capita growth rates, assuming that the distribution of the error process is the

normal distribution. This option results from the well-known characteristics of persistence

of GDP growth. Indeed, we begin with the simplest model, namely the AR(1)-GARCH (1,1).

Given the well-known propensity of the GARCH model to generate high estimated values

at the beginning and end of time span, the AR(1)-GARCH(1,1) was estimated using raw

data for the time span of 1971 to 2010.

The model estimated has a mean equation and an equation for conditional variance, which

are, respectively (1) and (2):

DLGDPPC;=yy+y71DLGDPPC;1+ &t @
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and

oi=0+agiq1+Pot1, 2)

where g; is the error term. In the above model, equation (1) is the conditional mean
equation and equation (2) is the conditional variance equation. The conditional standard
deviation term, 5; , represents the measure of GDP per capita growth volatility. One can
also view o, as a measure of economy wide risk.

Since we are more interested in the level of volatility than in the volatility itself (o), we
proceed to establish the trend of volatility (VOLGDPPCct) applying the well-known
Hodrick & Prescott (1997) - HP filter to the volatility obtained from the AR(1)-GARCH(1,1).
Following a standard procedure of the related literature on HP filter, we use the value of A
=100 as the smoothing parameter.

Figure 3 shows the computed trend volatility. In general, there is no uniform behaviour
pattern for the countries. For the time span analysed we observe the three possible kinds of
trend: increase, decrease, and stability. For example, Austria and Spain reveal a period of
stability until the end of the 1990s and a marked decline thereafter. In their turn, countries
like Ireland, Luxembourg, and Poland show a trajectory of declining volatility. On the
contrary, countries like France and Hungary reveal an increasing path with regard to
volatility.
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Fig. 3. Volatility trend
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- Logarithm of the contribution of renewables to total primary energy supply, lagged one period
(LCRESct-1). As discussed earlier, it is well known that economic growth is heavily
dependent on energy use. Therefore, the contribution of each source towards economic
growth should be assessed. Although renewables have yet to play a leading role in the
total picture of energy sources in most countries, the relationship between renewables
and economic growth must be evaluated. In reality, we are witnessing a growth rate of
this source, largely as a result of public policies. On the one hand, these market opening
policies or market driven policies take time to produce the desired effects and, on the
other hand, the present productive structures are mostly suitable for the use of
traditional sources. Thus, we control for the logarithm of the contribution of renewables
to total primary energy supply, lagged one period. The effect of LCRESct-1 can evolve
in two directions. On the one hand, greater use of renewables may encourage the
development of this entire industry, creating jobs and wealth locally. In this scenario,
we will have a positive effect. On the other hand, greater use of renewables may involve
the abandonment of fossil-based productive capacity and, therefore, we can observe a
negative effect of renewables on economic growth. If the cost of the market-opening
policies is excessively placed on the economy, then this negative effect can also be
enlarged. If the second effect overcomes, then a negative signal is achieved.

- Contribution of coal, oil, gas, and nuclear to electricity generation (SCOALEGct, SOILEGct,
SGASEGct, and SNUCLEGct). The conventional energy sources, including both fossil
fuels and nuclear energy, are the dominant sources of energy and, as such, we control
for the effect of all these sources on economic growth. Since the production structures in
Europe are geared mainly towards the use of oil, we anticipate a clear positive effect for
this source on economic growth. The same is expected to happen with nuclear power.
With regard to coal and natural gas, given that the former source is highly inefficient
and the latter is relatively recent, the expected effect may not be obvious a priori.

3.3 Method

This chapter makes use of panel data techniques to assess the nature of the effects of the
several energy sources, and other drivers, on economic growth. Complex compositions of
errors could be present in panel data analysis. The general model to estimate is:

k
LGDP, =a+SLCRES ;1 + Y B Xy +d. +d; + 11y, 3)
k=1

where LCRES,-1 is the share of renewables of country c in period t-1. The dummy variables
d, and d; refer to country and time, respectively. In the error term s, = p 1., 1 +17, 71 is
serially uncorrelated, but correlated over countries.

To deal with the complexity of the errors, good econometric practices suggest performing the
analysis by first making a visual inspection of the nature of the data, followed by a battery of
tests to detect the possible presence of heteroskedasticity, panel autocorrelation, and
contemporaneous correlation. We use the Modified Wald test (Baum, 2001) in the residuals of
a fixed effect regression, to appraise the existence of groupwise heteroskedasticity. The
Modified Wald test has y? distribution and tests the null of: o =c?, for ¢=1,..,N . The
Wooldridge test assesses the presence of serial correlation. It is normally distributed N(0,1) and
it tests the null of no serial correlation. We use the parametric testing procedure proposed by



Are Renewables Effective in Promoting Growth? Evidence from 21 EU Members 11

Pesaran (2004), the non-parametric test from Friedman (1937) and the semi-parametric test
proposed by Frees (1995 and 2004), either for fixed effects or random effects, to test the
countries’ independence. Pesaran’s test is a parametric testing procedure and follows a
standard normal distribution; Frees’ test uses Frees’ Q-distribution; Friedman'’s test is a non-
parametric test based on Spearman’s rank correlation coefficient. All these tests - Pesaran,
Frees and Friedman - test the null of cross-section independence.

Within a panel data analysis, the presence of such phenomena discourages the use of the
common Fixed Effects (FE) and Random Effects (RE) estimators, due to the inefficiency in
coefficient estimation and to biasedness in the estimation of standard errors they could
cause. In this case, the appropriate estimators to be used are the Feasible Generalised Least
Squares (FGLS) and the Panel Corrected Standard Errors (PCSE). In our sample, the number
of cross sections (21) is larger than the number of time periods (18) and, therefore, the best
suited estimator to deal with the presence of panel-level heteroskedasticity and
contemporaneous correlation is the PCSE (Reed & YE, 2009).

The PCSE estimator allows the use of first-order autoregressive models for u,, over time in
(3), it allows g, to be correlated over the countries, and allows u, to be heteroskedastic
(Cameron and Triverdi, 2009). We begin by estimating a pooled OLS model (model I) and
then we work on a panel data structure by applying the PCSE estimator. We will estimate
the model presupposing the various assumptions about variances across panels and serial
correlations, with the aim of checking the robustness of the results. The assumptions made
throughout the models are as follows: model II - correlation over countries and no
autocorrelation; model III - country-level heteroskedastic errors and common first-order
autoregressive error (AR1); model IV - correlation over countries and autocorrelation AR(1);
and model V - correlation over countries and autocorrelation country-specific AR(1).

3.4 Data

The data used in this chapter come from several sources. Table 1 summarises the variables,
their sources and their descriptive statistics. The time span is 1990-2007, and we collect data
for 21 EU Members, those for which there are available data for all the variables.

Variable Definition Source Obs Mean SD Min  Max
Dependent
Logarithm of World Bank
World
real Gross
Domestic Development
LGDP, Product Indicators, and 378  5.3867 1.4966 1.9095 7.9921
e International
(billion dollars, _. .
2005) Financial IMF
Statistics
Independent
Per capita EU Energy in
ENERGPC; energy Figures 2010 378 4062.822 1590.981 1753.7 10132.98

(kgoe/cap) DG TREN
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Variable Definition Source Obs Mean SD Min Max
Own
calculation.
Raw data
from World
. Bank World
VOLGDPPC, Ter it GDP b clopment 378 25407 12422 10622 87522
volatility .
Indicators, and
International
Financial
Statistics of the
IMF
Logarithm of
the factor of
contribution of
renewables to OECD
LCRES,;; fotal primary  Factbook 2010 376  1.5965 1.0126 -1.6094 3.4404
energy supply,
lagged one
period
Import EU Energy in
IMPTDP;  dependency of Figures 2010 378 522925 29.6911 -50.83  99.8
energy (%) DG TREN
Ratio
electricity
generation to
Contribution of coal (TWh) /
SCOALEG, 0t total elect. 378 03614 02753 0 0.97
electricity generation
generation (TWh). EU
Energy in
Figures 2010
DG TREN
Ratio
electricity
Contribution of g;n/e];‘i;r;ifct
SOILEG oil to electricity - 378  0.0698  0.0983 0 0.51

generation

Generation. EU
Energy in
Figures 2010
DG TREN
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Variable Definition Source Obs Mean SD Min Max
Ratio
electricity
Contribution of generation to
a5 o gas / total
SGASEG. glectrici elect. 378  0.1694 0.1747 0 0.76
.ty Generation. EU
generation .
Energy in
Figures 2010
DG TREN
Ratio
electricity
Contribution of 8eneration to
nuclear to nuclear / total
SNUCLEG .. elect. 378  0.2126 0.2306 0 0.78
electricity .
. Generation. EU
generation .
Energy in
Figures 2010
DG TREN

Table 1. Data: definition, sources and descriptive statistics

First following a visual inspection of the data, we analyse the correlation coefficients,
which are disclosed in the correlation matrix (table 2). In general, the correlation
coefficients did not arouse any particular concern about the existence of collinearity
among explanatory variables, although the correlation of VOLGDPPC with LGDP may be

a possible exception.

Variables LGDP,; ENERGPC; VOLGDPPC. LCRES;; IMPTDP; SCOALEG

LGDP 1

ENERGPC; -0.1478 1

VOLGDPPC -0.6610  -0.0209 1

LCRES1 -0.0332  -0.0919 -0.1471 1

IMPTDP,; -0.1230  0.1585 0.0574 0.0838 1

SCOALEG;  -0.2211  -0.4187 0.1621 -0.1871 -0.4832 1

SOILEG 0.1553 -0.4307 -0.1612 0.0342 0.3339 -0.0579

SGASEG 0.1260 0.3487 -0.1024 -0.3672 0.1555 -0.3434

SNUCLEG;  0.1895 0.1240 0.0889 0.0640 0.0151 -0.4177
SOILEG; SGASEGs  SNUCLEG

SOILEG 1

SGASEGe 0.0495 1

SNUCLEG: -0.3642  -0.3310 1

Table 2. Correlation matrix
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In order to dispel any doubt we proceed as follows: i) we estimate the models excluding the
variable volatility, concluding that there is no change in the coefficients' signals; ii) we
compute the Variance Inflation Factor (VIF) test for multicollinearity (see table 3). The mean
VIF is only 2.35 and the largest individual VIF is 4.21. From all this we conclude that
collinearity is not a concern.

Variables VIF 1/VIF
SCOALEG; 4.21 0.237790
SNUCLEG 3.12 0.321027
SGASEG. 2.79 0.358631
SOILEG,; 2.25 0.444951
ENERGPC 1.98 0.504358
LCRES 1 1.69 0.592946
IMPTDP 1.65 0.604563
VOLGDPPC, 1.15 0.867271
Mean VIF 2.35

Table 3. Variance Inflation Factor

Once the first inspection of the data had been made, we proceeded by testing the intrinsic
characteristics of the data, namely by assessing the presence of the phenomena previously
reported, i.e., heteroskedasticity, panel autocorrelation, and contemporaneous correlation.
Table 4 reveals the specification tests we computed.

Pooled Random Effects  Fixed Effects
Modified Wald test (y2) 4885.68***
Wooldridge test F(N(0,1)) 371.271%**
Pesaran’s test 8.592%** 8.069%**
Frees’ test 5.525%** 5.749%**
Friedman’s test 62.200%** 59.514***

Note: *** denotes 1% significance level.

Table 4. Specification tests

From table 2, the null hypothesis of no first-order autocorrelation is rejected, as suggested
by the Wooldridge test. From the Modified Wald statistic, we observe that the errors exhibit
groupwise heteroskedasticity. As far as the contemporaneous correlation is concerned, all
the tests are unanimous in their conclusions. They support the rejection of the null of cross-
sectional independence, and thus the residuals do not appear to be spatially independent.
The use of the PCSE is therefore sustained.

4. Results

After analysing the properties of the data, and since the pre-tests supported our choice for
the estimations procedures, we proceeded to the presentation of estimation results, as well
as their interpretation. Table 5 discloses the results and diagnostic tests.
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Dependent variable LGDP,,

Independent ~ OLS PCSE
variables Model 1 Model IT Model ITI Model IV Model V
-0.0002%** -0.0002%** -0.0007*** -0.0001*** -0.0002%**
ENERGPCat ) 0000) (0.0000) (0.0000) (0.0000) (0.0000)
-0.7972%* -0.7972%* -0.4913*** -0.4913%** -0.4456***
VOLGDPPCar ) 041) (0.0436) (0.0571) (0.0676) (0.0630)
LCRES -0.0256*** -0.2563*** -0.0916** -0.0916*** -0.0920%**
w1 (0.0676) (0.0316) (0.0366) (0.0303) (0.0297)
-0.0086*** -0.0086*** -0.0028* -0.0028** -0.0059***
IMPTDPa 0021 (0.0011) (0.0015) (0.0013) (0.0015)
-0.6137* -0.6137%** -0.2811 -0.2811* -0.3495**
SCOALEGa (3599 (0.2032) (0.2162) (0.1678) (0.1702)
SOILEG 2A4772%** 2A4772%%* 1.0848*** 1.0848*** 1.1918***
¢ (0.7353) (0.2998) (0.3197) (0.2359) (0.2558)
SGASEG 1.0171** 1.0171%** 0.4774* 0.4774** 0.6929%**
¢ (0.5107) (0.3332) (0.2452) (0.1893) (0.2012)
2.2215%** 2.2215%** 1.3139%** 1.3139%** 1.4048%**
SNUCLEGe: 3674 (0.1549) (0.2601) (0.1988) (0.1855)
CONS 8.3756%** 8.3756%** 6.9737%** 6.9737%%* 6.9991%**
(0.4916) (0.2644) (0.2506) (0.2556) (0.2505)
Observations 376 376 376 376 376
R2/Pseudo R2  0.6465 0.6465 0.8555 0.8555 0.8961
F (N(0,1)) 25.61%**
Wald (x2) 96981.67*** 170.97*** 656.20%** 722.13%*
Exclusion tests for VOLGDPPC,; and LCRESt1
JST 188.35*** 378.61*** 76.59%** 53.39*** 52.11%**
IRT -1.0535%** -1.0535%** -0.5829*** -0.5829%** -0.5346%**
(0.0834) (0.0559) (0.0709) (0.0825) (0.0759)
Exclusion tests for SCOALEG, SOILEG., SGASEG, and SNUCLEG
JST 32.11%** 673.23%** 51.07%** 58.38*** 70.24%**
IRT 5.1021*** 5.1021%** 2.5949%** 2.5949%** 2.9401%**
(1.5008) (0.7610) (0.6658) (0.5056) (0.5212)

Notes: OLS - Ordinary Least Squares. PCSE - Panel Corrected Standard Errors. The F-test is normally
distributed N(0,1) and tests the null hypothesis of non-significance as a whole of the estimated parameters.
The Wald test has Zz distribution. It tests the null hypothesis of non-significance of all coefficients of
explanatory variables; JST - Joint Significance Test. JST is a Wald ( ;(2 ) test with the null hypothesis of
Hy:0=0,=0, with 6 and f, the coefficients of LCRESx1 and the other explanatory variables,
respectively. LRT - Linear Restriction Test has the null hypothesis of H, : d + £, =0 . All estimates were
controlled to include the time effects, although not reported for simplicity. Standard errors are reported in

brackets. ***, **, *, denote significance at 1, 5 and 10% significance levels, respectively.

Table 5. Results
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Globally, results reveal great consistency and they are not dependent on the assumptions we
made about variances across panels and serial correlations. There are no signal changes and,
in general, the explanatory variables prove to be consistently statistically significant
throughout the models.

The impact of both energy consumption per capita and import dependency on energy on
economic growth is negative and statistically significant. The effect of the volatility on
economic growth is negative and statistically highly significant. This result supports the
assumption that higher volatility contributes to reducing economic growth. Results also
provide strong evidence that the impact of energy on economic growth is dissimilar,
varying according to the source of energy. While oil and nuclear reveal a positive and
statistically highly significant effect on economic growth, it seems that renewables are
hampering economic growth. This negative and statistically significant relationship is
consistent throughout the several models. The effect of the fossil source natural gas on
economic growth is positive and statistically significant, albeit at a lower level of
significance (5% and 10%). This probably comes from the fact that this source is playing a
recent role as a transition source from heavily polluting sources towards cleaner ones. The
effect of coal on economic growth is not always statistically significant and, when
significant, it is negative.

We deepen the adequacy of use of the variables LCRES...; and VOLGDPPC,; since their use
is not widespread in the literature. Additionally, we test the simultaneous use of
SCOALEG,, SOILEGy, SGASEG and SNUCLEGct. For that purpose, we provide two
exclusion tests: i) Joint Significant Test - JST; and ii) Linear Restriction Test -LRT. The
variables LCRES+; and VOLGDPPCy, together, must be retained as explanatory variables.
Nevertheless, the sum of the estimated coefficients could not be statistically significant in
explaining economic growth. From the LRT we reject the null hypothesis and then the sum
of their coefficients is different from zero. The same conclusion is reached when we test the
adequacy of the simultaneous control for the variables SCOALEG,, SOILEG., SGASEG.,
and SNUCLEGct. These variables must belong to the models. Together with the
appropriateness of the use of PCSE, these tests corroborate the relevance of the explanatory
variables, other than energy consumption per capita and import dependency on energy,
since these are well described in the literature.

5. Energy consumption, dependency and volatility

To conclude that the higher the level of energy dependency, the lower the economic growth,
is more intuitive than checking that the consumption of energy has the same negative
impact on economic growth. However, looking carefully at these two relationships, both
effects are understandable and expected. Regarding energy consumption, it is confirmed
that the negative effect outweighs the positive one. As discussed above, this may be the
result of two phenomena. On the one hand, this suggests that the additional consumption of
energy stems from activities other than production, such as leisure activities. On the other
hand, this additional consumption could be causing an overload in the external deficit of
energy, for most EU Members.

The hypothesis that the dependency on energy imports is limiting economic growth is
confirmed. Additional energy dependency means that the country becomes more subject to
external constraints and to the rules, terms and prices set by other countries and external
markets. Meanwhile, greater volume of energy imports is matched by financial outflows.
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With respect to prices and diversification of primary energy sources, if larger energy
dependency confers an advantage to the country, then it is likely that this dependency could
have positive effects on economic growth. The reality is somewhat different, however. On
the one hand, it appears that, in general, countries are price-takers in the international
energy markets and, as such, they cannot influence prices. On the other hand, diversification
of energy sources can lead to the need for diversified investments, which are expensive and
are not sized to take advantage of economies of scale.

One of the common-sense ways to offset this negative effect will be the replacement of
imports. To do so, countries can locally produce some of their energy needs, through the use
of indigenous renewable resources. However, till now, the use of these resources to convert
into electricity does not seem to produce the desired effects. On the contrary, it seems to
limit the economic growth capacity of countries, in contrast to what happens with fossil
energy sources.

Regarding the negative effect of volatility on economic growth, this result is in line with the
hypothesis that the characteristic of irreversibility that is inherent in physical capital makes
investment particularly susceptible to diverse kinds of risk (Bernanke, 1983; and Pindyck,
1991). Indeed, growth volatility produces risks regarding potential demand that hamper
investment, generating a negative relationship between economic growth and its volatility.
Other possible explanations are based on the learning-by-doing process, which contributes
to human capital accumulation and improved productivity, which was assumed to be
negatively influenced by volatility (e.g. Martin and Rogers, 2000).

6. Renewables vs traditional sources

By the end of the 21st century, it is accepted that we will no longer be using crude oil as a
primary source of energy, as a consequence of its depletion. However, the coal situation is
different. The reserves are large and will remain widely available for a long time, perhaps
even for a century. Unfortunately, this source is both highly polluting and not so efficient.
Similarly, natural gas will be available in larger quantities than the crude oil reserves, even
considering that some of its reserves remain unknown. It will remain available as a primary
source of energy even until the turn of the century. The conversion of natural resources into
energy, mainly into electricity, is a matter of crucial importance within this context of
changing the global energy paradigm.

With regard to the impact of different energy sources on economic growth, there seems to be
a dichotomy between the effects that are caused by the use of renewable and traditional
sources, which include fossil and nuclear sources. Both oil and natural gas stimulate
economic growth in the period and countries considered, in line with what has been pointed
out by the literature (e.g. Yoo, 2006) and with the growth hypothesis. The effect of coal on
economic growth is statistically weaker than the other fossil fuels and, when statistically
significant, this source of energy constrains economic growth.

Among the fossil fuels, oil is the source that has mostly contributed to economic growth.
Given that the productive structures of the industrialised nations, such as those under
review here, which are highly dependent on the intensive use of internal combustion
engines, this effect was expected. Natural gas also has a positive effect on economic growth,
although this source of energy has been particularly significant in recent years. This is due
not only to the advances concerning the discovery of new reserves, but also to the
considerable increase in the network of natural gas pipelines. At the same time, the
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combined cycle plants, which use mainly natural gas as fuel, have been used to guarantee
electricity supply within the RE development strategy. This fact has contributed to
stimulating the development of this energy source. It is a cleaner source, and is considered
the transition source from fossil fuels to renewable sources.

Although the fact that RE limit economic growth is an unexpected result, it is one that
deserves deep reflection in this chapter. Policy makers should be made aware of the global
impacts of policies promoting the use of renewables. At first glance, the development of
renewables should have everything to make it a resoundingly successful strategy. With this
strategy, it would be possible to fight global warming, reduce energy dependency (not only
economic but also geo-political), create sustainable jobs and develop a whole renewables
cluster. What these results suggest is that the effects of renewables are more normative than
real, ie., the results are far from what they should be. Indeed, the development of
renewables has been supported in public policies that substantially burden the final price of
electricity available for final consumption to economic agents. At the same time, the
productive structures of the countries are still heavily dependent on fossil-based
technologies, such as internal combustion engines. Their conversion towards other
technologies is a slow and expensive path.

7. The role that renewables play and what we want them to play

It is worth discussing, in more detail, the observed effect of renewables on economic growth.
The main motivations for the use of RE are diverse, as indicated above. One of the most
widely claimed is that of environmental concerns. Renewables allow traditional production
technologies to be replaced with other cleaner technologies, with lower emissions of
greenhouse gases, in line with what is suggested by De Fillipi & Scarano (2010). The
question that many countries, such as the United States of America, have raised is that this
substitution severely limits the capacity for growth. This is the ultimate cause for the non-
ratification of important international treaties like the Kyoto Protocol.

Moreover, it is far from unequivocally proven that more intensive use of renewables
contributes decisively to the reduction of CO2 emissions, in line with what was pointed out,
for example, by Apergis et al. (2010). In this chapter we tested the inclusion of CO2
emissions as an explanatory variable, but it proved not to be statistically significant.
Renewable sources should be placed within the mix of energy sources, requiring the
simultaneous use of other sources, mostly fossil. The intermittency of renewables cannot be
compensated by the use of nuclear energy. The offset of the lack of production from
renewables implies the ability to frequently turn these other sources of support on and off,
which is obviously not possible when it comes to nuclear energy. The counterbalance has to
be made by fossil fuels, mainly natural gas and coal. The latter is a cheaper source of energy
but at the same time is also highly polluting.

The growing use of RE has been heavily dependent on policy guidance. Most EU Members,
either voluntarily or compulsorily, have established several mechanisms to support these
alternative sources of energy. One of the most commonly used policies is the feed-in tariff,
which consists of setting a special price that rewards energy from clean sources. This policy
and all other public policies lead to government expenses. These costs are passed on by the
regulators to the final consumer, both residential and firm consumers. When they are not
passed on by regulators in the regulated market, then in the liberalised market, the
producers transfer to consumers the extra costs they have when producing energy from
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renewable sources. This strategy of promoting RE can thus burden the economy with
electricity costs that are too high and therefore hinder economic growth.

It is already clear that the overall strategy for electrification of the economy requires large
volumes of financial resources, which may be diverted from other alternative projects.
However, the massive investment in renewables may promote divestments, not only in the
technological upgrades of other conventional sources of energy, but also in other industrial
projects. In order to be able to achieve compliance with the requirements of market entry,
and to keep innovating mainly through R&D, players in renewables are obliged to issue
debt. Given that the available financial resources are scarce, this debt from renewables may
be preventing players in other industries, with even greater multiplier effects on economic
growth, from achieving fair interest rates which do not compromise the appropriate return.
In this regard, it is worth highlighting that another factor which may help explain the
negative effect of renewables on economic growth is that the investment should be paid
during its usable life, as good practices suggest. The reality shows that this normally does
not happen. Consumers have to start to bear the cost of a wind farm or solar park almost
immediately. More serious still is that the Government requires the payment for a licence
allocation of power generation in advance. After that, the Government guarantees prices for
the purchase of the electricity generated. Finally, the winners of the bids will capture the
regulators to immediately recover these costs of entry. Overall, this has little to do with the
nature of renewable technology. Instead, it is more a launch of a tax resulting from
renewables diverted to electricity costs and, ultimately, on consumers and on the economy
as a whole.

No less important within this discussion of the effect of renewables on economic growth is
the effect brought about by renewables on the technology and production capacity already
installed. In fact, greater use of renewables implies the dismantling or simply the creation of
excess capacity based on conventional sources. Note that, in the past, these sources
represented a major cause of the degree of development, industrialisation and prosperity of
the countries. They grew mainly supported on technologies based on fossil sources of
energy. The increased use of renewables can thus be causing two outcomes. On the one
hand, renewables may diminish the positive effect of conventional sources on economic
growth. On the other hand, renewables discourage technological upgrades of conventional
sources. Nonetheless, these sources can still evolve, both as regards the level of energy
efficiency (thus reducing dependency), and as regards greenhouse gas emissions.

It should be noted that the results presented in this chapter were obtained by studying
evidence from 1990 to 2007. They do not allow us to unequivocally conclude that RE will not
stimulate economic growth in the near future. Indeed, the studies using official statistics on
energy produced from renewable sources inevitably suffer from a problem that could lead
to some kind of bias in the results. The official statistics on the use of RE normally do not
reveal the true contribution of these sources both to our lives and to the economy as a
whole. There is a plethora of examples that illustrate this failure in the statistics. When the
sun comes through the windows of our homes or businesses, effectively heating them, there
are significant energy savings by avoiding the use of traditional energy sources. The
statistics also do not capture the effect when the sun heats the water that we use both for
bathing and industrial activities. The sunlight that enables the achievement of sporting
events, entertainment and various economic activities without resorting to light bulbs is a
valuable contribution of this renewable source, but it is also absent from official statistics.
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Solar radiation allows the growth of plants, both for biomass and food, which in turn creates
energy. Finally, it should not be forgotten that solar radiation allows the chemical process
for the formation of fossil fuels. The natural resource water does not only provide the water
supply for dams for electricity generation, with the particularity of this feature in allowing
storage. In short, by not considering all these effects from renewables, the results that come
from the use of official sources of statistics may not give the full picture of the effect of
renewables. All the energy that results from natural and renewable sources is generally not
included in the statistics, but it is an invaluable contribution to reducing the use of other
sources, mainly polluting fossil sources.

In general, if taken together, renewables are likely to contribute positively to the process of
economic growth. However, regarding the use of natural sources for electricity generation
through direct human intervention, such as wind and photovoltaic facilities, it seems that
the desired results are still a long way off. In fact, this may distort the conclusions about the
contribution of renewables to economic growth. The immediate challenge will therefore be
to strengthen the use of these renewable sources, in their natural state. In other words, both
the organisation of society and the economy should be more consistent with the
maximisation of benefits from these natural sources. Just two simple examples. First, more
energy-efficient houses must be built. They should maximise the benefits of solar power for
heating, while wind, rain and vegetation should contribute to cooling them. Second, both
sports and musical shows should be performed during periods when natural light
eliminates the need for artificial lighting, which consumes a great deal of electricity.

Overall, a country’s decision to intensify the use of the RE mix is eminently political, rather
than economic. In this process, there are two strongly related factors that will influence the
role of renewables in the economy. The first concerns the evolution of technology converting
energy emitted by renewable sources into usable energy, such as electricity. The second
factor is of a political nature. The consequences for renewables will be rooted in this political
process. We believe it is essential that the regulatory authorities do not excessively and
quickly pass costs of RE production to the economy. Instead, they should commit players
operating in this industry to assuming a significant part of the risks inherent in these
energies.

8. Conclusion

This chapter is centred round the interaction between economic growth and its main
drivers, focusing mainly on the effect of each energy source, distinguishing between
traditional sources and renewables. We go on to shed some light on the relevance of
developing the use of renewables in the energy mix and on their consequences in relation
to economic growth. To do so, we apply panel data techniques to a set of EU 21 Members,
for the time span 1990-2007. Overall, the results prove to be consistent and the use of the
Panel Corrected Standard Errors estimator seems to be suitable, matching the data
properties.

Both energy dependency and volatility have contributed negatively to economic growth.
Conventional wisdom indicates that the use of energy generated from renewable sources
can contribute both to reducing this dependency and to reducing volatility. Renewable
energy is produced locally and thus contributes to energy self-sufficiency. Meanwhile,
the contracts for generation from renewables are generally medium to long term, which
are characterised by lower uncertainty as to price behaviour. The results suggest,
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however, that renewables are also hampering economic growth, in the period and for the
countries analysed. This chapter discusses extensively the possible reasons for this effect
caused by renewables. It is confirmed that the traditional sources of energy have been
real engines of economic growth, although the role played by each of these sources is not
homogeneous. Among the fossil fuels, oil has played a key role in the process of
economic growth.

On a daily basis, we use renewables without noticing. Accordingly, we directly make use of
renewable energy in its natural state, such as it is available on Earth, like in water heating,
lighting or heating our homes. This generous contribution from nature, however, is usually
absent from the statistics. With regard to the use of technology for conversion of renewable
energy into usable energy, mainly from sun and wind, the conclusions are dissimilar. Using
the statistics, we find that the share of renewables in total energy supply is not having the
desired effect, as far as economic growth and wealth creation are concerned. Ultimately,
with the current state of affairs, the decision to invest in renewable energy remains
essentially political.
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1. Introduction

Nowadays, a radical change is taking place in global energy policies. A new energy
paradigm consistent with the goal of sustainable development is evolving. The World is in
the midst of paradigm shift towards non-carbon based economy. In nature of things, the
new energy paradigm has emerged in and is taking root in developed countries. It is
however spreading from them to developing countries. Renewable energy constitutes one
of the three essential pillars of the new energy paradigm, due to its potentially important
role in improving energy security and the decarbonization of global economy. One of the
most important implications of this paradigm change is that technological leapfrogging
opportunity appears for developing countries having sufficient renewable energy potential.
Implementation of the new energy paradigm in developing countries can provide them to
develop by avoiding from a repetition of the mistakes of the industrialized countries (Saygin
& Cetin, 2010).

Turkey with huge renewable energy potential is one of these countries having a strong
chance of leapfrogging in energy technologies. Although concerns about energy supply
security dominates because of rapidly rising energy demand, decision-makers in Turkey are
striving to set up secure, environment-friendly and sustainable energy policies parallel to
contemporary global energy policies. In this context, it has been made important progress with
regard to especially, renewable energy and energy efficiency regulations in the recent years
(Saygmn & Cetin, 2010). Present status and potential of renewable energy of Turkey and recent
developments in its renewable energy policies are reviewed in the following sections.

2. Turkey’s energy challenges and renewable energy

Turkey is 17th largest economy of the World. Although its energy use is comparatively low,
the Country with rapidly growing economy is one of the fastest growing energy markets in
the World. Primary Energy Demand is rapidly increasing, as can be seen from Figure 1. The
Country will likely see the fastest medium-to-long term growth in energy demand among
the IEA member countries. (IEA, 2009).

Turkey’s total final energy consumption of energy was 74 Mtoe in 2008 up by %86 from
1990. Following its economic growth, energy use in Turkey is expected to roughly double
over the next decade, and electricity demand is likely to increase even faster. This implies
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the needs for large energy investments but also measures for ensuring energy security,
especially in electricity sector (IEA, 2009).
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Fig. 1. Evolution of Turkey’s Primary Energy Demand and Import Dependence (OME,2008).

Although Turkey is poor in hydrocarbons, its primary energy consumption is mainly based
on fossil fuels as seen from Figure 2. Except hydro, renewable resources have been almost
untouched up to recently. Under this circumstance, rapidly increasing energy consumption
implies rapidly increasing import dependence, as seen also from Figure 1 including for
practically all oil and natural gas and most coal. More than about 70% of the total primary
energy consumption in the country is met by imports. It is heavily dependent on foreign
fossil fuels and this dependency is one of the most important issue threatening its energy
supply security and economy.
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Fig. 2. Primary Energy Consumption of Turkey by Sources ( MENR).

Concerns for ensuring sufficient energy supply for growing economy, therefore, dominates
in determining energy policies. Hence energy security has a more central place in the energy
policy goals in comparison with market reform and environmental protection. This fact may
retard the diffusion of the new paradigm in the Country. Likewise, Turkey follows a
deliberate policy for new renewables.
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Another challenge rising from largely reliance on fossil fuels is rapidly increasing
greenhouse gases emission. Although Turkey have less greenhouse gas emission per Capita
than both OECD Countries and transition countries, it has a high rate of increase in
emissions since 1990. Energy-related CO; emission has rapidly increased over last decade
also, as illustrated in Figure 3. It is likely to continue to increase fast over the medium and
long term, in parallel with significant growth in energy demand (IEA, 2009). This is a
another growing concern in the Country.

Turkey has been a Party to the United Nations Framework Convention on climate
Change (UNFCCC) since 2004 and to the Kyoto Protocol since 2009. Signing the Kyoto
Protocol does not put an additional burden on Turkey until 2012. However, Turkey has
undertaken the responsibility of passing the necessary legislation to lay the infrastructure
for fighting climate change after 2012. The major issue for the Country is how to
contribute to reducing the on global emission without jeopardizing its economic and
social development prospects.

Its high energy intensity is another challenge for Turkey. The change in the primary energy
density throughout the periods from 1980 to 2005 and from 2000 to 2008 are illustrated in
Figure 4(a) and 4(b). In spite of improvement efforts, energy intensity remains high although
an improving trend is observed currently.
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Fig. 3. The CO; Emission from Electricity Production (2000-2007) (MENR,2010).
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Fig. 4. Evolution of energy density a) between 1975- 2005 (TOE/ $ 1000(Caltkoglu,2007)
b) between 2000-2008 (kg equivalent oil/$ 1,000) (MENR,2010)..

As seen from above graphs, it has become near stagnant, after a few decades of rapid
increase. High energy intensity is a major obstacle in reducing emissions. But still, Turkey’s
energy intensity is significantly higher as compared to the other OECD and IEA Countries
As seen from Figure 5 (Calikoglu, 2007). That is, Turkey cannot use its energy efficiently.

Fig. 5. Energy intensity of Turkey with respect to the other Countries (Calikoglu,2007)
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Total share of renewable in TPES has declined depending on, mainly, decreasing biomass
use and the growing role of natural gas in the system. It was estimated that the share of
renewable energy will decrease to % 9 of TPES in 2020 (IEA, 2005).

As seen from Figure 6, the share of installed renewable capacity in total installed capacity
dramatically decreased in the last decade.
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Fig. 6. The Share of the installed capacity of the renewable energy resources including large
hydro, within the total installed capacity (%) (MENR, 2010}.

Although the absolute value of renewable energy use grows, since it doesn’t grow at the
same proportion with energy consumption, the share of fossil fuels continues to increase
(Saygin & Cetin, 2010). This fact can also be seen from Figures 7-8 illustrating Turkey’s
primary energy supply and electricity generation by fuels.

Total primary energy supply” t
1e
Turkey -

-
Lo e vt bl 4 L T 190 P T L) =) a0 on
WOGMTRE  BOY WO TRkl EEST  BOonE stewm Swilt  BOHTTIRIOstwng
" [achalng $acTosy mace
© DECDAER 010 e s Setahed A51a phasts Sonesl ur o4-Bad Suks barvics 5L MBS RRIRL o top

Fig. 7. Turkey’s total energy supply by fuel in the period 1972-2008 (IEA, 2009).
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Electricity generation by fuel
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Fig. 8. Evolution of Turkey’s electricity generation by fuels (IEA, 2009).

Environmental and energy security risks are therefore more and more increasing for the
Country. The energy situation of Turkey is characterized by high rate of import dependence,
high energy intensity, rapidly rising greenhouse gas emissions. This situation is evidently
unsustainable and in conflict with the contemporary global trends. Turkey is faced with
serious environmental and energy security challenges presently. Additionally, it needs for
high amounts of financial resources for energy investment to meet growing energy demand.
Limitations within the scope of harmonization with the EU cause the cost of energy
investments to rise and complicate the situation further. All of these are matters of concern
for decision makers of the Country (Saygin & Cetin, 2010).

It is clear that, the existing renewable energy potential should be realized in a reasonable
time period. To realize renewable potential, Turkey has taken some steps in the right
direction. Although it has been made important progress with regard to renewable energy,
energy efficiency and market liberalization regulations in the recent years; new paradigm is
slowly diffusing into Turkey’s energy policies and the regulations due to strong concerns
related with energy supply security[(Saygin & Cetin, 2010).

3. Recent developments in renewable energy policy and regulations

Although, The Renewable Energy Law and its subsequent amendments are the main pieces
of legislation supporting the development of renewable energy, The Electricity Market Law
and the Energy Efficiency Law are also major relevant pieces of the Legislation. Together
with these Laws, related secondary legislation, regulations and supporting regulations, like
Electricity Market Licensing Regulation, set the legal framework for promoting electricity
generation from renewables and including main instruments. They offer some advantages
like feed-in tariff and purchase obligations, connection priority, reduced license fees,
exemption from license and company establishment obligations for the plants with a
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maximum capacity of 500 kW, reduced land use fees or free land use. (EUMS, 2009). The
Turkey’s legislation on renewable energy established within the last decade (Table 1).

Date Legislation

2001 : Electricity Market Law (No0:4628)

2002 Electricity Market Licensing Regulation

2003 Petroleum Market Law (N0:5015)

2004 Strategy Paper as Road Map of the Electricity Market Reform & Transition
2005 Law on Utilization of Renewables in Electricity Generation

Energy Efficiency Law (N0:5627)
Amendments to the Law on Utilization of Renewables in Electricity

2007 Generation (N0:5346)
Geothermal Law (N0:5686)
2008 Significant Amendments to the Electricity Market Law (No:5784)
2009 Strategy Paper on Electricity Market Reform, & Security of Supply
Amended Law on Utilization of Renewables in Electricity Generation (No.
2011 6094)

Table 1. Renewable energy -related legislation (Cetin, 2010).

The Electricity Market Law and Electricity Market Licensing Regulation entered into force
in 2001 and 2002, respectively, also set forth a number of pro-renewables provisions (TR,
2001; TR,2002). Turkey enacted its first law specific to renewable energy, the Law on the
Utilization of Renewable Energy Sources for the Purpose of Generating Electrical Energy
(the Renewable Energy Law) with No. 5346, on 18 May 2005 (TR, 2005). This was a key
step for strengthening the country's renewable energy sector. According to this Law, the
legal entity holding generation license shall be granted by EMRA with a “Renewable
Energy Resource Certificate” (RES Certificate) for the purpose of identification and
monitoring of the resource type in purchasing and sale of the electrical energy generated
from renewable energy resources in the domestic and international markets. This Law
provides feed in tariff until 2011, purchase guarantee. In addition, State territories are
permitted on the basis of its sale price, rented, given right of access or usage permission
by Ministry of Environment and Forestry or Ministry of Finance. Fifty percent deduction
is implemented for permission, rent, and right of access and usage permission in the
investment period. Following the enactment of the first Renewable Energy Law, investors
showed an increasing interest in Renewables, especially in relation to the generation of
electricity through hydro plants and wind farms (Saygin & Cetin, 2010). However, the
interest in renewable energy projects was hindered by the lenders’ reluctance because of
the uncertainty in the purchase guarantees. As a result, the government introduced an
important series of amendments in 2007 and 2008(TR, 2007; TR, 2008). The amendment to
the Law in May 2007 secured a constant purchase price for all types of renewable sources
(Saygin& Cetin, 2010). Together with the Amendment in 2008 entered into force following
incentives are offered by Renewable Energy Law to promote renewable energy (TR,2008;
EUMS, 2009; Guimts, 2011; Kolcuoglu, 2011).

For Renewable Power Plants (PPs) in operation for not longer than 10 years:

- The average electricity wholesale price of the previous year is to be determined by

EMRA and limited to €cent 5-5.5/kWh RES,
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- Certificate owners are also granted the right to sell their output at higher rates
whenever available in the spot market or via bilateral contracts with eligible customers,

- The share of renewable output within the retail licensees” portfolio cannot be less than
their domestic market share.

During the first 10 years of operation, an 85% deduction is applied to fees related to

permission, rent, and right of access and usage permission over the investment and

operation period, in the event of the use of the property under the possession of the General

Directorate of Forestry or the Treasury.

85% deduction is applied to fees related to investments in the transportation infrastructure

and power lines until the connection point to the grid.

Exemption from the special fees charged to contribute to the development of woodland

villages, promotion of forestation and erosion mitigation.

Free use of state-owned estates located within the reservoir of Hydroelectric Power Plants

holding a RES Certificate.

Following the enactment of the Amended Renewable Energy Law in 2007, investor interest

in the renewable energy sector has risen distinctively, and a significant progress has been

made. The efforts successfully resulted in an appreciable increase in the share of renewables

excluding large- hydro in total especially in the wind and geothermal capacities, as seen

from Figure 9.

Despite this hopeful development in hydro, wind and geothermal energy, solar capacity has

not developed and clearly needs further promotion. By this aim, a New Amendment to

Renewable Energy Law was supposed, therefore, to the National General Assembly on June,

2009. It was suspended until recently since it would create an extra burden on the treasury

(Saygin & Cetin, 2010).

Energy source Ge[n;‘t'Vhati]on. Share, % C?{;;G]ty’ Sltzre,
Natural gas 94.4 48.6 16 345.2 194
Domestic Coal 422 21.7 8691.3 194
Imported Coal 12.8 6.6 1921. 43
Hydropower 359 18.5 14 553.4 32.5
Liq‘(‘glf)“els 66 34 2309.7 52
Wind &
Geothermal, 2.2 1.1 961.2 21
Biogas
TOTAL 194.1 100 44782 100

Table 2. Turkey’s installed capacity and power generation by fuel (Cetin, 2010).

By 2009, renewable sources provided 37.8 TWh of electricity, or 19.6% of the total power
generation in Turkey. Hydropower accounted for 95 % (35.9 TWh) of this total, wind power
for 4 % (1.5 TWh), biomass and geothermal for %1 (0.5 TWh). The Country is the 12th highest
share among the 28 IEA countries (IEA, 2009).
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Fig. 9. In Turkey, evaluation of a) installed wind power capacity, b) installed geothermal
capacity, c) the share of renewables excluding large- hydro ( MENR, 2010).

A total of 601 renewable projects with a capacity of 15500 MW had been licensed by
2009(Saygin & Cetin, 2010) .This number has reached to 645 by 2010. The number of licensed
power plants according to energy sources is given in the Figure 10
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Fig. 10. Number of the power plants licensed by 2010, total 645(Cetin, 2010).

As can be seen from this figure, Hydroelectric, and wind power plant hopefully left behind
the others. This implies promotion policy for renewable energy started to be effective.
Despite these progressive steps forward, most of the huge renewable potential of Turkey
has not been used yet, as can be seen from Figure 11.

* Potential [MW] = Utilized [MW]

35440
-_—

' 1000 500 90 '

Hydro Wind Geothermal Total
Fig. 11. Utilization Rates of Renewable Energy Potential in Turkey[6]

On 29 December 2010, the Turkish Parliament finally passed this Amendment Law
upgrading and differentiating feed-in tariff structure with regards to sources. As seen
from the Table 3, the Law guarantees prices of 7.3 US cents per kilowatt-hour for
hydroelectric and wind, a price of 10.5 US cents for geothermal energy. a price of 13.3 US
cents for solar energy as well as waste products (such as biomass or municipal solid
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waste-to-energy projects). As can be understood, it has been especially aimed to promote
solar energy by this amendment. Under the last Amended Renewable Energy Law,
individuals and legal entities generating electricity from renewable resources are able to
benefit from this feed-in tariffs, provided that they allocate any excess amount of
generated electricity to the national electricity distribution system. This will be applicable
for a period of 10 years for generation license holders who are subject to RES support
mechanism and have commenced/will commence operations between 18 May 2005 and
31 December 2015 (TR, 2010).

Plant Type Purchase price for produced electricity
USD cents/kWh

Hydro 7.3

Wind 7.3

Geothermal 10.5

Biomass 13.3

Solar 13.3

Table 3. Feed in Tariff for Renewables (TR, 2010).

The Law also offers add payment for components made in Turkey. If the mechanical and
electro-mechanical equipment used in renewable energy facilities that have started
operation before 31 December 2015 are manufactured in Turkey, an additional incentive of
0.4-2.4 USD/cent for five years will be provided. In addition EMRA will give priority to
facilities generating energy from renewable resources in evaluating generation license
applications. In addition, The Amendment Renewable Law offers Incentives through the

Pooling of Payments: It envisages a pool managed by the Market Financial Settlement

Centre (MFSC) whereby the electricity suppliers will make the payment of the renewable

energy and the renewable energy generators will collect their fees (TR, 2011; Kolcuoglu,

2011).

Other incentives provided in the legislation are as follows:

o Legal entities applying for a license for the construction of facilities based on
domestic natural resources and RES shall only pay 1 per cent of the total licensing
fee.

¢  Generation facilities based on renewable and domestic energy resources shall not pay
annual license fees for the first eight years following the facility completion date
inserted in their respective license.

e TEIAS, the State Owned Transmission Company, and distribution licensees shall give
priority to the system connection of generation facilities based on domestic natural
resources and renewable resources.

If the price of electricity generated at facilities based on RES is equal to or lower than the

sales price of TETAS, the state owned wholesale company, and if there is no cheaper
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alternative, the retail licensees are obliged to purchase the electricity generated at facilities
based on RES for the purposes of resale to non-eligible consumers.

With the passing of the amendments to the Turkish Renewable Energy Law in December
2010, more progressive development in renewable energy sector can be expected.
Although none of the legislation fully met the needs of renewable energy investors - until
now and the incentives provided for renewable energy investments are criticized by the
investors since the feed-in tariffs are lower than expected, a certain progress have been
made. The efforts made so far are hopeful; however it seems there are more steps to be
taken.

4. Place of renewables in Turkey’s near and long term energy strategy

Presently, Turkey is at the stage of setting targets of renewable energy development. The

Higher Board of Planning adopted the “Electric Energy Market and Supply Security

Strategy Paper for long term target in May 2009 (MENR, 2009). In this Strategy Paper, the

long term primary target is determined as “to ensure that the share of renewable resources

in electricity generation is increased up to at least 30% by 2023 (MENR, 2010)

This strategy document published as a general road map of increasing the share of

renewable energy in electricity generation.

Within the framework of the Strategy Paper, long term works will take into consideration

the following targets, by 2023(MENR, 2010):

e It will be ensured that technically and economically available hydro-electric potential is
entirely put to use,

e Itis targeted to increase installed wind energy power to 20, 000 MW,

e Turkey’s geothermal potential of 600 MW, which is presently established as suitable for
electric production, is entirely commissioned by 2023.

e It is targeted to generalize the use of solar energy for generating energy, ensuring
maximum utilization of country potential. Regarding the use of solar energy for
electricity generation, technological advances will be closely followed and
implemented.

e  Preparation of production Plans will take into account potential changes in utilization
potentials of other renewable energy resources based on technological and legislative
developments and in case of increases utilization of such resources, share of fossil fuels
and particularly of imported resource, will be reduced accordingly.

For determining near-term targets, Ministry of Energy and Natural Resources prepared a
Strategic Plan covering the period between 2010 and 2014 (MENR, 2010), which is given in
Table 4. For the purpose of increasing the energy supply security, the resources, routes and
technologies will be diversified. Beside energy efficiency, increasing use of renewables and
the integration of nuclear energy into energy mix are the two main components of new
energy policies of Turkey. According to the Plan’s aim of providing diversification of the
energy supply, the maximum use of the domestic and renewable resources in the
production of electricity energy and the initiation of the construction of the nuclear plant
have been targeted.

It should be emphasized that both of this long term and near term strategy plans are not, on

their own, legally binding. It is, however, expected that their provisions will be incorporated

into future regulations and legislation.
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THE REPUBLIC OF TURKEY MINISTRY OF ENERGY AND NATURAL
RESOURCES STRATEGIC PLAN (2010-2014)

Aims For Energy Supply Security

1. Providing Diversity in Resources by Giving Priority to the Domestic Resources
Target 1.1 Within the period of the Plan, the domestic oil, natural gas and coal
exploration works will be increased.

Target 1.2 The domestic coal thermal plants of 3,500 Mega Watt (MW) will be
completed by 2013.
Target 1.3 By the year 2014, the construction of nuclear plant will start.

2. Increasing the share of the renewable energy resources within the energy supply
Target 2.1 The construction of The hydroelectricity plants of 5,000 MW, will be
completed by 2013.

Target 2.2 The wind plant installed capacity, which has been 802,8 MW as of 2009
will be increased up to 10,000 MW by 2015.

Target 2.3 The installed capacity for the geothermal plant of 77,2 MW in 2009, will
be increased up to 300 MW until 2015.

3. Increasing Energy Efficiency
Target 3.1 Within framework of the energy efficiency studies, 10 % reduction in
energy consumption will be secured by 2015 in comparison to 2008.
Target 3.2 The completion of the maintenance, rehabilitation and modernization
studies conducted for increasing the efficiency and production capacity through
the use of new technologies in the existing state owned electricity production
plants by the end of 2014 will be secured.

4. Making the free market conditions operate fully and providing for the improvement
of the investment environment
Target 4.1 By the year 2014, the targeted privatizations in the electricity sector will
be completed.
Target 4.2 By the year 2015, the formation of the market structure that works as
based on competition will be secured.
Target 4.3 By the year 2015, the formation of the market structure that works as
based on competition will be secured in the natural gas sector.

5. Providing the diversity of resources in the area of oil and natural gas and taking the
measures for reducing the risks due to importation
Target 5.1 By the year 2015, the foreign crude oil and natural gas production will
be redoubled in comparison to the production amounts in 2008.
Target 5.2 The existing natural gas storage capacity which is 2,1 billion m? in 2009
will be redoubled by 2015.
Target 5.3 In natural gas importation, by the year 2015, we will decrease the share
of the country from which the highest amount of importation is made and the
diversity of source countries will be provided.
Target 5.4 The sustainability of the storage of the national oil stocks at a secure
level will be provided.

Table 4. Turkey’s near term Strategic Plan for the Period 2010-2014(MENR, 2010).
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5. Renewable energy projects

Turkey is within some projects for reaching its aims related to renewable energy. The most

important one of them is The Private Sector Renewable Energy and Energy Efficiency

Project. The Project aims to help increase privately owned and operated energy production

from indigenous renewable sources within the market-based framework of the Turkish

Electricity Market Law, thereby helping to enhance energy efficiency and curb greenhouse

gas emissions as a result. The project is the first to use resources from the newly established

Clean Technology Fund (CTF)—a new US$5.2 billion multilateral fund managed by the

World Bank and administered through the World Bank Group and other multilateral

development banks. World Bank and CTF financing for the project will include two loans,

one from the IBRD and one from the CTF, each to two Turkish development banks: Tiirkiye

Sinai Kalkinma Bankasi (TSKB) the Turkish Industrial Development Bank (private) and

Tiirkiye Kalkinma Bankas: (TKB) the Turkish Development Bank (government)—for credit

line financing of renewable energy and energy-efficiency investments(WB, 2011).

Another important Project is Renewable Energy Networks (RENET) between Turkish and

European Universities. The project allows the combination of best available technology

information in the field of renewable energy and best practices transfer in higher education

and science and Technology co-operation.

The specific objectives of the RENET project are to (RENET, 2011):

i.  enhance the awareness and understanding of academic staff as well as of policy-makers
and stakeholders of the political, economical and social frameworks relating renewable
energy;

ii. promote the Information and Technology Transfer for renewable energies;

iii. increase the capacity of the academic community to participate in Turkish-European co-
operation projects, and

iv. foster the strategic partnership for implementing renewable energies in Turkey and the
EU.

It is expected that RENET will provide a relevant contribution not only to the Millennium

Development Goals (MDGs) on ensuring environmental sustainability and developing

global partnerships for development. Moreover, it is also in line with the strategic objectives

of the Lisbon-Gothenburg Strategy of the European Union(RENET, 2011).

6. Conclusions

Turkish energy market is currently the scene of important changes. The Country established
a new national energy plan based on diversification of supplies, the start of nuclear energy
production and development of renewable energy and energy efficiency. It seems to move
towards a low carbon energy sector: In this context, it has three main strategies: increasing
energy efficiency and renewable energy use in addition increasing natural gas use. This
implies Turkey is stepping up its engagement on climate change internationally and
nationally.

It has taken some important steps to promote the use of renewable energy resources. The
Country’s renewable energy policies are in a consistency with EU Energy Policies and global
trends like energy efficiency and market liberalization policies. It is clearly seen the country
is heading in the right direction. However, its deliberate policy has caused relatively slow
progress in the realization of its aims. This may cause Turkey to miss the technological
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leapfrogging (Saygin, 2006) opportunity presented by emerging paradigm for developing
countries. In this context, Turkey has remained behind other leading developing countries
like China and India.
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1. Introduction

United Republic of Tanzania with a surface area of about 945,087 square kilometres is
located in East Africa bordering the Indian Ocean to the East, Mozambique, Malawi and
Zambia to the South, The Democratic Republic of Congo (DRC), Rwanda and Burundi to the
West and Uganda and Kenya to the North. The country has a population of 41,915,799
[Economic survey, 2009], of which 21,311,150, equivalent to 50.8 percent are female, while
20,604,730 equivalents to 49.2 percent are male. Tanzania mainland has a population of
40,683,294, while Tanzania Zanzibar has a population of 1,232,505. Population distribution
shows that 31,143,439 people, equivalent to 74.3 percent of the population live in rural areas,
while 10,772,360 people live in urban areas. The population is based on the growth rate of
2.9 percent per annum estimated during the 2002 population and housing census of 2002.
Geographically, the country lies between Latitudes 1-120S and Longitude 20-410.
Climatically, the country is tropical, hot with arid central plateau surrounded by Lake
Victoria in the North-West, Lake Tanganyika in the West, temperate highlands in the North
and South; the Coastal plain facing the Indian Ocean and Mount Kilimanjaro being the
highest mountain in Africa. About 62,000 square kilometers [Casmiri, 2009] of the land is
covered by water, including the three fresh-trans-boundary lakes of Victoria, Tanganyika
and Nyasa. Woodlands account for more than 33,500 square kilometers and arable land;
land suitable for agriculture is concentrated in Southern, North-East and Central part of the
Country, covering more than 44 million hectares.

1.1 Background

Energy is an essential factor in both livelihoods and industrial development. An increase in
unsuitable use and excessive consumption of energy has been causing not only local
pollution but also global environmental problems such as global warming and climate
change. In addition; fossil energy sources such as coal, oil, etc are so limited, if energy
security is not fully ensured, such unsuitable use may pose a significant threat to economic
activities and even to people’s lives. Therefore, to realize sustainable development, a stable
energy supply is important as well as an improvement in energy related environmental
problem. Renewable energy resources and technologies are one of kind of approaches that if
well utilized can play part in enhancing energy security and avoidance of environmental
problems emanating from fossil energy sources.
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Renewable is a term used for forms of energy which are not exhaustible by use over time. It
means that the renewable sources can be regenerated or renewed in a relatively short time.
This section focuses on leading renewable energy sources in Tanzania. The leading sources
are a result of the assessment conducted in the country. The following are leading renewable
sources: biomass, solar, hydropower, wind, solar and geothermal. However, hydropower as
one of the leading renewable energy sources in the country is not discussed in this chapter.
In general, the sources of renewable energy can be divided, according to their origin, into
natural renewable sources i.e. wind, solar, geothermal etc., and renewable sources resulting
from human activity which include: biomass including landfill gas and industrial heat
recovery.

The energy balance of the country shows that biomass use accounts for 88 percent of energy
consumption in particular in the rural area [Magesa, 2007]. The majority of the rural
population relies on biomass as fuel for cooking. Biomass is followed by Petroleum (7
percent), gas (2 percent) etc. Summary of the primary sources in the country is given in
Table 1.

Petroleum exploration efforts have been made in the past and are still going on but so far no
oil has been found. Therefore, the country relies exclusively on imports of its oil whereby
the transport sector consumes more than 40 percent of all petroleum imported. At present,
only 70 percent of the demand for petroleum fuel is met. The increase in importation of
petroleum products and continuous rise in oil price is heavy burden for the country. With
the introduction of right policy, regulation and incentives, the country has a potential of
substituting a large percentage of the imported fuel with Biofuel that could be produced
within the country.

Source of Energy Composition in percentage[%]
Petroleum 7

Electricity 14

Renewable (Solar, Wind, etc) 1.3

Biomass 88

Others (e.g. Coal) 0.3

Gas 2

Total 100

Table 1. Primary Energy Sources (April 2011)

Renewable energy can effectively solve the problem of global warming and climate change
being experienced in the country; in addition, renewable energy technologies can create jobs
to young graduate and hence reduce poverty. Promotion of renewable energy technologies
has not progressed easily in the country due to economic inefficiency when competing with
traditional energies of oil and natural gas. There are two premises from which to promote
renewable energy technologies on a large scale use. First, is diversification of the risk to the
environment and social-economic activities; secondly, to increase stable energy supply and
enhance energy security of the country. Use of renewable energy technologies in the country
will have a positive impact on social-economic development of the country in the future.

This chapter focuses on assessment of renewable energy technologies as an alternative
approach in electrifying rural Tanzania. In rural Tanzania, there is still an excessive demand
and dependence upon traditional energy use. Developing appropriate technologies, efficient
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extraction of energy from renewable energy sources and use of modern renewable energy
technologies to store the generated energy in more efficient manner that has a significant
potential to mitigate climate change, offer a sustainable energy supply, create jobs, reduce
poverty and achieve a sustainable development.

2. Available energy resources in Tanzania

A large portion of the United Republic of Tanzania remains un-electrified. The vast part of
the country has vast reserves of natural energy resources including water, natural gas, coal,
wind, solar, ocean waves, uranium and even geothermal energy. If these resources could be
harnessed they could meet the ever-growing demand of electricity for many years to come
and create opportunities to export electricity to neighbouring countries. In the following
section, available energy resources in Tanzania is presented

2.1 Hydropower

Hydropower currently contributes more than 50 % of electricity generated in the country.
Given that supply is not meeting demand; deliberate efforts are needed to be taken to look
for other sources. Large areas of the country are supplied with power from hydro stations
which include Hale, Kidatu, Kihansi, New pangani Falls, Mtera and Nyumba ya Mungu.
Large reservoirs are located at Mtera, Kidatu and Nyumba ya Mungu with storage Capacity
of about 4,200 Million cubic metres [Casmiri, 2009] while Hale, Pangani fall and Kihansi
have three head ponds with a total capacity of 2.26 Million cubic metres. Electricity
generated from hydropower is given in Table 2. The re-filing of the above mentioned
reservoirs depends on the availability of sufficient rainfall from various basin including
Rufiji, Ihefu and Pangani basins. Therefore, the contribution of hydropower to the energy
mix of the country varies according to climatic conditions.

Energy Source Plant Name ;K;;;llled Capacity
Hydropower Kidatu 204

Hydropower Kihansi 180

Hydropower Mtera 80

Hydropower New Pangani Falls 68

Hydropower Hale 21

Hydropower Nyumba ya Mungu 8

TOTAL 561

Table 2. Electricity Generated from Hydro Source (Source TANESCO, 2009)

Future hydropower projects under plan are given in Table 3

Hydropower resources currently contribute more than 50% of electricity generated in the
country. It is a leading renewable energy resource. However, electricity generated from
hydropower highly depends on weather conditions. Due to climate change being
experienced in the country, it has been observed that the pattern of rain in the catchment
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area is not consistent; hence the level of water in all the dams used to generate electricity is
falling. This trend has affected distribution of electricity in the country. TANESCO, the
Government owned utility company responsible for transmission and distribution of
electricity has resorted to introducing load shedding.

Hydropower is a leading renewable energy resource in the country but it cannot guarantee
sustainable supply of electricity. Other resources are needed to supplement energy during
drought. Renewable resources such as biomass, wind, solar, geothermal, etc., must be
exploited as supplement to hydropower resources.

2.2 Natural gas

The country has abundant natural gas reserves in the coastal basin that are estimated at
more than 45 billion cubic metres [TIC, 2007]. Significant gas discoveries have been made on
the coastal shores of Indian Ocean. Four discoveries of natural gas fields so far have been
established in the vicinities of Songo Songo Island (about 250 km south of Dar es salaam in
1974), Mukuranga (about 60 km South of Dar es Salaam, in December 2007), Mnazi Bay
(about 450 km south of Dar es Salaam in 1982) and Kiliwani North (about 2.5 km South East
of Songo Songo Island in April, 2008), but only two gasfield i.e. Songo Songo and Mnazi Bay
are producing.

Songo Songo gasfield was estimated at 810 billion standard cubic feet, while proven,
probable and possible reserves stood at 1.1 trillion standard cubic feet. Mnazi bay gas
reserves are estimated at 2.2 trillion standard cubic feet. The gas from Songo Songo Island is
transported by pipeline to Dar es Salaam where it is distributed to electricity generation
plant and industries especially cement industry. Natural gas supplied to Songas Power
Plant generates about 200 MW of electricity. The generated electricity is fed into the
National Electricity grid and distributed to end users by TANESCO. In 2010, TANESCO
started operating its own plant at Ubungo to generate 102 MW from natural gas. Symbion
Power Plant is a private company using natural gas to generate 112.5 MW. Tegeta is
generating 45 MW from natural gas. It is anticipated that in the near future more IPPs will
generate power using the same gas from Songo Songo gas field.

Energy Source Plant Name Installed Capacity
[MW]

Hydropower Stiegler’s Gorge 2,100

Hydropower Mpanga 165

Hydropower Ruhudji 358

Hydropower Rumakali 222

Hydropower Lukose & Masigira 118

Hydropower Rusumo Falls 21

TOTAL 2,984

Table 3. Future Hydropower projects (Source EWURA Annual Report 2008/09)

In Mtwara the same gas is extracted at Mnazi bay and is used to generate electricity to
Mtwara and Lindi Regions. The two regions are not connected to the National electricity
grid. Electricity generation from natural gas is increasing and it is anticipated that in the
near future, natural gas will replace hydropower as source of electricity generation in
Tanzania. Electricity generated from natural gas is given in Table 4.
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Energy Source Plant Name Installed Capacity
[MW]

Natural gas Songas 200

Natural gas TANESCO 103

Natural gas Symbion 1125

Natural Gas Tegeta 45

TOTAL 460.5

Table 4. Electricity Generated from Natural gas Source (Source TANESCO, 2011)

Future thermal power projects under plan are given in Table 5

Energy Source Plant Name Installed Capacity
[MW]

Natural gas Kinyerezi 240

Coal Kiwira 1 200

Coal Mnazi Bay 300

Coal Mchuchuma 400

Coal Ngaka 400

Natural gas Dar es Salaam 100

HFO Nyakato 60

TOTAL 1,700

Table 5. Future Thermal Power generation from coal and natural gas (Source MEM 2011).

2.3 Coal

Coal is another resource of primary fuel available in the Country. Coal is found in Kiwira,
Mchuchuma and recently in Ngaka. It is estimated that the country has more than 1,200
Million metric tons of coal. Kiwira coal mine supplied between 4-6MW of electricity to the
grid annually when it was working; However, now it is closed. Current plan is to revamp
the mine so that it can be able to generate power so as to curb power shortages especially
during drought seasons when hydro plants are affected. About 1.5 million tons per
annum are expected to be mined at the Mchuchuma coalfield where about 400 MW
thermal power plants will be built in an effort to increase reliability and security of grid
power. Ngaka mine is also expected to be functional in the near future. Apart from grid
electricity generation, coal is used in some industries such as cement and paper mills.
However, its use is still low. In this aspect its contribution to energy mix of the country is
almost negligible.

2.4 Petroleum

The consumption of petroleum and related products in Tanzania is about 1.54 million cubic
metres annually [Casmiri, 2009]. Petroleum is imported from the Persian Gulf and the
Mediterranean region. Most of petroleum depots are in Dar es Salaam near the Dar es
Salaam harbour. From Dar es Salaam petroleum is transported to up-country regions via
trunk roads and some areas by Tanzania Railways. Therefore, for the country to have access
to petroleum products, infrastructures such as trunk roads, railways should be passable
throughout the year regardless of climatic conditions.
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Imported petroleum and related products are widely used in the transport and industrial
sectors. It is also used for generating electricity in isolated grid-diesel power stations that
have an installed capacity of about 21 MW and are located in Songea, Masasi, Tunduru,
Kilwa Masoko, Mpanda, Kigoma, Biharamulo, Ikwiriri, Mafia and Ngara. Petroleum and
related by-products are imported and distributed by private companies regulated by the
Energy and Water Utilities Regulatory Authority (EWURA) which has the authority of
monitoring performance and standards with regards to quality, health, safety and
environment, licensing, tariff review of electricity and price control.

The current level of energy demand and supply in the country signifies low level
development in the industry sector, transport, and commerce. Industry and urban
households depend to a considerable extent on energy sources such as electricity and
petroleum products which are either imported (petroleum) or generated in the country
(electricity). Traditional segment of the economy, mainly rural households depend on
biomass as the main source of energy. Semi-urban and urban dwellers also depend on
biomass especially charcoal and firewood as a source of energy for cooking purposes
despite the fact that a large number of households in this category have access to electricity.
The demand for modern energy i.e. electricity is growing at a fast rate. From 1990-1998
demand for electricity rose by 4.45 %; from 2003-2006 demand rose by 8% despite a
prolonged period of electrical power shedding due to drought and insufficient rainfall for
hydropower catchments areas. The demand for electricity is expected to increase from the
present value of 925 MW to at least 3,800 MW by 2025 [Msaki, 2006]. Despite low electricity
consumption estimated at 14 % for urban areas and about 2% for rural areas, in general,
supply is still unable to meet demand. This shortfall is attributed to the country’s
dependence on hydropower which in turn is affected by climate variation and climate
change. To increase accessibility of electricity to both urban and rural areas necessary
efforts are needed. In this aspect, the government decided to commit itself to facilitate the
increase of use of renewable energy as an alternative solution for increasing accessibility of
modern energy to rural areas. Therefore, a number of reforms ie. legal framework
measures, policies and strategies have been formulated and enacted to provide a
constructive atmosphere for utilization of renewable energy resources in the country. The
following are some of the policies and strategies adopted for the promotion and facilitation
of an increased use of renewable energy within the country.

3. Legal framework and policies

Tanzania power sector has undergone through different turbulent periods, changes and
reforms since the country attained its independence in 1961. Most of the changes and
reforms have sent positive signals to those who are interested in developing or starting
electricity project in the country. The changes and reforms include laying down a National
Energy policy (NEP), Electricity Industry Policy and The electricity act of 2008, and
guidelines for sustainable liquid biofuel development. Some of the legal framework and
policies are elaborated in the following section.

3.1 National energy policy (NEP) -2003
The first national energy policy (NEP) for the Country was formulated in 1992. Since then
the energy sector has undergone a number of changes, necessitating adjustments to the
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initial policy. These changes include change in the way the role of the government from

service provider to service facilitator, liberalization of the market and encouragement of

private sector investment. With these changes, the energy policy of 1992 was replaced in

2003.

The objective of the 2003 NEP is to ensure availability of reliable and affordable energy

supply and use in a rational and sustainable manner in order to support national

development goals. The National Energy Policy of 2003 aims to establish energy
production, procurement, transmission, distribution and end-user systems in an efficient,
environmentally sound, sustainable and gender-sensitized manner.

Key objectives of the 2003 NEP regarding to Renewable Technologies (RT) and services

include:

¢ Encourage efficient use of alternative energy sources.

e Facilitate Research and Development (R&D) and application of Renewable Energy for
electricity generation.

e Facilitate increased availability of energy service including off-grid electrification of
rural areas.

¢ Introduce and support appropriate fiscal, legal and financial incentives for Renewable
Energy Technologies.

e Ensure the inclusion of environmental consideration in energy planning and
implementation.

e  Support Research and Development (R&D) in Renewable Energy Technologies.

e Establish norms, codes, of practice, standards and guidelines for cost-effective rural
energy supplies and for facilitating the creation of an enabling environment for the
sustainable development of renewable energy sources.

e Facilitate the creation of an enabling environment for sustainable development of
Renewable Energy Sources.

e Promote entrepreneurship and private initiatives for the production and marketing of
products and services for rural and renewable energy.

¢ Ensure priority on power generation capacity based on indigenous resources.

The policy encourages public and private partnerships to invest in the provision of energy

services. It also seeks to promote private initiatives at all levels and stresses the need to

make local and foreign investors aware of the potential of the Tanzanian energy sector. To
implement the policy several laws have been enacted, among them are:

3.2 Rural energy act (2005)

The Rural Energy Agency (REA) and the Rural Energy Fund (REF) are autonomous bodies

established under the Rural Energy Act no. 8 of 2005. The two bodies are monitored by the

Ministry of Energy and Minerals (MEM). REA and REF are established to:

¢ Promote, stimulate, facilitate and improve energy access for social and commercial use
in rural Tanzania.

e  Promote the rational and efficient generation and use of energy.

o  Utilize the rural energy fund (REF) to finance suitable rural energy projects

e  Facilitate activities of key stakeholders with interest in generation and electrification of
rural areas.

e  Provide capital subsidies to rural energy projects through a trust fund

e  Utilize the REF to finance viable rural energy projects.
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e  Allocate resources to projects in open and transparent manner and with well defined
allocation criteria.

The act provides REF with funds from the following sources.

¢  Government budgetary allocation.

e Contribution from international financial organizations and other development
partners.

e Levies of up to 5% on the commercial generations of electricity from the national grid

e Levies of up to 5% on the generation of electricity in specified isolated systems

e Fees for programmes, publications, seminars, consultancy activities and other services
provided by the agency

e Interests or returns on investment.

REA/REF have already supported various off-grid projects in small hydro power projects,

biomass cogeneration projects, biomass gasification projects in Mafia and Mkonge Energy

project. The supported projects are currently at various stages of implementation. The total

expected capacity is 46 MW. A total of 8,400 new connections are expected. REA/REF

support fiscal incentives for rural energy projects and programmes and count amongst the

National aid initiatives attracting fiscal initiatives. On top of government subsidy to REF,

the agency is also allowed to take up to 5% surcharge on each unit of energy generated by

commercial electricity producer. REA/REF subsidies also support solar PV Systems.

However, the subsidy is limited to 100Wp for domestic use and up to 300Wp for

Institutions.

3.3 Electricity act (2008)

The electricity Act of 2008 replaces the electricity ordinance Cap 131 of 1931. The act
implements the National Energy Policy of 2003. The act opens up the electricity sector for
generation, transmission, distribution and sales to private sector participation. It provides
instruments for the regulator (EWURA) and stipulates the roles of Rural Energy Agency
(REA) and Rural Energy Fund (REF) and sets the general conditions for cost effective tariffs
and least-cost electrification options in particular to rural areas.

In addition, the act recognizes other activities such as:

e  The preparation of rural electrification strategies

¢ Plan to promote access to electricity in rural Tanzania

¢  Recognize Fair Competition Commission

¢ Standardized small power purchase agreement for 100kW to 10 MW

e Standardized Power Purchase Tariffs and Fair Competition Tribunal

e  Power Sector Master Plan (PSMP) to be updated annually.

o  Electricity to be generated from any primary source including renewable energy.

The electricity act of 2008 has opened up windows for renewable energy promotion in
particular in rural areas. It is anticipated that more research and development in renewable
energy would increase competitiveness of renewable energy technologies.

3.4 Guidelines for sustainable liquid biofuels development (2009)

Advanced technologies available today facilitate production of liquid biofuels and
generation of electricity using solid by-product through cogeneration. Using current
technologies, economically it is feasible to produce biofuels through the use of agriculture
crops which in some cases are also food crops. In this aspect, the government of Tanzania
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is aware of potential benefits that could be realized through development of the biofuels
industry; these include technology transfer through new bio-energy industries,
employment and income generation in industry and agriculture sectors, improved energy
security, foreign exchange savings via the reduction of oil import, increased foreign
exchange through export of biofuels and reduced emission of pollutants and other
harmful particles.

In order to create an avenue for biofuel development, the government has published
guidelines for sustainable liquid biofuels development, which include:

e Application and Registration procedures for biofuels investments

e  Permit and fees

e  Taxation and incentives

e Land Acquisition and use

¢ Contract farming

e  Sustainability of biofuel production

¢  Farming approaches and seed management

e  Efficient utilization of biofuel crops

e  Appropriate infrastructure development

¢  Community engagement

e Processing of biofuels

e  Storage and handling of biofuels

¢ Transportation and distribution

¢ Quality of biofuels (quality standard)

¢ Blending (biofuel and mineral fuel)

¢  Biofuel waste management (use, re-use, recycling and disposal)

e Research and Development (condition to fund or support research and development)
The guidelines will attract more investors to come and invest in the country. It is anticipated
that in the near future, biofuels will contribute massively to the energy mix of the country.
Modern energy services require the growing inclusion of renewable energy into the
sustainable energy mix of the country. The legal frameworks and policies have already been
enacted and are in place. The task ahead is how to implement. However, this task is not
easy; it needs concerted efforts, organisation and proper planning which include identifying
the leading renewable energy resources in the country. A brief summary of leading
renewable energy resources is presented in section 4.

4. Leading renewable energy resources in Tanzania

Although biomass is the main source of energy in Tanzania particularly in the rural area, the
country is still relying heavily on imported commercial energy in the form of oil and
petroleum products; characteristic of all non-oil producing economies. In this aspect, most
planners have simplified their work by directing their attention on fossil-fuel, especially
petroleum where data is easily available. Thus, more investigation has been on commercial
fuels and less on biomass fuel or other renewable energy sources. However, as the effect of
fossil fuel on the environment and climate change is becoming serious than before, the
attention is now shifting towards renewable energy resources utilization. As this shift is
taking pace, more research and resources must be undertaken and used in developing
renewable energy technologies for sustainability of the country. In this sub-section the focus



50 Renewable Energy — Trends and Applications

is on establishing leading renewable energy sources in the country which can be used as
input in renewable energy technologies in generation of energy.

Modern biomass comprises a range of products derived from photosynthesis and is in fact
chemical solar energy storage in nature. This type of renewable energy represents a
renewable storage of carbon in the biosphere. Wind energy is a result of thermal heating of
the earth by the sun, having global patterns of a semi continuous nature. Geothermal
renewable energy originates from heat stored beneath the surface of the earth. The source of
this energy is from the earth’s molten interior and the decay of radioactive materials. Solar
energy is a result of radiation from the sun. Another form of renewable energy which has
great potential in future is industrial waste heat. This form of energy is a result of unused
heat streams from industrial processes. Manufacturing and processing industries such as
Paper and Textiles are one of the major sources of this kind of renewable energy.

By definition, renewable energy sources should provide a continuous and unlimited supply
of energy in particular to rural areas. However, several barriers are hindering promotion
and penetration of its use. Barriers such as technical difficulties, the intermittent nature and
some of the renewable energy sources, as well as constraints still pose limits to their wide
promotion and deployment.

It is the fact that renewable energy sources are almost an unlimited supply of energy if one
considers the energy required by mankind compared with the extremely large amount of
energy we receive from the sun. For sustainable development, modern energy services
require the growing inclusion of renewable energy into the sustainable energy mix of the
country.

The technologies used now and in the future for conversion of renewable energy sources to
heat; electricity and or fuels are plentiful in the country. These technologies can play part
and contribute to the energy mix of the country. Their development will contribute to the
gradual lowering of technology prices on the one hand and to improvement in their
efficiency on the other hand. In the future, it is anticipated that renewable energy and its
different energy conversion technologies will become economically viable, capable of
competing with fossil-fuelled technologies in the Tanzanian market. However, this will
succeed only if all the barriers will be tackled.

In the country there are several leading renewable energy sources which can be used in
generating electricity in particular to rural areas. In the following sub-sections, the leading
sources are discussed in detail. The information from these sub-sections was obtained from
the assessment conducted from 2006 to 2010[Kusekwa et al., 2007].

4.1 Biomass energy

Energy consumption in the Tanzanian households accounts for more than 88 percent of
the total energy, most being biomass. The trend is not expected to fall in the near future
but to continue increasing as demand of energy increases. The increase is attributed to
low pace of rural electrification caused by high cost of connection material, labour and
high cost connection fees charged by the utility company which the majority of the rural
poor population cannot afford. In this aspect, only biomass is still serving as the only
affordable source of energy. However, utilization of conventional biomass is still high in
most rural areas i.e. direct use of firewood, dung or semi processed in the form of
charcoal. In this way, there is a need of sensitization to the population to use the available
technologies or develop modern technologies which will be of great beneficial to the user.
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Thus, new technologies or improving the existing ones have to be undertaken to add
value to raw biomass and discourage the user to continue using the conventional
methods.

Biomass sources suitable for energy generation in Tanzania covers a wide range of materials
from firewood collected in farmlands; natural woods from agricultural and forestry crops
grown specifically for energy generation or other purposes; crop residues and cow dung. It
includes solid waste, timber processing residues etc. The most significant energy end-user is
cooking and heating. During the assessment process, it was established that biomass sources
can be divided into four major categories:

e Wood, logging and agricultural residue

¢ Animal dung

¢ Solid industrial waste

¢ Landfill biogas

It was noted that landfill biogas generation is dependent on environmental consideration
and waste management practices in particular in the semi-urban and urban areas. The
potential for exploitation of this source of renewable energy is high and will continue
increasing in the near future because more and more people are migrating to semi-urban or
urban areas where they consider opportunities for getting jobs and having good life. The
semi-urban areas are now changing into big towns and the cities are growing and becoming
bigger and complex. Hence, more wastes are expected to be generated daily.

Biomass is one of the renewable sources capable of making contribution to the future
Tanzanian energy supply as well as contributing in job creation and hence poverty
alleviation. During assessment process it was established that there are several forms in
which biomass can be used for energy generation. Three sources are common i.e. residue,
natural resources and energy crops. Residues are divided into three categories. The
categories analysed are given in Table 6.

4.1.1 Natural sources
Natural sources include biomass gathered from natural resources such as fallen tree
branches, woody weeds, etc.

4.1.2 Energy crops

Energy crops include biofuel as sole or principal product such as trees, grasses, and
sugarcane, sorghum and oil crops. In addition, biofuel co-production is also part of energy
crop category. Biofuel-co-production is a pre-planned multi-output production including
biofuel i.e. sugarcane to produce sugar, ethanol, electricity, timber or tree-fruit production to
deliver thinning and harvest waste as biofuel.

Generation of biofuel is expected to increase in the near future. A policy for biofuel has been
developed by the government. The government is keen on development and generation of
biofuel for the benefit of the country. More local or international investors are expected to
participate fully in the production of biofuel and thus enhance the energy mix of the
country. Availability of renewable energy sources varies depending on their attractiveness
to the end user. Biomass differs markedly from conventional fuels and other renewable
sources by having a wide range of competing use such as food, fodder, fibre, agricultural
fertilizers, fuels, etc. In many places, some types of biomass are less valuable as resource
energy than as source fulfilling other needs.
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Primary residues

Primary residues materials
are usually from forestry,
agricultural crops and animal
rising. Primary residues can
be categorized either as
residues arising in
concentrated form( dung
from stalled livestock,
harvested cereal straw, stalk,
husk) or residues that must
be gathered together (dung
from grazing livestock, crop
residues which are not
harvested such as cotton and
maize stalks)

as

Secondary residues Tertiary residues
Include material from: Include waste arising after
¢ Processing wood consumption of biomass such
¢ Food and organic as sewage, municipal/city
materials in solid waste, landfill gas etc.

concentrated form suck

e Sawmill bark
e Tree chips
e sawdust

Table 6. Types of Biomass Supply

Potential of biomass sources (non-wood) in the country are given in Tables 7.

Renewable Estimated
S/No Energy Sources Potential Remarks
[MW]
1 Sawdust 100 More studies are required to establish actual
value
2 Sisal Residue 500 Will increase in near future
Crop residue 212 Initial estimation. Expected to increase
4 Cattle, Pig dung |- More studies are required to establish actual
value
5 Bagasse 57 Initial estimation. Expected to increase.
TOTAL 869

Table 7. Non-Wood Biomass Resource

Estimated average annual production levels of wood fuel and its associates such as tannin
residue are shown in Table 8.

/N Renewable Estimated
o Energy Potential Remarks
) Sources [Mw]
Forest residue | 523 Initial estimation. Its value could be high.
2 Wattle residue | 15 Initial estimation
TOTAL 538

Table 8. Wood Biomass Resource
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4.2 Solar energy

Solar radiation is the type of energy which is available at any location on earth. Solar energy
in the country was assessed using the following criteria:

e power density or irradiance

e angular distribution

e  spectral distribution

The maximum power density of sunlight on earth is approximately 1 kW/m? irrespective of
location of the area or country. Solar radiation per unit area during a period of time can be
defined as energy density or insolation [Renewable Energy Project Handbook, 2004]. Solar
radiation is measured in a horizontal plane; the annual insolation varies by a factor of 3 from
roughly 800 kW/m?2/ year in northern Scandinavia to a maximum of 2,500 kW/m?2/year in
some desert areas such as: Kalahari etc. Practical applications of solar energy the absolute
value yearly insolation is less important than the difference in average monthly insolation
values. However, the differences vary greatly from about 25 % close to the equator, to a
factor of 10 [Renewable Energy Project Handbook, 2004] in the most northern and southern
areas. The average power density of solar radiation is normally 100-300 W/m? and the net
plant conversion efficiencies are typically 10 % or less, hence, substantial areas are able to
capture and convert significant amount of solar energy for energy generation. Tanzania is
well situated near the equator; the country can capture and utilize solar energy in the
purpose of rural electrification.

Solar energy presents great development in the country. Investigation conducted by Nzali et
al [Nzali et al., 2001] suggested several areas in the country which can contribute to
development of solar energy. Table 9 gives the insolation levels values in some areas of the
country captured by the study. Solar photovoltaic energy is uniquely useful in rural not
served by the National grid to provide basic services such as irrigation, refrigeration,
communication and lighting. Solar energy is often more efficient than traditional sources
such as kerosene. For lighting, a photovoltaic compact fluorescent light system is more
efficient than kerosene lamp; used in rural areas to provide night lighting. Photovoltaic
system also avoids the high costs and pollution problem of standard fossil-fuel power plant.

4.3 Wind energy

Wind is widely distributed energy source. Between 30°N and 3095, air is heated at the
equator rises and is replaced by cooler air coming from the South and the North. At the
earth’s surface, this means that cool winds blow towards the equator. Tanzania is situated
near the equator; it is affected with the movement of the air movement as well as benefits
from this prevailing condition.

The availability of wind varies for different regions and locations. It should be noted that
mean wind speed may differ by as much as 25% from year to year. In some areas there are
also significant seasonal differences. It has noted that in the country, there is a period when
wind speeds are higher and some period wind speeds are low. Due to seasonal variations,
the potential of wind for power generation can be significantly higher than the annual mean
wind speed would indicate. Thus, not only the mean wind speed but also the wind speed
frequency distribution, commonly described by a Weilbul distribution have to be taken into
account in order to estimate accurately the amount of electricity to be generated. Wind
speed varies with height, depending on surface rough ness and atmospheric conditions.
Daily and hourly variations in the wind speed are also important for scheduling the
operation of conventional power plant and adjusting their output to meet these variations.
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MONTHS

Station
Jan | Feb |Marc | April | May | June | July | August| Sep. | October| Nov. | Dec

Dodoma| 6.1 | 60 | 61 | 57 | 56 | 58 | 57 6.0 6.3 6.4 65 | 6.2

D'Salaam| 52 | 53 | 49 | 40 | 43 | 44 | 44 4.0 49 5.1 58 | 5.6

Iringa 60 | 61|57 |59 ] 62| 63] 61 6.6 6.7 7.0 6.7 | 6.2

Kigoma | 43 | 45 | 49 | 43 | 44 | 48 | 43 49 49 4.7 41 | 43

Mtwara | 44 | 46 | 43 | 40 | 44 | 44 | 45 4.6 49 49 52 | 48

Musoma| 54 | 50 | 54 | 54 | 54 | 50 | 52 5.4 5.4 54 57 | 54

Same 56 | 55 | 56 | 47 | 3.6 | 3.8 | 40 41 4.6 5.0 54 | 5.6

Songea | 42 | 43 | 42 | 39 | 39 | 36 | 3.7 3.9 44 45 45 | 44

Tabora | 56 | 55 | 58 | 54 | 56 | 55 | 51 5.7 5.6 6.0 52 | 54

Zanzibar| 5.1 | 52 | 49 | 42 | 44 | 47 | 45 4.8 51 53 50 | 5.0

Table 9. Mean monthly Daily Insolation totals in kWhm?/day for period of ten years [source
A H. Nzali 2001]

Wind resources can be exploited mainly in areas where wind power density is at least 400
W/m?2at 30 metres above the ground. Continuing technical advances has opened up new
areas to development, Because of the sensitivity of the potential of the value of the wind
speed, the determination of specific sites for wind energy projects depends on accurate
meteorological measurements, and sites measurements etc. Even in the best sites, the
wind does not blow continuously. Thus, it can never achieve the 100% required for
electricity generation. Wind energy potential in Tanzania, wind power densities are given
in Table 10.

Wind farms for commercial plants appear promising at Makambako and Kititimo in Singida
region as well as Mkumbara, Karatu and Mgagao. Areas along rift valleys, the southern
high lands and along Lake Victoria are reported to have some possibilities of potential wind
sites.

Over the years, wind energy resources in the country have been used for wind mill to
pump water. Less was been done in electricity generation. However with the availability
of policy and renewable energy promotion program, emphasize now is toward utilization
of wind energy in electricity generation. Number of wind mills available in the country is
given in Table 11 and a photo depicting a wind turbine in Itungi village in central
Tanzania is shown in Figure 1. The wind turbine is used to generate electricity for water

pump.
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Fig. 1. Wind Turbine used to Generate Electricity for Water Pumping

4.4 Geothermal energy

Geothermal energy tends to be relatively diffuse in nature that is why it is difficult to tap.
Geothermal heat is concentrated in regions associated with the boundaries of tectonic plates
in the earth’s crust. Eastern lift valley and Western part of lift valley is the area where
availability of geothermal sources has been located. It has been established that on average,
the temperature of the earth increases by about 3°C for every 100m in depths.

The potential of geothermal is highly dependent on the results of the resources exploration
survey, consisting the location and confirmation of geothermal reservoir, with economically
exploitable temperature, volume and accessibility. There is some potential of geothermal
resource in the country. Currently, the existing potential is being assessed by the
government through the Ministry of Energy and Minerals (MEM). A geological survey to
establish the potential has been conducted since 2006. The project is assessing the
geothermal potential at Songwe west of Mbeya city, Southern Highland. The estimated
geothermal potential is about 1,000 MW. Geothermal power is relatively pollution free
energy resource which can contribute much to the energy mix of the country if
commercially exploited
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Wind Wind Wind Wind Wind Wind .

Power Pow.e r Speed Pow?r Speed Pow.e ’ Wind

Class Density, [m/s] Density [m/s] Density, | Speed [my/s]

[W/m] W/s [W/m]

1 100 44 160 5.1 200 5.6
2 150 5.1 240 5.9 300 6.4
3 200 5.6 320 55 400 7.0
4 250 6.0 400 7.0 500 75
5 300 6.4 480 7.4 600 8.0
6 400 7.0 640 8.2 800 8.8
7 1000 9.4 1600 11.0 2000 11.9

Table 10. Wind Power Densities [Source Mmasi et al., 2001]

4.5 Industrial Heat Recovery Power (IHRP)

Industrial heat recovery power represents a poorly known as renewable energy resource in
the country, often unused and hence, often wasted resource in energy intensive industries.
This resource can provide fuel-free electricity but has been neglected.

Industry heat recovery power use a wide variety of heat resources in applications such as
cement, waste incinerators, pulp and paper mills, oil refineries, etc. The industrial
applications for waste heat recovery do not require new sitting; the power unit can be
installed within the boundaries of existing industrial site. IHRP does not influence the
industrial process and does not interfere with the basic objective of production.

IHRP is not well known in the country, however, with the existing three cement industries,
one paper mill (Mufindi Paper Mill) and Tipper oil refinery if harnessed they can contribute
to the energy mix available in the country.

Region Number of
Wind Mills

Singida 36

Dodoma 25

Iringa 16

Shinyanga 6

Tabora 4

Arusha 4

Kilimanjaro 1

Mara 8

Table 11. Number of Wind mills in Tanzania (Source: Renewable Energy in East Africa - 2009)

4.6 Mini-hydropower sources

Out of estimated 315 MW small hydro potential in Tanzania less than 8 MW have been
exploited by installing two power plants. The Ministry of Energy and Minerals (MEM)
through REA has been funding studies for small hydro power plants. Dar es Salaam
Institute of Technology (DIT) has participated in conducting these studies covering several
villages, district, and regions with potential of small hydro power plant development. The
villages, district and regions visited include Ruvuma, Rukwa, Iringa, Kagera, Morogoro,
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Mbeya, Kigoma and Njoluma. Identified potential river sites for small hydro power
generation are given in Table 12. Assessments of actual power available from the established
sites are still being worked out. However, the established sites have the potential of
generating enough electricity to spur rural electrification in the identified areas. Water falls
from the identified area is shown in Figures 2 and 3.

Fig. 3. Water falls for mini-hydro power at Chita-Kilombero
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Renewable energy exploitation in the country is still at an initial stage with a limited
number of project developers, promoter’s finance providers; services contribute less than 1%
of the energy balance. Biomass within the renewable energy section accounts for more than
89% of the cooking resource in rural Tanzania, but the budget allocated by the Government
for renewable energy services including biomass is limited to less than 1% of the annual
energy development budget of the Ministry of energy and Minerals (MEM).

Nevertheless, renewable energy applications in the country have a good potential for
powering development goals considering their local availability potential, the limited
energy per capital consumption and ever-hiking prices of imported fossil-fuel.

Renewable energy will be a catalyst of rural development in the near future. It will play a
major role in generation of electricity to spur quick rural electrication. However this, will be
accomplished if the existing technologies are improved and new affordable technologies are
developed. The following technologies are result of the assessment process conducted in the
country from 2006 to 2010 by the author. Some of the technologies are old but need
improvement to increase their efficiencies. New technologies need testing and commissioning.

S/No Site River Load Centre Head[m] D{Lss?saerge C?Eéf,;ty
1 Sunda Falls Ruvuma |Tunduru 13.5 26 2x3,000
2 Kiboigizi Kitanga |Karagwe 90 3.8 3,200
3 Kenge Ngono |Bukoba 10 24 2,400
4 Luamfi Luamfi |Namanyere 40 9 1,200
5 Mkuti Mkumti | Kigoma Rural 23 3.3 650

6 Nakatuta Ruvuma |Songea 67.8 50.3 1,500
7 Mtambo Mtambo |Mpanda 17 13.5 2,000
8 Lumeme Lumeme |Mbinga 301.2 1.31 4,200
9 Ngongi Ngongi |Ruvuma 270.7 1.09 3,100
10 Luwika Luwika |Mbamba bay 359.5 1.5 5,800
11 Mngaka Mngaka |Paradiso 15 7.64 900
12 Songwe Songwe |Idunda 75 1.5 720
13 Mngaka Mngaka |lipumba 25 4.424 870
14 Kiwira Kiwira Ibililo 20 10 1,350
15 Prison kiwira Natural Bridge 30 12 3,000
16 Kitewaka Kitewaka | Ludewa Township |50 9.884 4,200
17 litumba Ruhuhu |Litumbaku Hamba |8 59 4,000
18 Mtigalala Falla | Lukose |Kitonga 70 10 5,000
19 Kawa Kawa Kasanga/Ngorotwa | 65 0.3 130
20 jangala [jangala |Tandala 80 6 500

Table 12. Identified Potential River sites [Source REA-March 2010]
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5. Renewable energy technologies (existing and new) in Tanzania

Renewable energy technologies deployment in the country is at initial stages of
development, although it is not well quantified and well documented. The energy policy
focuses on renewable deployment on biomass, solar, micro, mini and small hydro power
plants and wind since it was felt that technologies for this energy sources could be
disseminated in short term. Geothermal, with existing potential of about 1,000 MW
exploitation is considered a long term option since the cost of its development is comparably
high.

The use of energy sources such as solar, biogas and LPG especially in the household sector
is still low. However, awareness is growing and it is anticipated that in near future its use
will increase. It is estimated that about 1.2 MWp of photovoltaic power has been installed in
the past three years for various power applications of which more than 35 percent of total
installed capacity is from solar home systems (SHSs). The average sales of equipment
relating to SHSs between 2000 and 2005 were about 500-600 PV systems per annum. The
trend of sales in recent years is growing fast.

5.1 Biogas technology

Recent studies show that, more than 6,000 domestic biogas plants have been built
countrywide for domestic and commercial applications. However, as these new
technologies get rolled out to more remote areas, especially biogas they invariably
encounter more isolated local cultures. For example in predominantly Muslim households it
is difficult to convince the community to use pig dung to generate energy. Studies have
revealed that pig dung is more efficient fuel than cow dung.

Hundred of tones of livestock dung across the country generated by cattle went unused
every year, adding to that for example, The National Ranching Company Ltd (NARCO),
has 10 ranches with about 33,000 animal units and proximity to around 55 Villages with a
total population of around 156,900 individuals, who are also engaged in the livestock
industry. With new innovations in more effective way bio-mass and bio-fuels, the
hundreds of tones of cow-dung left over on the grazing land is a resource which could
make a difference in the livelihood of the communities close to the ranches as a source of
energy and fuel.

The use of bio-gas will reduce deforestation which contributes to global warming, leads to
reduction in rains thus leading to low crops and vegetation growth and eventually
reduction in crop and livestock production.

Biogas is a cheap [source of energy] when compared to other sources because it uses
organic matter such as vegetables and animal waste. Bio gas turned into electricity will
improve the quality of life for communities within and around the ranches. Biogas
project helps to reduce waste, bacteria and waste odour and clean up the environment.
Bio gas based electricity could be linked with solar powered electricity as a hybrid
system in order to promote decentralized power systems and consequently enhance
energy security.

Dar es Salaam Institute of Technology (DIT) has developed a portable biogas plant made
from plastic containers which can be used by rural households. The scheme is shown in
Figure 4 and is cheap and affordable. Besides DIT, Small Industries Development
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Organisation (SIDO), GAMARTEC, VETA, and private enterprises are researching and
developing biogas plants for domestic and institution applications.

Fig. 4. A biogas plant using plastic containers (Source DIT R&PGS-2011)

Biogas is a feasible option for the domestic energy needs of Tanzania’s rural population and
offers the following socio-economic and environmental advantages

e provides a low cost energy sources for cooking and lighting

e improves sanitation in the home, farmyard and surrounding environment

¢ eliminate respiratory and eye diseases caused by indoor air pollution

e save time for women and children because they don’t need to collect firewood

e  create rural employment

e reduces greenhouse gas emission

¢ reduce deforestation

e  produces an effluent called bio-slurry which is an excellent organic fertilizer

5.1.1 Improved stove technology

Tanzania has about 35 million hectares of forests; of which about 38 percent of total land
areas (13 million hectares) are protected forest reserves and the remaining 62 percent are
forests on public land in village areas that are under pressure from human activities
including harvesting for energy. Forest and trees in farmlands contribute to wood fuel
supply. However, supply of wood fuel is declining rapidly in the country causing scarcity of
energy to rural and semi-urban low-income families and environmental degradation in
areas where harvesting of wood fuel exceeds the growing stock potential.
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Much of the research and development work carried out on biomass technologies to serve

the rural areas has been based on improvement of available traditional stoves. This was

initially in response to the threat of deforestation but has been focused on the needs of

women to reduce fuel collection time and improve the kitchen environment by smoke

removal.

There have been many approaches to stoves improvement, some carried out by local

institutions, individuals and others as part of wider programmes run by international

organisations.

Some of the features considered in improving the stoves include:

¢ Anenclosed fire to retain the heat

e  Careful design of pot holder to maximise the heat transfer from the fire to pot

¢  Baffle to create turbulence and hence improve heat transfer

e  Dampers to control and optimise the air flow

e A ceramic insert to minimise the rate of heat loss

e A grate to allow for variety of fuel to be used and ash to be removed

e  Metal casing to give strength and durability

e Multi pot system to maximise heat use and allow several pots to be heated
simultaneously

Designs of stoves depend on the form of biomass providing energy. Improving a stove

design is a complex procedure which needs a broad understanding of many issues.

Involving users in the design is essential for a thorough understanding of the user’s needs

and requirements of the stove. The stove is not merely an appliance of heating food, but in

rural context is often acts as a social focus; a means of lighting and space heating. Tar from

the fire can help to protect a thatched roof, and the smoke can keep out insects and other

pets. Hence, cooking habits need to be considered as well as the lifestyle of the users.

Fuels with improved designs of stoves include firewood, charcoal and sawdust. Based on

the assessment conducted, it has been established that there are difference between stoves

used in rural, urban and institutions or commercial ventures. Use of firewood is

predominant in the rural areas and as one travels into the urban areas there is a shift to

charcoal.

It was established during the assessment that stoves in use in rural areas are normally

adaptable to using more than one form of biomass such as wood and agricultural wastes.

Firewood is used widely in the rural areas. The traditional firewood stoves used in rural

areas is normally at no cost to the user and these stoves have a lot of inefficiencies. One

stove fits any size of pot and the intensity of fire is controlled by adding or removing fuel

from the stove. The fuel i.e. firewood is not bought but collected free of charge from the

forest or farms. Urban stoves are normally single fuel devices. Charcoal is a very important

fuel for urban areas and is usually purchased rather than collected.

Improved stoves designs in the country to date are usually targeted to urban dwellers. This

has been probably been due to the higher income levels of this group of people. Hence,

improved charcoal stoves are widely disseminated stoves technology. Improved charcoal

stoves are highly efficient stoves that save fuel and money because the heat to be lost is

minimized by some insulation included in the design. These stoves can save about 35%-40%

charcoal over traditional stoves.

Sawdust stove designs are also finding their way into the market especially in small

business enterprises called “Nyama Choma” or meat roasting in the urban areas. There are
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some few problems that would need to be addressed in order to make the technology
popular in the country.

Improved stove technology focuses on improving firewood consumption. In the long run it
aims at reducing carbon dioxide emission and indoor air pollution, reducing workload to
women and children and conserving forest resources. The overall aim of the project is to
improve thermal performance of the woodfuel stoves in rural areas

Other benefits are income generation opportunities especially to village technicians. Stove
improvement technology adds value on indigenous technology that uses indigenous fuel
resources and material. Improved stove technology project is designed to start with small
models that can be replicated in the whole country. The project will relate to construction of
the efficient stoves and imparting knowledge on proper management of woodfuels.
Amongst of the improved stove is “Jiko Mbono” shown in Figure 5. The stove is a Top-Lit-
UpDraft (TLUP) gasification stove with natural draft air supply. The stove can use Jatropha
seeds directly instead of Jatropha oil.

Fig. 5. Jiko Mbono Underdevelopment (Source DIT R&PGS-2011)

Timber and manufacturing industries in the country generate a lot of sawdust (shown in
Figure 6). The sawdust can be used as a renewable source of technology. Sawdust stoves
have been developed as can be seen in Figure 7. The stoves are cheap and affordable and
can be used in both semi-urban and urban areas. The sawdust stoves are expected to be
popular in future.
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Fig. 6. Sawdust accumulation at one of Timber Processing Industry in Tanzania

5.2 Solar Technology

Over several past decades, new commercial industries have been established for an
assortment of solar energy technologies, demonstrating schemes with wide variations of
success. The SHSs system components are usually imported through various private sector
initiatives. The common PV applications in the country are household lighting,
telecommunication, vaccine refrigeration in rural and semi-urban areas, powering electronic
accessories e.g. radios, TVs, computers etc, etc. water pumping, powering schools and
health centres and rural dispensaries.

Dar es Salaam Institute of Technology (DIT) has developed a high power solar thermal
system based on parabolic concentrator Heliostat. The scheme is cheap to construct and can
be used by institutions in the country. The system is capable of concentrating 20 kW per unit
Heliostat. The unit can be cascaded to a very high power station. A parabolic concentrator is
given in Figure 8

5.3 Wind Technology

Based on Mmasi, Lujara and Mfinanga [Mmasi et al, 2001] on wind energy potential in
Tanzania, wind resources are expressed in wind power classes ranging from class 1 to class
7, with each class representing a range of mean wind power density or equivalent speed at
specified height above the ground. In this aspect, Mtwara, Dar es Salaam, Pwani, Tanga,
Kigoma, Kagera, Singida, Dodoma, Tabora, Shinyanga, Morogoro, and part of Southern
Arusha are suitable areas for future generation of electricity using wind as the source of
energy.
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Fig. 8. A Parabolic Concentrator Heliostat (Source DIT-R&PGS-2011)
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5.4 Domestic waste technology

Household wastes can also be used as source input in generating a closed system steam
known as electrical generator from a local kitchen. Small scale electrical generator capable of
utilising wood stove waste heat has been developed by DIT. It is anticipated that the system
will find market in the future. Figure 9 shows the 3D concept of the steam-electrical
generator.

5.5 Cogeneration technology

There is few biomass based-co-generation plants in the country. These include sugar
processing plants: Tanganyika Planting Company (TPC), Kilombero Sugar Company (KSC),
Mtibwa Sugar Estates (MSE) and Kagera Sugar Company, Tanwat (Tanning) and Sao Hill
Sawmill have waste that can be used in generating electricity. Table 13 shows electricity
generated from cogeneration technology.

Fig. 9. The 3D Concept of the Steam -Electrical Generator Prototype (Source DIT R&PGS-
2011)

The highlighted technologies have the potential to contribute to rural energy electrification
in the country in the near future. Some of the technologies are still under development.
Wind and solar technologies are already in application. These technologies need
improvement. Tertiary, higher learning institutions and research centres in the county have
the role of improving these technologies.

S/No | Plant Name Main Resource Region Capacity [MW]
1 TANWAT Biomass Njoluma 2.7

2 TPC Biomass (Bagasse) Kilimanjaro |20

3 Sao Hill Biomass(Saw Dust) Iringa 16

4 Ngomeni Biomass (Sisal Waste) | Tanga 0.5

5 Mwenga Biomass (Sisal waste) |Tanga 3.36

Table 13. Electricity Generated from Cogeneration Technology (Source: MEM 2011)
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With all of the technologies already in place and some underdevelopment, there are still many
challenges and barriers that need attention. Some of the barriers are presented in section 6.

6. Barriers to promoting renewable energy technologies in Tanzania

Renewable energy technologies are still perceived as “niche” energy resources by many
Tanzanian. Barriers to their enhancement and development are on all levels i.e. cognitive,
perceptual, policy attitudes and in the economic sphere. Renewable energy technologies
are perceived by many Tanzanian as complementary energy not main, hence, still in the
learning curve phase in their developments. They are viewed as relatively new, not
sufficiently field proven, somehow expensive to purchase, to install and to maintain. They
are often viewed as small, dispersed resources, of unstable output, and incapable of
providing sustainable energy for the future. They lack base expertise, information on cost
is imprecise and thus there are high impediments to possible capital investment.

The economic barriers are both real and perceived. The real economic barrier is influenced
by unfair competition from fossil-fuels or conventional energy sources. Economically,
renewable energy technologies project suffers from high up-front capital requirements, high
interconnection costs, and lack of financing mechanisms from financial institutions e.g.
commercial banks, etc. Financial institutions in Tanzania still perceive investment in
development of renewable energy technologies as high economic risk; their entire economic
structure is viewed as poor, with long amortization.

The general barriers for development of renewable energy technologies are summarized
according to resources as follows:

6.1 Biomass

e Dispersed form of energy,

e  Variety of technological solutions

e  Competition from higher value applications

¢  Not sufficiently mature, therefore, risk to investors

¢ Difficult due to collection in some areas and transportation

e In case of Bioenergy, it is land-intensive

¢ Low load factors, hence it tends to increase energy system costs
¢ Minor influence on Tanzanian energy supply

e  Not modern enough for mass utilization

6.2 Wind

¢  Uncompetitive technology in the short and medium run

e Lack of good wind conditions i.e. speed in many part of the country

e Lack of financial resources to finance research and development of wind turbine in the
country

e Lack of human resources for servicing and maintenance after installation of the system

6.3 Geothermal

¢ Dirilling technology difficulties

¢  High up-front investment

e  Resource handling problems such as resource depletion, corrosion, etc
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Financing constraints due to high up-front costs
Competition from fossil fuel power plant

6.4 Solar

Low energy density in some areas in the country
Resource available only during daytime

Sensible to atmospheric and weather fluctuations
Higher cost of Solar PV

High capital cost

Long payback periods

Grid connection issues

Storage issues

High cost of storage solutions

Hazardous materials in PV systems (battery) etc
Lack of financial capability to subsidise solar energy projects

6.5 Industrial heat recovery power

1.

w

I3

Lack of awareness of this unused form of renewable energy in manufacturing and
processing industries

Not included in government energy master plan

Unawareness of waste heat potential for power generation in the country

Perception as nuisance not convergent with the basic function of manufacturing and
processing process of the mills or factory

Fear of damage caused to the production process

No environmental credits given for waste heat power generation from waste heat by
the government

Financing constraints because of high up-front costs

Lack of interest in using the waste heat potential for generation of electricity

Preference for external solutions such as diesel generator applications, etc.

7. Recommended actions to remove barriers to promoting renewable energy
technologies

Development of effective public awareness and promotion programs that depend
mainly on market surveys and studies and concentrate on media in particular television
programmes and newspapers.

Allowing systems and spare parts of the developed technologies to be available in shops.
Establishment of maintenance centres.

Demonstrating developed technologies can be presented in international trade fairs,
engineering conferences, municipals and city councils, big factories etc.

Establish incentive mechanisms innovators and developers.

Encourage local manufacturing companies to manufacture the systems.

Form federation, union or society which bring together representatives of users,
companies, financial sources, policy makers and researchers in order to coordinate
efforts in using the developed technologies.
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e  Establish credit mechanism to finance prospective technologies.

¢  Establish a programme or mechanism to solve the problem of already installed systems.
The programme should include some mechanism for informing the user about the
systems and their regular duties.

e  Setting up coordinating committee for planning and implementing the action plan to
acceptable technologies.

e Strengthening the cooperation between the concern ministry, authorities, institutions
and organisations involving them in the national action on renewable energy
technologies.

e  Setting rules and legislation for quality assurance, standardisation and certification for
all renewable energy technologies components and systems.

e Development of effective public awareness and promotion programmes such as
demonstrating systems, some printed materials (leaflets, brochures etc) training
courses, seminars, presentations and workshops for targeted users, small-scale
laboratories in schools, technical colleges and universities.

8. Social impact of renewable energy technologies in sustainable
development

Renewable energy resources and technologies can serve as one of the key drivers for rural

development in the country in a number of ways in:

¢  Enhancing local micro-economic development in agriculture, manufacturing, and small
industries

e Providing vital economic generating activities in the rural areas such as water pumping,
battery charging, lighting schools, ICT development, crop drying, milk refrigeration,
drug refrigeration, and ice making in semi-urban areas.

¢ Improving human development such as accessibility to modern education, internet, and
improve health services, etc.

¢ Helping to lower the pace of migration of young people to overcrowded municipalities
and cities.

e  Preventing social unrest in particular to young people
e  Poverty alleviation
Renewable energy technologies for rural and semi-urban electrification is more sustainable;
suitable for supplying geographically dispersed villages by means of distributed energy
often without relying on a national grid. Grid connection to remote and dispersed villages is
expensive and technically difficult; therefore, local mini-grids developed from renewable
energy sources can be established and serve the purpose of rural electrification either as
stand lone power generating unit for a particular village or interconnected with other village
generating unit. In this way:

e Biomass. The majority of the rural population in Tanzania relies on traditional biomass
to meet their cooking and heating needs. The challenge is to ensure more efficient and
sustainable use of biomass for heat extraction, cooking and generation of electricity
instead of using raw biomass.

e Solar PV systems can be widely used in poverty alleviation projects for electrification of
remote underdeveloped areas.
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¢  Wind turbine can provide modern, clean, sustainable and economical energy for remote
village areas, either via local mini-grids or as stand -alone option.

e  Mini-hydro power plants can provide modern, clean and sustainable and economical
energy.

¢  Geothermal energy can provide sustainable continuous energy, independent of weather
conditions.

Poverty alleviation objective in the country focuses on rural areas. Hence, development of

renewable energy technologies and infrastructure can effectively contribute to poverty

alleviation in the coming years.

9. Distribution generation

Dondi et al (2002) defined distributed generation as a small source of electrical power
generation or storage ranging from less than a kW to tens of MW that is not a part of large
central power system and is located close to the consumer (load). Chambers (2001) also
defined distributed generation as a relatively small generation units of 80 MW or less.
According to Chambers, these units are sited at or near customer sites to meet specific
customer needs, to support economic operation of the distribution grid or both. The two
definitions assume that distributed generation units are connected to the distribution
network. It is clear that the two definitions give or allow a wide range of possible generation
schemes. So, the definitions allow the inclusion of larger scale generation units or large wind
farms, landfills, etc connected to the transmission grid, others put the focus on small-scale
generation units connected to the distribution grid. Nevertheless, all the definitions suggest
that at least the small scale generation units connected to the distribution grid are to be
considered as part of distribution generation. Moreover, generation units installed close to
the customer (load) or at the customer side of the meter are also commonly identified as
distributed generation.

Ackerman et al (2001) precisely defined distributed generation in terms of connection and
location rather than in terms of generation capacity. They defined a distributed generation
source as an electrical power generation source connected directly to the distribution
network or on the customer side of the meter. The definition is adopted in this chapter even
though it is rather broader. The definition does not put limit or technology or capacity of the
potential distributed generation application. It suits the Tanzanian condition when referring
to renewable resources the country has.

Distribution generation is a latest trend in the generation of electrical power. The distributed
energy resource concept allows consumers who are generating electricity for their own
needs to send surplus electrical power back into the power grid or share excess electricity
via a distributed grid. Distributed generation system can be divided in two segments, as
shown in Figure 10. The segments include:

e  Combined heat and power

¢ Renewable energy resources

Combined heat and power (CHP) is the use of a power generator to simultaneously
generate both heat and electricity. The method is new in the country, but can be applied at
Mufindi Paper Mills (MPM) where the paper machines generate enough back pressure
which is useful in electricity generation.



70 Renewable Energy — Trends and Applications

Renewable energy resources (RER) capture their existing flow of energy, from on-going
natural processes such as solar, wind, small hydro and biological processes. The two
segments are the main component in implementation of distributed generation in the
country and can accelerate rural electrification, hence improving accessibility of Tanzanian
to modern energy and spur sustainable development.

Distributed generation could serve as a substitute for investment in transmission and
distribution capacity or as a bypass for transmission and distribution costs. Distributed
generation could result in cost savings in transmission and distribution of about 30% of
electricity cost compared to the cost incurred by TANESCO in electrifying rural areas.
Distributed generation can substitute for investments in transmission and distribution
capacity. It can be used as an alternative to connecting a customer to the grid in a stand
alone application. Furthermore, well selected distributed generation from the resources the
country has can contribute in reducing national grid losses.

Distributed generation can contribute in the provision of ancillary services. These include
services necessary to maintain a sustained and stable operation of the national grid. For
instance to stabilize a dropping frequency due to a sudden under capacity such as power
plant switching off due to technical problems or excess demand.

Installing distributed generation schemes will allow the exploitation of cheap fuel
resources available in the country. For example in the proximity of landfills resources,
distributed generated units could burn landfill gases. Also, biomass resources may be
envisaged.

Distributed Energy Resources

Combined Heat and Power Renewable Energy Resources

Fig. 10. Split up of Distributed Energy Sources

Increased environmental concern induces an increase interest in distributed generation
application worldwide, also in innovations in the appropriate technologies. Nevertheless,
the economic as well as technical challenge will be to optimally integrate the distributed
generation units in the electricity system available in the country that up to now has been
very centralized. The challenges emanating from application of distributed generation in
the country is a blessing as more opportunities to engineers and researcher in
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investigating new and affordable means of integrating distribution generation in the
national grid.

10. Discussion

A suite of off-grid renewable energy technologies such as solar home systems, biogas cook
stove and either mini or small hydropower plants can deliver energy services to rural
households most cost effective than national grid, without relying on expensive and polluting
fuels. These Renewable Energy Systems are making inroads in some regions worldwide. But
assessments on how they perform often neglect local realities.

In conducting the reviews, it has been revealed that cultural attitudes and social
expectations can prevent the use of renewable energy technology applications as
significantly.

11. Conclusion

The great challenge in Tanzania with regards to provision of modern energy i.e. electricity is
found in the rural areas. Rural area development should be the overall priority in the energy
access challenge, with the focus on increasing investment from government and private
sector as well as assistance from development partners. Greater effort should be made to
promote renewable energy technologies and energy resources available in the country.
Tanzania is rich in renewable energy resources; however, due to lack of financial resources,
wood fuel and human physical power will continue to be the main source of energy in most
rural areas of the country. In order to bring sustainable rural development, it is crucial that
long term efforts scaled up to facilitate access to modern energy services in rural areas by
employing renewable energy technologies. Rural areas of Tanzania need to use more
modern energy services if poverty is to be made history. More modern energy is required to
increase and improve production of value added goods and services in rural areas and this
can be generated by new and improved renewable energy technologies.

The generation and use of modern energy in the country is a problem of capital and
technology, not energy resources. It is a question of whether or not adequate capital and
technology would be availed to develop the available renewable energy resources. Hence,
the government, development partners and private sector, need to urgently avail the
necessary capital to develop and generate own energy from the available renewable energy
resources. At the same time, engineers, technologist and private firms corporate in research
and development of technologies suitable for the country. The approach will bring positive
economic performance and sustainability.

12. Recommendation

It is recommended that for all abundant renewable resources existing in the country and the
available renewable energy technologies together will play a major role in the provision of
affordable modern energy to rural areas. However, the following issues should be
addressed:

¢ Reduce the initial high cost of implementing renewable energy projects

e  Promote relevant research and development in renewable energy technologies
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¢ Disseminate the available renewable energy technologies to the public

e The use of Biogas digesters and sawdust stove should be popularized, by the
government. Research centres in the country should be encouraged to design effective
digesters as this will help utilize the energy stored in cow dung.

e Energy stored in wind can be tapped and used for pumping water and electricity
generation using wind. The government must work in collaboration with experts in this
field to built sufficient wind mill to alleviate the energy problem.

¢ Tanzania has enough coal deposit. The use of coal oven should be highly encouraged as
this will solve the energy needs of the rural dwellers.

e  Establish energy data bank that will be a model for addressing nation’s energy needs.

e Develop local capacity on use of renewable energy technologies.

¢ Introduce and application of distributed generation, which could serve as a substitute
for investments in transmission and distribution capacity.

13. Indexes

Calorific value conversion factors for wood fuel (firewood) at final user level
1 kg of firewood = 13.8 MJ

1 kg of charcoal = 30.8 MJ

1 md of solid wood = 0.725 Tonne

1 m3 of wood = 10,000G]

1kWh = 3.6 MJ

1 Tonne of fibre of sisal produces 25 tonnes of residue

1 Tonne of sugar produces 5 tonnes of bagasse

Energy content of wood fuel (air dry, 20% moisture) =15GJ/t

Energy content of Agricultural residue (range due to moisture content) = 10-17GJ/t
Energy cost: 1 GJ costs U$ 0.95

4 kg of Jatropha beans = 1 litre of biodiesel

10 tonnes of Jatropha beans 2,500 litres of biodiesel

14. Abbreviation

DRC Democratic Republic of Congo

TANESCO Tanzania Electricity Supply Company Limited
MW MegaWatt

EWURA Energy, Water Utilities Regulatory Authority
NEP National Energy Policy

RE Renewable Energy

RT Renewable Technologies

R&D Research and Development

REA Rural Energy Agency

REF Renewable Energy Fund

PSMP Power Sector Master Plan

kw kilowatt

IHRP Industrial Heat Recovery Power

DIT Dar es Salaam Institute of Technology

R&PGS Research and Postgraduate Studies
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SHS Solar Home Systems

NARCO National Ranching Company Limited

SIDO Small Industrial Development Organization
VETA Vocational Education Training Authority
TLUP Top-Lit Up Draft

TPC Tanganyika Planting Company

KSCL Kagera Sugar Company Limited

KSsC Kagera Sugar Company

MSE Mtibwa Sugar Estate

TANWAT Tanganyika Wattle Company

ICT Information and Communication Technology
CHP Combined Heat and Power

MPM Mufindi Paper Mills

RER Renewable Energy Resources

CAMARTEC  Centre for Agricultural Mechanisation and Rural Technology
IT Information Technology

URT United Republic of Tanzania

FAO Food and Agriculture Organization

UNDP United Nations Development Programme
SIDA Swedish International Development Agency
TaTEDO Tanzania Traditional Energy Development and Environment Organization
IPPs Independent Power Producers

EC European Commission

IEEE Institution of Electrical & Electronics Engineers
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Smart Dispatch and Demand Forecasting for
Large Grid Operations with Integrated
Renewable Resources

Kwok W. Cheung
Alstom Grid Inc.
USA

1. Introduction

The restructured electric power industry has brought new challenges and concerns for
the secured operation of stressed power systems. As renewable energy resources,
distributed generation, and demand response become significant portions of overall
generation resource mix, smarter or more intelligent system dispatch technology is
needed to cope with new categories of uncertainty associated with those new energy
resources. The need for a new dispatch system to better handle the uncertainty
introduced by the increasing number of new energy resources becomes more and more
inevitable.

In North America, almost all Regional Transmission Organizations (RTO) such as PJM,
Midwest ISO, ISO New England, California ISO or ERCOT, are fundamentally reliant on
wholesale market mechanism to optimally dispatch energy and ancillary services of
generation resources to reliably serve the load in large geographical regions. Traditionally,
the real-time dispatch problem is solved as a linear programming or a mixed integer
programming problem assuming absolute certainty of system input parameters and there is
very little account of system robustness other than classical system reserve modeling. The
next generation of dispatch system is being designed to provide dispatchers with the
capability to manage uncertainty of power systems more explicitly.

The uncertainty of generation requirements for maintaining system balancing has been
growing significantly due to the penetration of renewable energy resources such as wind
power. To deal with such uncertainty, RTO’s require not only more accurate demand
forecasting for longer-term prediction beyond real-time, but also demand forecasting with
confidence intervals.

This chapter addresses the challenges of smart grid from a generation dispatch
perspective. Various aspects of integration of renewable resources to power grids will be
discussed. The framework of Smart Dispatch will be proposed. This chapter highlights
some advanced demand forecasting techniques such as wavelet transform and composite
forecasting for more accurate demand forecasting that takes renewable forecasting into
consideration. A new dispatch system to provide system operators with look-ahead
capability and robust dispatch solution to cope with uncertain intermittent resources is
presented.
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2. Challenges of smart grid

In recent years, energy systems whether in developed or emerging economies are
undergoing changes due to the emphasis of renewable resources. This is leading to a
profound transition from the current centralized infrastructure towards the massive
introduction of distributed generation, responsive/controllable demand and active network
management throughout the smart grid ecosystem as shown in Figure 1. Unlike
conventional generation resources, outputs of many of renewable resources do not follow
traditional generation/load correlation but have strong dependencies on weather
conditions, which from a system prospective are posing new challenges associated with the
monitoring and controllability of the demand-supply balance. As distributed generations,
demand response and renewable energy resources become significant portions of overall
system installed capacity, a smarter dispatch system for generation resources is required to
cope with the new uncertainties being introduced by the new resources.

One method to cope with uncertainties is to create a better predictive model (Cheung et al.,
2010, 2009). This includes better modeling of transmission constraints, better modeling of
resource characteristics including capacity limits and ramp rates, more accurate demand
forecasting and external transaction schedule forecasting that ultimately result in a more
accurate prediction of generation pattern and system conditions. Another method to cope
with uncertainties is to address the robustness of dispatch solutions (Rios-Zalapa et al.,
2010). Optimality or even feasibility of dispatch solutions could be very sensitive to system
uncertainties. Reserve requirements and “n-1” contingency analysis are traditional ways to
ensure certain robustness of a given system. Scenario-based (Monte-Carlo) simulation is
another common technique for assessing economic or reliability impact with respect to
uncertainties such as renewable energy forecast. These methods and techniques are
necessary as the industry integrates renewable energy resources into the power grid.

2.1 Renewable energy grid integration

Like any other form of generation, renewable resources such as wind or solar power will
have an impact on power system reserves and will also contribute to a reduction in fuel
usage and emissions. In particular, the impact of wind power not only depends on the wind
power penetration level, but also on the power system size, geographical area, generation
capacity mix, the degree of interconnection to neighboring systems and load variations.
Some of the major challenges of renewable energy integration need to be addressed in the
following main areas:

¢ Design and operation of the power system

e  Grid infrastructure

¢  Connection requirements for renewable power plants

e System adequacy and the security of supply

¢  Electricity market design

With increasing penetration and reliance on renewable resources have come heightened
operational concerns over maintaining system balance. Ancillary services, such as operating
reserves, imbalance energy, and frequency regulation, are necessary to support renewable
energy integration, particularly the integration of intermittent resources (Chuang &
Schwaegerl, 2009). Without supporting ancillary services, increased risk to system imbalance is
introduced by the uncertainty of renewable generation availability, especially in systems with
significant penetration of resources powered by intermittent supply, such as wind and solar.
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For the purposes of balancing, the qualities of wind energy must be analyzed in a directly
comparable way to that adopted for conventional plants. Balancing solutions involve mostly
existing conventional generation units (thermal and hydro). In future developments of
power systems, increased flexibility should be encouraged as a major design principle
(flexible generation, demand side management, interconnections, storage etc.), in order to
manage the increased variability induced by renewable resources. Market design issues
such as gate-closure times should be reduced for variable output technologies. The real-time
or balance market rules must be adjusted to improve accuracy of forecasts and enable
temporal and spatial aggregation of wind power output forecasts. Curtailment of wind
power production should be managed according to least-cost principles from an overall
system point of view.

Fig. 1. Smart Grid Ecosystem
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3. Smart dispatch of generation resources

Smart dispatch (SD) represents a new era of economic dispatch. In general, economic
dispatch is about the operation of generation facilities to produce energy at the lowest cost
to reliably serve consumers, recognizing any operational limits of generation and
transmission facilities. The problem of economic dispatch and its solutions have evolved
over the years.

3.1 Evolution of economic dispatch

The evolution timeline of economic dispatch could be divided into the following three major

periods:

1. Classical dispatch [1970’s - 1990’s] (Wood & Wollenberg, 1996)

2. Market-based dispatch [1990's - 2010’s] (Schweppe et al., 1998; Ma et al., 1999; Chow et
al., 2005)

3. Smart dispatch [2010’s - ] (Cheung et al., 2009)

3.1.1 Classical dispatch

Since the birth of control center’s energy management system, classical dispatch monitors
load, generation and interchange (imports/exports) to ensure balance of supply and
demand. It also maintains system frequency during dispatch according to some regulatory
standards, using Automatic Generation Control (AGC) to change generation dispatch as
needed. It monitors hourly dispatch schedules to ensure that dispatch for the next hour will
be in balance. Classical dispatch also monitors flows on transmission system. It keeps
transmission flows within reliability limits, keeps voltage levels within reliability ranges and
takes corrective action, when needed, by limiting new power flow schedules, curtailing
existing power flow schedules, changing the dispatch or shedding load. The latter set of
monitoring and control functions is typically performed by the transmission operator.
Traditionally, generation scheduling/dispatch and grid security are separate independent
tasks within control centers. Other than some ad hoc analysis, classical dispatch typical only
addresses the real-time condition without much consideration of scenarios in the past or the
future.

3.1.2 Market-based dispatch

Ensuring reliability of the physical power system is no longer the only responsibility for the
RTO/ISOs. A lot of the RTOs/ISOs are also responsible for operating wholesale electricity
markets. An electricity market in which the ISO or RTO functions both as the “system
operator” for reliability coordination and the “market operator” for establishing market
prices allows commercial freedom and centralized economic and reliability coordination to
co-exist harmoniously (Figure 2). To facilitate market transparency and to ensure reliability
of the physical power system, an optimization-based framework is used to provide an
Taking advantage of the mathematical rigor contained in formal optimization methodology,
the rules are likely to be more consistent, and thus more defensible against challenges that
effective context for defining comprehensive rules for scheduling, pricing, and dispatching.
invariably arise in any market.

Congestion management via the mechanism of locational marginal pricing (LMP) becomes
an integral part of design of many wholesale electricity markets throughout the world and
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security-constrained economic dispatch (SCED) becomes a critical application to ensure the
transmission constraints are respected while generation resources are being dispatched
economically. The other important aspect of market-based dispatch is the size of the
dispatch system. A typical system like PJM or Midwest ISO is usually more than 100GW of
installed capacity. Advances in mathematical algorithms and computer technology really
make the near real-time dispatch and commitment decisions a reality.
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Fig. 2. Dual functions of RTO/ISO and dual solutions of SCED

3.1.3 Smart dispatch

Smart dispatch (SD) is envisioned to be the next generation of resource dispatch solution
particularly designed for operating in the smart grid environment (Cheung et al., 2009). The
“smartness” of this new era of dispatch is to be able to manage highly distributed and active
generation/demand resources in a direct or indirect manner. With the introduction of
distributed energy resources such as renewable generations, PHEVs (Plug-in Hybrid Electric
Vehicles) and demand response, the power grid will need to face the extra challenges in the
following areas:

¢  Energy balancing

¢  Reliability assessment

¢ Renewable generation forecasting

¢  Demand forecasting

¢  Ancillary services procurement

e Distributed energy resource modeling

A lot of the new challenges are due to the uncertainties associated with the new
resources/devices that will ultimately impact both system reliability and power economics.
When compared to the classical dispatch which only deals with a particular scenario for a
single time point, smart dispatch addresses a spectrum of scenarios for a specified time
period (Figure 3). Thus the expansion in time and scenarios for SD makes the problem of SD
itself pretty challenging from both a computational perspective and a user interface
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perspective. For example, effective presentation of multi-dimensional data to help system
operators better visualize the system is very important. Beside a forward-looking view for
system operators, SD should also allow after-the-fact analysis. System analysts should be
able to analyze historical data systematically and efficiently, establish dispatch performance
measures, perform root-cause analysis and evaluate corrective actions, if necessary. SD will
become an evolving platform to allow RTOs/ISOs to make sound dispatch decisions.

* B &
3
+ — +
. = Time
W Clzesical Dispaich l Y
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Fig. 3. Time and Scenario Dimensions in Smart Dispatch

3.2 Framework of smart dispatch

The objective of this section is to reveal the proposed framework of Smart Dispatch. The
framework outlines the basic core SD functions for RTOs/ISOs operating in the smart grid
environment. Some of the functional highlights and differentiations from classical dispatch
are:

e Extension for price-based, distributed, less predictable resources

e Active, dynamic demand

¢  Modeling parameter adaptation

¢ Congestion management with security constrained optimization

¢ Continuum from forward scheduling to real-time dispatch

¢  Extension for dynamic, multi-island operation in emergency & restoration

e After-the-fact analysis for root-cause impacts and process re-engineering

One major core functions of Smart Dispatch is called Generation Control Application (GCA)
which aims at enhancing operators’ decision making process under changing system
conditions (load, generation, interchanges, transmission constraints, etc.) in near real-time.
GCA is composed of several distinct elements (Figure 4):

¢  Multi-stage Resource Scheduling Process (SKED 1,2&3)

¢  Comprehensive Operating Plan (COP)

e Adaptive Model Management
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The multi-stage resource scheduling (SKED) process is security constrained unit
commitment and economic dispatch sequences with different look-ahead periods (e.g. 6
hours, 2 hours and 20 minutes) updating resource schedules at different cycle frequencies
(e.g. 5min, 15min or hourly). The results of each stage form progressively refined regions
that guide the dispatching decision space of the subsequent stages. Various SKED cycles are
coordinated through the so-called Comprehensive Operating Plan (COP).
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Fig. 4. Smart Dispatch Framework

COP is a central repository of various kinds of scheduling data to and from a certain class of
power system applications. COP presents a comprehensive, synchronized and more
harmonized view of scheduling data to various applications related to power system
operations. The class of scheduling data of interest includes the followings:

e  Resource (renewable/non-renewable) MW schedule

¢  Demand forecast

e  Outage schedule

e Transaction and interchange schedule

¢  Transmission constraint limit schedule

e  Reserve and regulation requirement schedule

¢ Resource characteristics schedule
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COP also contains comprehensive summary information. Summary information could be
rollups from a raw data at a lower level (e.g. resource level) according to some pre-defined
system structures.
Adaptive Model Management as shown in Figure 4 consists of two parts: Advanced
Constraint Modeling (ACM) and Adaptive Generator Modeling (AGM). ACM will use
intelligent methods to preprocess transmission constraints based on historical and current
network conditions, load forecasts, and other key parameters. It should also have ability to
achieve smoother transmission constraint binding in time. AGM will provide other GCA
components with information related to specific generator operational characteristics and
performances. The resource “profiles” may contain parameters such as ramp rate, operating
bands, predicted response per MW of requested change, high and low operating limits, etc.
Another major core functions of Smart Dispatch is After-the Fact Analysis (AFA). AFA aims
at providing a framework to conduct forensic analysis. AFA is a decision-support tool to:
a. Identify root cause impacts and process re-engineering.
b. Systematically analyze dispatch results based on comparison of actual dispatches with
idealized scenarios.
c. Provide quantitative and qualitative measures for financial, physical or security impacts
on system dispatch due to system events and/or conditions.
One special use case of AFA is the so-called “Perfect Dispatch” (PD). The idea of PD was
originated by PJM (Gisin et al., 2010). PD calculates the hypothetical least bid production
cost commitment and dispatch, achievable only if all system conditions were known and
controllable. PD could then be used to establish an objective measure of RTO/TSO'’s
performance (mean of % savings, variance of % savings) in dispatching the system in the
most efficient manner possible by evaluating the potential production cost saving derived
from the PD solutions.
Demand forecast is a very crucial input to GCA. The accuracy of it very much impacts
market efficiency and system reliability. The following is devoted to discuss some recent
advances in techniques of demand forecasting.

4. Demand forecast

Demand or load forecasting is very essential for reliable power system operations and

market system operations. It determines the amount of system load against which real-time

dispatch and day-ahead scheduling functions need to balance in different time horizon.

Demand forecasting typically provides forecasts for three different time frames:

1. Short-Term (STLF): Next 60-120 minutes by 5-minute increments.

2. Mid-Term (MTLF): Next n days (n can be any value from 3-31), in intervals of one hour
or less (e.g., 60, 30, 20, 15 minute intervals).

3. Long-Term (LTLF): Next n years (n can be any value from 2-10), broken into one month
increments. The LTLF forecast is provided for three scenarios (pessimistic growth,
expected growth, and optimistic growth).

Demand forecasting play an increasingly important role in the restructured electricity market

and smart grid environment due to its impacts on market prices and market participants’

bidding behavior. In general, demand forecasting is a challenging subject in view of
complicated features of load and effective data gathering. With Demand Response being one
of the few near-term options for large-scale reduction of greenhouse gases, and fits
strategically with the drive toward clean energy technology such as wind and solar, advanced
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demand forecasting should effectively take the demand response features/characteristics and
the uncertainty of interimttent renewable generation into account.

Many load forecasting techniques including extrapolations, autoregressive model, similar
day methods, fuzzy logic, Kalman filters and artificial neural networks. The rest of section
will focus on the discussion of STLF which is a key input to near real-time generation
dispatch in market and system operations.

4.1 The uncertainty of demand forecast

The uncertainty for demand forecast is one of the most critical factors influencing the
uncertainty of generation requirements for system balancing (DOE, 2010). It is important to
note that wind generation has fairly strong positive correlation with electrical load in many
ways more than traditional dispatchable generation. As a result, it is viable to treat wind
generation as a negative load and incorporate its uncertainty analysis as part of the
uncertainty of demand forecast assuming transmission congestion is not an issue. Hence,
the concept of net demand has been employed in wind integration studies to assess the
impact of load and wind generation variability on the power system operations. Typically,
the net demand has been defined as the following:

Net demand = Total electrical load - Renewable generation + Net interchange

One practical approach can be used for the uncertainty modeling of demand forecast is
distribution fitting. Basically probability distributions are based on assumptions about a
specific standard form of random variables. Based on the standard distributions (e.g.
normal) and selected set of its parameters (e.g. mean g, standard deviation o), they assign
probability to the event that the random variable x takes on a specific, discrete value, or falls
within a specified range of continuous values. An example of the probability density
function PDF(x) (Meyer, 1970) of demand forecast is presented in Figure 5a. The cumulative
distribution function CDF(x) can then be defined as:

CDF (x) = [*_PDF (s)ds 1)

A confidence interval (CI) is a particular kind of interval estimate of a population parameter
such that the random parameter is expected to lie within a specific level of confidence. A
confidence interval in general is used to indicate the reliability of an estimate and how likely
the interval to contain the parameter is determined by the confidence level (CL). The CL of
confidence interval [DI, Dh] for demand forecast can be defined as:

CL(DL < x < Dh) = {CDF(Dh) — CDF(D1)} x 100% @)

Increasing the desired confidence level will widen the confidence interval being controlled
by parameters kI and k2 as shown in Figure 5. It is obvious that the size of uncertainty
ranges depends on the look-ahead time. In general for longer look-ahead periods, the
uncertainty range becomes larger. Figure 6 illustrates the time-dependent nature of
confidence intervals - cone of uncertainty for demand forecast.

4.2 Artificial neural network with wavelet transform
In the era of smart grid, the generation and load patterns, and more importantly, the way
people use electricity, will be fundamentally changed. With intermittent renewable
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generation, advanced metering infrastructure, dynamic pricing, intelligent appliances and
HVAC equipment, micro grids, and hybrid plug-in vehicles, etc., load forecasting with
uncertain factors in the future will be quite different from today. Therefore, effective STLF
are highly needed to consider the effects of smart grid.

Demand Forecast

D! Dm Dh
9 . . .
Low (u - k2%a) ™ High (u + k1%g)
\YIX//

Medium ()

Fig. 5. Probabilistic Uncertainty Model and Desired Confidence Interval for Demand
Forecast

Fig. 6. Confidence Intervals for Demand Forecast

Based on frequency domain analysis, the 5-minute load data have multiple frequency
components. They can be illustrated via power spectrum magnitude. Figure 7 shows a
typical power spectrum of actual load of a regional transmission organization. Note that the
power density spectrum can be divided into multiple frequency ranges.
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Fig. 7. A power spectrum density for 5-minute actual load

Neural networks have been widely used for load forecasting. They have been used for load
forecasting in era of smart grid (Amjady et al., 2010; Zhang et al., 2010). In particular, Chen
et al. have presented the method of similar day-based wavelet neural network approach
(Chen, et al., 2010). The key idea there was to select “similar day load” as the input load, use
wavelet decomposition to decompose the load into multiple components at different
frequencies, apply separate neural networks to capture the features of the forecast load at
individual frequencies, and then combine the results of the multiple neural networks to
form the final forecast (see Figure 9). In general, these methods used general neural
networks which adopted multilayer perception with the back-propagation training. There
are many wavelet decomposition techniques. Some recent techniques applying to load
forecasting are:

e  Daubechies 4 wavlet (Chen et al., 2010)

e Multiple-level wavelet (Guan et al., 2010)

e  Dual-tree M-band wavelet (Guan et al., 2011)

The Daubechies 4 (D4) wavelet is part of the family of orthogonal wavelets defining a
discrete wavelet transform that decomposes a series into a high frequency series and a low
frequency series. Multiple-level wavelet basically repeatedly applies D4 wavelet
decomposition to the low frequency component of its previous decomposition as shown in
Figure 8. Unlike D4 wavelet, Dual-tree M-band wavelet can selectively decompose a series
into specified frequency ranges which could be key design parameters for more effective
decomposition.
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In general, each (Neural Network) NN as shown in Figure 8 could be implemented as a
feed-forward neural network being described by the following equation:

Ly =f(t L, Lygo L)+ Epiq s ©)

where ¢ is time of day, [ is the time lead of the forecast, L, is the load component or relative
increment of the load component at time ¢t and &, represents a random load component.
The nonlinear function f is used to represent the nonlinear characteristics of a given neural
network.

4.3 Neural networks trained by hybrid kalman filters

Since back-propagation algorithm is a first-order gradient-based learning algorithm, neural
networks trained by such algorithm cannot produce the covariance matrix to construct
dynamic confidence interval for the load forecasting. Replacing back-propagation learning,
wavelet neural networks trained by hybrid Kalman filters are developed to forecast the load
of next hour in five-minute steps with small estimated confidence intervals.

If the NN input-output function was nearly linear, through linearization, NNs can be
trained with the extended Kalman filter (EKFNN) by treating weight as state (Singhal & Wu,
1989). To speed up the computation, EKF was extended to the decoupled EKF by ignoring
the interdependence of mutually exclusive groups of weights (Puskorius &Feldkamp, 1991).
The numerical stability and accuracy of decoupled EKF was further improved by U-D
factorization (Zhang & Luh, 2005). If the NN input-output function was highly nonlinear,
EKFNN may not be good since mean and covariance were propagated via linearization of
the underlying non-linear model. Unscented Kalman filter (Julier et al, 1995) was a potential
method, and NNs trained by unscented Kalman filter (UKFNN) showed a superior
performance. EKFNN was used to capture the feature of low frequency, and UKFNNSs for
those of higher frequency. Results are combined to form the final forecast.

To capture the near linear relation between the input and output of the NN for the low
component, a neural network trained by EKF is developed through treating the NN weight
as the state and desired output as the observation. The input-output observations for the
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model can be represented by the set {u(t), z(t+1)}, where u(t) = {uy, ..., uu}7 is a nux1 input
vector, and z(t+1) = z(t+1|t) = {z1, ...,zs}T is nzx1 a output vector. Correspondingly,
2(t+1)(= 73(t+1|t)) represents the estimation for measurement z(t+1). The formulation of

training NN through EKF (Zhang and Luh, 2005; Guan et al., 2010) can be described by state
and measurement functions:

w(t+1)=w(t)+e(t), (4a)

Z(t+1)=h(u(t),w(t +1))+o(t+1), (4b)

where hi(¢) is the input-output function of the network, &(f) and v(t) are the process and
measurement noises. The former is assumed to be white Gaussian noised with a zero mean
and a covariance matrix Q(f), whereas the latter is assumed to have a student t-distribution
with covariance matrix R(t). The weight vector w(t) has a dimension n,x1 and n, is
determined by numbers of inputs, hidden neurons and outputs:

nw=(nx+1)xnh +(nh+1)><nz‘ (5)

Using the input vector u(t), weight vector w(t) and output vector 2(t+1), EKFNN are
derived. Key steps of derivation for EKF (Bar-Shalom et al. 2001) are summarized:

Wt+1|t)=w(t|t), (6)

P(t+1]t)=P(t] 1) +Q(F), )

Z(t+118) =h(u(t),w(t+1]t)), 8)

S(t+1)=H(t+1)-P(t+1|t)-H(t+1)" +R(t+1), )

where  H(t+1) = (h(u,w0)/0w)|,myry (10)
w=w(t+1t)

K(t+1)=P(t+1|t)-Ht+1)" -St+1)" 11)

Wt+1|t+1)=(t+1] 1)+ K(E+1)-(2(t+1) - 2(t+1] 1)), (12)

P(t+1|t+1)=P(t+1|t)-K(t+1)-H(t+1)-P(t+1]t). (13)

where H(t+1) is the partial derivative of h(*) with respect to w(t) with dimension n,xny,
K(t+1) is the Kalman gain, P(t+1 | t) is the prior weight covariance matrix and is updated to
posterior weight covariance matrix P(t+1|¢+1) based on the Bayesian formula, and S(t+1) is
the measurement covariance matrix.

Let us denote z; (tT+1 |t)=2(t+1]t) and 67 (t+1)= S(t+1)-1,, -(1~~-1)T , where I, is the
unit matrix, (1---1)" is a vector with length of ny, 67(t+1) is the variance vector consists of
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the diagonal elements of S(t+1). Z; (t+1|t) and 67 (t+1) representing the low frequency
component of prediction and variance, respectively, will be used for the final load
prediction and confidence interval estimation. Corresponding medium frequency
components of 2, (t+1|t) and &},(t+1)and high frequency components of z (t+1|t)
and 7 (t+1) can be obtained via some UKFNN (Guan and et al., 2010).

4.4 Overall load forecasting and confidence interval estimation

To quantify forecasting accuracy, the confidence interval was obtained by using the neural
networks trained by hybrid Kalman filters. Within the wavelet neural network framework,
the covariance matrices of Kalman filters for individual frequency components contained
forecasting quality information of individual load components. When load components
were combined to form the overall forecast, the corresponding covariance matrices would
also be appropriately combined to provide accurate confidence intervals for the overall
prediction (Guan et al., 2010).

The overall load prediction is the sum of low component prediction z; , medium component
prediction Z,, and high component prediction Z;; because these components are orthogonal
based on wavelet decomposition property:

2+ )=z (t+ 1|8+ 2y (F+ 1| D)+ 2 (E+1] 1), (14)

By the same token, the overall standard deviation &(t+1|t) for STLF is the sum of standard
deviations for low and high components:

o(t+1|)y=6,(t+1| 1)+ (t+ 1] 1)+ 64(E+1]1), (15)
Hence, the one sigma confidence interval for STLF can be constructed by:
[Z(t+1|t)—6(t+1]t), 2(t+1|t)+S(t+1]t)]. (16)

The overall scheme of training, forecasting and confidence interval estimation is depicted
and summarized in Figure 9.
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Fig. 9. Structure of a general wavelet neural networks trained by hybrid Kalman filters
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4.5 Composite demand forecasting

To generate better forecasting results, a composite forecast is developed to mix multiple
methods for STLF with CI estimation. The concept is based on the statistical model of
ensemble forecasting to produce an optimal forecast by compositing forecasts from a
number of different techniques. The method is depicted schematically in Figure 3.
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Fig. 10. Ensemble forecasting

As illustrated in Figure 11, the method runs three sample models (Forecast 1, Forecast 2 and
Forecast 3) in parallel. The weights of the combination are theoretically derived based on the
“interactive multiple model” approach (Bar-Shalom et al, 2001). For methods which are
based on Kalman filters and have dynamic covariance matrices on the forecast load, these
dynamic covariance matrices are used for the combination. Otherwise, static covariance
matrices derived from historic forecasting accuracy are used instead.
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CLFCC: Composite load forecasting and covariance combination
MPC: Mixing probability calculation

Fig. 11. Structure of composite forecasting with confidence interval estimation
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The relative increment (RI) in load is used to help capture the load features in the method
since it removes a first-order trend and anchor the prediction by the latest load
(Shamsollahi et al., 2001). After normalization, the RI in load of last time period z(t) is
denoted as the input to the NN, where time t is the time index. The mixing weight u(t) can
be calculated through the likelihood functions A;(t), with superscript j=1, 2, 3 representing
Forecasts 1, 2 &3 respectively:

A1) =N {z(t):2 (] -1),5,(1)] (17)
() =A(t)-c /[ZA ]
_ 3
where C/:Zpij-yi(t—l) i=12,3, (18)
i=1

where p is the transition probability to be configured manually. S;, Sz and S3 are sample
covariance matrices from Forecasts 1, 2 &3 derived from historic forecasting accuracy.
Without loss of generality, we assume that dynamic covariance matrices S;P for Forecast 2
and S;P for Forecast 3 are available. To make a stable combination, the dynamic
innovation matrices S,P from Forecast 2 and S;P from Forecast 3 are not used to calculate
likelihood functions A; and A3 since S,P and S3P may largely affects the mixing weight.
Then predictions from individual models can be combined to form the forecast:

[e%)

Z(t+1]t) :Z t)-z,(t+1]t)- (19)

The output z(t+1 | ) from NNs has to be transformed back due to the RI transformation on
the load input. Similar to the prediction combination, the static covariance matrix S;
derived from historic forecasting accuracy and dynamic covariance matrices S, and SsP
will also be combined. Here, S; S;P and S3P are the covariance matrices for NN outputs
(estimated RI in load). Since RI is a nonlinear transformation, the covariance matrix has to
be transformed. If S; S;P and S3P can be obtained directly from individual models, they
can be combined first:

S(t+1) = g (1) Syt + 1) + oy (£)- S5 (4 1) + gy (1) - 52 (4 1) (20)

Then, S(t+1) will be used to further derive Cls with respect to RI transformation (Guan et al.,
2010).

Demand forecast and its corresponding confidence intervals are crucial inputs to the
Generation Control Application which robustly dispatch the power system using a series of
coordinated scheduling functions.

5. Generation control application

Generation Control Application (GCA) is an application designed to provide dispatchers in
large power grid control centers with the capability to manage changes in load, generation,
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interchange and transmission security constraints simultaneously on a intra-day and near
real-time operational basis. GCA uses least-cost security-constrained economic scheduling
and dispatch algorithms with resource commitment capability to perform analysis of the
desired generation dispatch. With the latest State Estimator (SE) solution as the starting
point and transmission constraint data from the Energy Management System (EMS), GCA
Optimization Engines (aka Scheduler or SKED) will look ahead at different time frames to
forecast system conditions and alter generation patterns within those timeframes.

This rest of this section will focus on the functionality of SKED engines and its coordination
with COP.

5.1 SKED optimization engine

SKED is a Mixed Integer Programming (MIP) / Linear Programming (LP) based optimization

application which includes both unit commitment and unit dispatch functions. SKED can be

easily configured to perform scheduling processes with different heart beats and different
look-ahead time. A typical configuration for GCA includes three SKED sequences:

e SKED1 provides the system operator with intra-day incremental resource (including
generators and demand side responses) commitment/de-commitment schedules based
on Day-ahead unit commitment decision to manage forecasted upcoming peak and
valley demands and interchange schedules while satisfying transmission security
constraints and reserve capacity requirements. SKED1 is a MIP based application. It is
typically configured to execute for a look-ahead window of 6-8 hours with viable
interval durations, e.g., 15-minute intervals for the 1st hour and hourly intervals for the
rest of study period.

e SKED2 will look 1-2 hour ahead with 15-minute intervals. SKED2 will fine-tune the
commitment status of qualified fast start resources and produce dispatch contours.
SKED?2 also provides resource ramping envelopes for SKED3 to follow (Figure 12).

e SKED3 is a dispatch tool which calculates the financially binding base points of the next
five-minute dispatch interval and advisory base-points of the next several intervals for
each resource (5 min, 10 min, 15 min, etc). SKED3 can also calculate ex-ante real-time
LMPs for the financial binding interval and advisory price signals for the rest of study
intervals. SKED3 is a multi-interval co-optimization LP problem. Therefore, it could
pre-ramp a resource for the need of load following and real-time transmission
congestion management.

Traditionally, due to the uncertainty in the demand and the lack of compliance from
generators to follow instructions, RTOs have to evaluate several dispatch solutions for
different demand scenarios (low (L), medium (M) and high (H)). Figure 4 depicts such practice
for real-time dispatch. Except for the initial conditions (e.g. MW from State Estimator (SE)), the
solutions are independent. The operators have to choose to approve one of the three load
scenarios based on their human judgments on which scenario is more likely to occur.

The conventional way of dealing with the demand uncertainty is stochastic optimization

(Wu et al.,, 2007; Verbic and Cariizares, 2006, Ruiz et al., 2009). The data requirements of

stochastic optimization, makes it more appropriate to solve longer term problems, e.g.

expansion and operational planning, including day-ahead security constrained unit

commitment process. However, the simplicity and flexibility of the solution proposed in this
chapter makes it more practical for real-time dispatch.



92 Renewable Energy — Trends and Applications

]
»
# //
—
B SKED-2
Envelope of reachability
P —— 1 - L s L s L 1 L L :.
SEtme 1 H @ 3 .. m Hisc2)  tHsc?)  t{sc)

stamp

Fig. 12. SKED 2 and SKED 3 Coordination
A. Single interval dispatch model

The traditional single interval dispatch model is formulated as a Linear Programming (LP)
problem:

Minimize
2.(ci*Pg;)

i

subject to
> Pg;=Dm
i

Pgi"™" < Pg; < Pgi"™* (21)

—(time — timegg) * RRDn; < Pg; — Pg;p < (time — timegg) * RRUp; ,
~F"™ <) Dfaxp,; * Pg; < K™
i

where
c; Offer price for resource i

Pg; Dispatch level for resource i

Dm Demand forecast for target time

Pg™™, Pg™™ Min and max dispatch level for resource i

E"™ Line/flowgate k transmission limit

Dfaxy, ; Sensitivity of line/flowgate k to injection i (demand distributed slack)
time Target time

timegy State Estimator time stamp

RRDn; Maximum ramp rate down for resource i

RRUp; Maximum ram rate up for resource i
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B. Dynamic dispatch model

Adding the time dimension into the single interval dispatch problem above described, the basic
multi-interval dispatch (dynamic dispatch) model is formulated as an extended LP problem
(sub-index t is added to describe interval t related parameters and variables, as appropriate):

Minimize

Z{Z(ci,t *Pg; ;) * (Time, — Time, ;) / 60}

t i

subject to
ngi,t =Dm,
i

Pgii" < Pg; < Pgiy™ (22)
—(time, —time,_1)* RRDn; ; < Pg; ; — Pg; , 1 <(time, —time, 1) * RRUp; ,
-F <> Dfaxy ; * Pg; , < Y™

i

for Vt=e{tl,..tn}

Figure 13. illustrates the dynamic dispatch model with multiple scenario runs.
C. Robust dispatch model

A more robust solution that co-ordinates the three demand scenarios, guaranteeing the
"reach-ability" of confidence interval of demand forecast from the medium demand dispatch
is proposed.
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The solution would provide a single robust dispatch, guaranteeing that the dispatch levels
for the low and high demand scenarios can be reached from the dispatch corresponding to
the medium (expected) demand scenario within consecutive intervals in the study horizon,
e.g. avoiding extreme measures like demand curtailment if the high demand scenario
materializes and it is too late to catch up. The robust solution proposed is depicted in Figure
14. The cost of Robust Dispatch will be higher than ordinary dispatch using medium load
level. It can be justified as a type of ancillary services for load following.

A further refinement to the proposed solution is to limit the cost of the “robustness” and
specify a merit order of the intervals in which robustness is more valuable.

High
Medium

SE“.'.ﬁi
A

(TR T TR NI ] | I | I i

SE time stamp t t2 £3

Fig. 14. Robust dispatch solution

The following LP problem co-ordinates the three demand scenarios into one “robust”
solution. The objective function and constraints corresponding to the medium demand
scenario are the same as those of an independent dynamic dispatch (M only); for the high
and low demand scenarios, however, while the objective function terms are the same as
those of independent dynamic dispatches (H only and L only), the maximum ramp rate
constraints for each resource do not link dispatch levels of consecutive intervals for the same
scenario (H—H, L—L); instead, for a given interval t such constraints link the H and L
dispatch levels with the dispatch level corresponding to the M scenario in the preceding
interval t-1 (M—H and M—L); guaranteeing the "reach-ability" of the low and high demand
scenarios dispatches from the medium demand dispatch level in successive intervals (upper
and lower case h, m and 1 are used as extensions to describe high, medium and low demand
scenarios parameters and variables).
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Minimize
Z{Z(Ci,t * Pgmi,t) * (time, — time,_,) / 60}
t L
+ Z{Z(Ci,t * Pghi,t) * (time, — time, ;) / 60}
r
+ Z{Z(Ci,t * Pgli,t) *(time, — time,_y) / 60}
7

i

subject to

ZPgmilt =Dm,
1

Pg;\" < Pgm; , < PgT™
—(time, — time, ;) * RRDn; ; < Pgm; , — Pgm; , | < (time, —time, ;)* RRUp;
—F < szaka,i,t * Pgm; < Y™

i

Zpghl,f = Dht

Pg}" < Pgh; , < Pg;™
—(time, —time, 1) * RRDn;, ; < Pgh; , — Pgm; , | <(time, —time, 1)* RRUp; ,
-F <> Dfaxy; , * Pgh; , <ETY™

i

(23)

ZP 8l;+ =Dl
i
Pgl™ < Pgl; , < PgM™
—(time, —time, ) * RRDn; ; < Pgl; , — Pgm; , 4 <(time, —time, 1)* RRUp; ,

1
_Fmax <ZD * Pol <Fmax
kt = faxg; * Pgli < F
i

for Vt=e{tl,..tn}

It is important to note that there is certainly a tradeoff between cost and robustness for any
given robust dispatch solution using the methodology proposed above. Figure 15 illustrates
the conceptual idea of relationship between cost and flexibility which is proportional to
robustness. The value of the “Acost acceptable” will be very much dependent on the amount
of risk one is willing to take for reliability purposes when dispatching the system.

5.2 SKED and COP coordination

GCA is built upon a modular and flexible system architecture. Although different SKED
processes are correlated, they do not replay on each other. The orchestration between SKEDi
is managed by COP. This design enables low-risk, cost-effective business process evolution.
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It also ensures high availability for the mission critical real-time GCA SKED functions.
Failure of any one or more SKED components will cause smooth degradation of, instead of
abrupt service interruptions to, real-time dispatch instructions.

i

& cost (3)

Acost acceptable | R

flexibility

Fig. 15. Robustness vs. Cost

COP is the repository of all operating plans in a multi-stage decision process. Each SKEDi in
the decision process generates a set of schedules that are reflected in its corresponding COP
(COPi). The aggregated results from the multi-stage decision process are captured in the
total COP (COPt), which is the consolidated outcome of the individual COPi’'s. SKED and
COP coordination is illustrated in Figure 16.

Initialization of the COP for each operating day begins with the day-ahead schedule, which
is based on the DAM financial schedules and then updated with Reliability Commitment
results. Before any SKEDi is run in the current day of operation, the overall COPt is
initialized with the day-ahead schedules. When COPt is suitably initialized, it will be used
to generate input data for SKED1, SKED2 and SKED3. Results of SKEDi’s are then used to
update their respective subordinate COPi, which will cause COPt to be updated, and thus
the overall iterative process continues.
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Fig. 16. SKED and COP Coordination
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GCA aims at enhancing operators’ forward-looking view under changing system conditions
(generation capacity, ramp capability, transmission constraints, etc.) and providing
operators with a “radar-type” of recommendation of actions such as startup or shutdown of
fast-start resources in near real-time. As shown in Figure 17 - COP review display, various
startup and shutdown recommendations are approaching the “now” timeline like an 1-
dimensional radar sorted by likelihood ranking from top to bottom. The COP review
display also shows actual system total generation and comparing against demand forecast
and system ramp constrained capacity. This provides situation awareness of any potential
abrupt ramping events or potential system imbalance and alerts operators in advance if any
actions need to be taken.
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Fig. 17. Forward-looking view presented by COP Overview

6. Conclusion

Significant capacity of renewable generation resources operating online at any given
time is of great concern to grid security due to the intermittent nature of many of the
resources. On one hand, the potential volatility of the intermittent generation output
could cause great stress on the system’s generation planning and ramp management. On
the other hand, these intermittent resources could be operating at locations that
contribute to transmission line congestion and become very challenging problems for a
lot of the RTOs.

This chapter addresses the challenges of renewable integration from a generation
dispatch perspective. The framework of Smart Dispatch is proposed in which the
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applications of demand forecasting and robust dispatch are discussed in detail. A new
dispatch system called Generation Control Application (GCA) is described to address the
challenges posed by renewable energy integration. GCA aims at enhancing operators’
forward-looking view under changing system conditions such as wind speed or other
weather conditions. GCA provides operators with situation awareness of any potential
abrupt ramping events or potential system imbalance and alerts operators in advance if
any actions need to be taken. With dynamic and robust dispatch algorithm and flexible
system configuration, the system provides adequate system ramping capability to cope
with uncertain intermittent resources while maintaining system reliability in large grid
operations.

Smart Dispatch is deemed critical for the success of efficient power system operations in the
near future.
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1. Introduction

The chapter presents issues of renewable energy sources connection into Slovak power
system. It describes calculation techniques for estimating acceptable RES capacities, which
can be connected into the system, without jeopardizing security and quality of supplied
electricity. Calculations of additional expenses for regulation power purchase for various
values of RES capacities connected are presented in the second part of the chapter.

The interest in construction of photovoltaic power plants in Slovak Republic soared in 2008.
A new act concerning renewable energy sources and remarkably generous prices paid for
electricity from these sources (associated with the act) stimulated investors’ interest in
building new plants. Based upon experience from other countries and following analysis of
possibilities for procuring own sources of balancing electricity for auxiliary services, Slovak
Electricity Transmission System, Plc. (SEPS) placed an order to Department of Power
Electrical Systems to elaborate a study in which a maximum capacity of PV plants would be
determined, which can be connected into the power system, taking into account availability
of balancing power for secondary and tertiary regulation. Developed study determined 120
MW?p as maximum power of PV plants, which can be connected in 2010.

Influence from EU side and from investors and construction of new thermal and nuclear
power plants in Slovakia necessitated an elaboration of a new study, which would analyse
the situation in transmission system with respect of balancing electricity for the case, when
new PV plants with capacity up to 1 200 MWp are connected. This chapter presents solution
of this matter and some results.

Determination of connectable capacity of PV plants into power system of Slovakia can be
accomplished from different points of view. One of them can be based on the basic
condition, which is used in all studies concerned PV plants connection into distribution
network. This condition states, that voltage change in point of common coupling should be
less than 2 %, compared with the situation before plant connection. If this condition is
applied, resultant connectable capacity should be relatively high, as 22 kV lines can easily
withstand considerably higher loads than those of current ones. Probably 80 to 90 % of
demanded capacity could be accepted in this case. This consideration can be hardly
accepted due to sources features, which show a vast variability of power, practically in
whole power range. In addition, capacities of PV plants are usually lower than 4 MW, thus
the responsibility for balance is brought to the distribution company. But the power balance
can only be solved on the Slovak transmission system level.
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The other possible approach is according to the act [1], where in § 1 sect. 2 the following is
stated: ,Operator of distribution system is obliged, after the price for connection to
distribution system is reimbursed, to connect installation of electricity producer into
distribution system with priority, if the installation fulfils technological conditions and sales
conditions of connection into the system so that security, reliability and stability of system
operation is unchanged”. Operator of regional distribution system uses electricity obtained
according to sect. 6 for losses redemption. In case, when instantaneous power of obtained
electricity exceeds the value necessary for losses redemption, operator of regional
distribution system has the right to sell this electricity for the market price. This kind of
electricity selling is not considered a business activity in energy sector and does not require
a license for electricity supply.

The third possible approach for connectable capacity into distribution system
determination is based on the assumption of PV sources variability and the responsibility
for balance being bear by a distribution company. Purchase of auxiliary services is needed
for balance compensation and this purchase can only be accomplished by Slovak
transmission system operator. So the approach to PV plants connectivity with regard to
the balance responsibility has to be solved on the Slovak transmission system level,
cumulative for all PV plants connected into distribution systems in Slovakia. This
approach is described in the following sections of the chapter. In this analysis wind power
plants are also taken in consideration together with PV plants. Their connectable capacity
was determined to maximum 200 MW. Generally, the term ,renewable energy sources
(RES)” is used in the chapter.

2. Input data for PV plants influence analysis

Slovak Electricity Transmission System, Plc. was established on 1 April 1994. That day a
former National Power System Dispatch Centre in Prague finished its activities and Slovak
Power System Dispatch Centre in Zilina took over. Slovak power system was step by step
transformed into several economically independent units.

Electricity production is concentrated in Slovenske Elektrarne, Plc, a part of ENEL Group
(the company is partly owned by Slovak government).

Production sources are in the following structure:

nuclear sources 1820 MW
thermal sources 2584 MW
hydro sources 2478 MW
others 898 MW

Slovak Electricity Transmission System, Plc. with its National Power System Dispatch
Centre in Zilina are performing transmission and controlling activities on transmission
system.

This company operates:

e 1776 km of 400 kV lines

e 902 km of 220 kV lines

e 17 substations of 400 kV

e 8 substations of 220 kV

Total transformation capacity is 10 010 MVA.
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Three distribution companies provide distribution services for end-consumers. These
are:

e  Zapadoslovenska energetika, Plc. (in Western Slovakia)

e Stredoslovenska energetika, Plc. (in Central Slovakia)

e  Vychodoslovenska energetika, Plc. (in Eastern Slovakia)

owned by foreign companies.

The maximum load of the power system in 2010 measured on 17 December 2010, 17:00 h
was 4 342 MW.

Minimum load in the same year measured on 8 August 2010, 5:00 h was 2 190 MW.

Today, there is about 470 MW of installed capacity in photovoltaic power plants in
Slovak power system. Wind sources capacity is practically negligible. Hydro power
capacity was already mentioned. Photovoltaic sources are characterized by rapid
changes of powers, depending on weather conditions. Despite the fact that prediction of
performance of RES is in progress these sources are causing unbalance between
electricity production and consumption - mainly during periods of low loads in system.
The main problem is the possibility to build PV plants with the capacity up to 1 MW.
These plants (after connection into system) are not obliged to control deviation between
agreed and actual electricity supply into network. These plants are connected to
distribution 22 kV system (in 99 % of cases) and are not obliged to measure parameters
and transfer data to dispatching centre. Mentioned deviations in electricity supply have
to be handled by dispatching centre through purchasing auxiliary services. These
additional purchases increase electricity price for customers. Also quality of supplied
electricity can be affected. Different types of auxiliary services are described in the
following sections together with analysis of their impact on the Slovak power system
operation.

A basic property of power system operation is that equilibrium between production and
consumption of electricity has to be maintained in every single moment. The consumption
of electricity is given by consumers themselves by switching on and off a large number of
different appliances and that is why can hardly be affected. Thus equilibrium has to be
maintained on the electricity production side and the sources” power must be adapted to
instantaneous consumption.

Power system load planning is based on, considering permanent time changes of electricity
consumption, the behaviour of system load during 24 hours depicted in daily load diagram
(DLD). Expected load during a year is determined from typical DLDs for power system of
two days with the highest and lowest loads. DLD for Slovak power system is depicted in
Fig. 1 for a summer day.

Calculations for auxiliary services were done only for summer season in the time of
minimal value of weekly maximum - L,;,yx for the values of 2261, 2394, 2660, 2926, 3192,
3458 MW. Evaluated scenarios of system electricity sources employment participating in
coverage of DLD in regulation area of Slovakia during summer, in time of absolute
minimum were considered according to available data and records from SEPS. In the
calculation of the Slovak power system (SPS) operation substantial changes in electricity
production installations can are considered. These are listed in Table 1 for individual
years. For the purpose of simplified depiction of sources employment, the scenarios were
marked A, B, C.
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Fig. 1. DLD of summer day
Sources employment scenario A B C
Source/ Year 2010 2011 2013
Nuclear power plant EMO 3,4 1000 MW
MalzZenice 430 MW 430 MW
Combined cycle plant
New 850 MW

RES wind+PV variable variable variable

Table 1. Expected changes of installed capacity for years 2010 - 2013

For each of the sources employment scenarios A, B, C the following installed capacities of
RES were used: 300, 400, 500, 600, 800, 1000 and 1200 MW. Each capacity of RES was then
employed in the values of 10, 20, 40, 60, 70, 80 and 90 % of installed capacity.

Based on actual operational states of existing RES in SPS the installed capacity utilisation of
RES in summer is 0 - 75 % P,,; . The variability depends mainly on actual time changes of
global solar radiation and used photovoltaic panels.

The coverage of DLD depends on possibilities of each power plant, their failure rate and
planned repairs cycles. Employment of individual sources for DLD coverage was performed
according to the standards used in preparation of transmission system operation. Pumped
storage plants were used to cover peaks of the DLD. Operation of industrial power plants in
different regions was considered according to previous years’ information. Cut-offs of
production facilities and used electricity production technology have substantial impact on
source employment in summer season. In case of cut-offs of production facilities, data from
SEPS for the years 2010 and 2011 were used.
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3. Methodology and calculations of auxiliary services necessary for RES
regulation

The purpose of auxiliary services is provision of steady power balance. On one side there is
electricity production starting from traditional sources to RES, on the other side are
customers, i.e. final consumers. Production and consumption within the scope of
interconnected power system must be in equilibrium at every moment.

A new approach to RES support, embodied in act No. 309/2009 about the support of RES
and highly effective combined production [4], brings a quasi new group of producers to the
electricity market. Those producers produce electricity not according to market demand but
practically any time when climatic (wind, solar flux) conditions allow. Responsibility for
sales of produced electricity and for the potential balance from the planned values are
transferred primarily to operators of distribution systems who are obliged to buy electricity
from RES, but eventually power balanced must be maintained by TSO. Supportive
mechanisms for RES are currently only starting and massive capacities of these sources are
not installed in SPS yet. The progress in installed capacity of RES in distribution system in
2010 is depicted in Fig. 2. Development trend of installed capacity is soaring confirming
relevance of topic of availability and sufficiency of regulative capabilities and possibilities of
SPS.

3.1 Methodology of setting necessary auxiliary services

The setting of necessary range of auxiliary services for securing reliable operation is closely
linked to the degree of reliability of the system. The higher the rate of reliability is required,
the higher the range of auxiliary services is needed, having a substantial influence on the
final electricity price.

When setting the necessary range of auxiliary services important source information include
not only expected loads in regulation area but also load diagram for considered interval of
time, value of installed capacity of RES and other statistical data associated with system
operation. Amount of auxiliary services was calculated according to the methodology
published in [1].
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Fig. 2. Progress in installed capacity of RES in 2010
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3.2 Setting necessary auxiliary services range for RES regulation

When setting the necessary amount of auxiliary services for SPS needs long term statistics of
load and system balance are utilised. Because there is no centralised measurement of power
on existing RES, it is not easy to define influence of RES to SPS especially to volumes of
auxiliary services. SEPS can only expect that operator of distribution systems will be willing
to provide high quality prediction of production from RES and placement of the electricity
in the market thus minimising requirements for regulation reserves.

3.3 Impact of powers of RES fluctuations on primary frequency regulation

The role of primary frequency regulation (PRV) is to avoid the occurrence of impermissible
deviation in interconnected power system during few seconds. Resulting from the nature of
primary frequency regulation the considerable deviations of balance between production
and consumption caused by outages of large electricity sources are compensated within
seconds. Overall power reserve of 3 000 MW is necessary to secure functionality of the
primary regulation in the interconnected international system RG CE [8].

Primary regulation is of proportional nature and maintains equilibrium of production and
consumption in synchronous interconnected area based upon frequency deviation. Aliquot
part of the primary regulation reserve of Slovakia for 2010 is PRV = +30 MW. Value of active
power is symmetrical, which means +30 MW.

3.4 Impact of powers of RES fluctuations on secondary power regulation

Secondary power regulation (SRV) maintains equilibrium of production and consumption
as well as system frequency in each regulation area taking into account regulation
programme without violation of primary regulation, that works concurrently in
synchronous interconnected area.

Secondary regulation uses centralised automatic production regulation which maintains
setting of active power of production units during seconds up to 15 minutes (typically) after
the event. Secondary regulation is based on the secondary regulation reserves controlled
automatically. Adequate secondary regulation depends on production sources offered by
production companies for disposal for auxiliary services.

Minimal recommended value for secondary regulation reserve within interconnected
system RG CE is derived from the expected value of maximum system load in give time
period according to the empirical formula [8]:

SRVgeep =+ Loy +6° —b @

where 4=10 (empirical constant), =150 (empirical constant),

Linax - expected maximum load, SRV - secondary power regulation.

The other part of the secondary regulation reserve within the regulation area Slovakia is
a component resulting from load changes dynamics of regulation area (SRVpyy ;). The
value of this component can be derived from the statistics monitoring system load during a
longer period of time and is within the range of 20 to 40 MW, which means circa 1 %
recalculated to average yearly load of SPS.

R(P
SRVpyn 1 = o 2
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where R, - arithmetic average of 10 minute differences of maximal and minimal load values
for whole hours,

c - standard deviation.

Resultant value of secondary regulation of regulation area Slovakia then equals to sum of
minimal recommended value RG CE and a dynamic component. The value of power is
symmetrical.

SRVpy =1 (SRVggce + SRVpyn 1) ©)

With the help of secondary regulation the central controller of regulation area maintains
compensation of frequency deviations and compensation of active power balance on the
planned level. The value of active power is symmetrical. Minimal offered power for SRV is
2 MW per unit. The whole regulation range must be realised within 15 minutes from the
request and has to be symmetrical according to the basic power. Basic power is unit power
for DLD coverage determined by provider within the preparation of operation.

Unit has to allow continuous repeated power changes in any direction within offered
regulation range for SRV. Offered regulation power has to be available during whole
negotiated time period (hour, day, etc.).

When calculating required range of secondary power regulation it is necessary to consider
the influence of RES mainly wind and PV plants. RES are causing additional power
fluctuations is regulation area. This undesirable phenomenon has a direct impact on
secondary regulation reserve increase. Various foreign system analyses proved the fact that
after implementing RES dynamic variations and increase/decrease gradient of non-covered
load (difference between overall load and RES production) have risen. In view of the
secondary frequency regulation mission (whose role is to maintain dynamic unbalance
between planned production and expected load, and thus to keep the balance of regulation
area) a new component of secondary regulation reserve SRVpyy rps has to be introduced.
Additional components of secondary regulation reserve take into account fluctuation of load
and production of RES. As there is neither mutual relation nor dependency between
mentioned components, these components cannot be directly arithmetically added. If the
arithmetical addition is used the value of overall secondary regulation reserve would rise
inadequately. One way how to consider both non-correlating components is the use of the
function which calculates geometric sum of the values. Resultant value of secondary
regulation reserve is then symmetrical and can be calculated according to the following
formula:

SRVyys =+ (SRVpgcg + \/ SRVSYN,L + SRVI%YN,RES )- 4)

Component SRVpyy res constitutes of two partial components, which consider the
influence of wind and PV plants and final value can be calculated according to the following
formula:

SR VDYN,RES =% (SR VDYN,WIND +5R VDYN,PV ) . (5)

Amounts of secondary regulation reserve for wind plants SRVpyywinp Were specified
according to the findings in study [9]. Amounts of secondary regulation reserve for PV
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plants SRVpyy py  were specified according to the statistical values from PV plants in
operation in Czech Republic and Slovakia [23, 24]. However it has to be remarked that
considered were only roof applications with low installed capacity and mentioned statistical
data did not include long term information.

Ppse (kW) 10 20,1 62,4 68,3 84
APhour (%Pinst ) 2,8 24 18 1,7 1,4

Table 2. Hourly changes of PV plants power

The basis for the necessary range of the secondary regulation reserve SRVpyy py
determination is hourly sample of expected time changes of overall PV plants’ power taking
into account hourly power shown given in Table 2. Additional values for secondary
regulation reserve were calculated according to the method of SRV}yy py calculation.
Based on statistics, performed calculations and after adaptation of the values for the
conditions in Slovakia the expected volumes of secondary regulation reserve for RES
SRVpyn res were determined and are shown in Table 3.

Pinst res (MW) 300 400 500 600 800 |1000 |1200
SRVpyn rES 43 50 58 65 80 95 109
SRVpyn res (% Of Pinst REs) 1429 |1257 [11,53 |10,84 (9,98 [946 |9,11

Table 3. Expected volumes of secondary regulation reserve for RES

3.5 Impact of powers of RES fluctuations on tertiary power regulation

Tertiary regulation (TRV) uses tertiary reserve, which is usually activated manually by TSO
in the case of actual or expected secondary regulation activation.

Tertiary regulation is principally used for secondary reserve’s release in the balanced state
of the system, but it is also activated as a supplement of the secondary reserve after larger
outages for system frequency restoration and following release of primary reserve within
the whole system. Tertiary regulation is typically performed within the responsibility of
TSO.

The nature of tertiary regulation differs from that of secondary regulation. While secondary
regulation maintains dynamic unbalance between planned production and expected
consumption, tertiary regulation corrects errors in production programme introduced by
larger imperfections in consumption prediction and sources outages - Fig. 3.

This regulation affects the change of active power of generators in the whole range up to
their withdrawal or connection into operation. It reacts to overall state of given power
system and acts after the secondary power regulation or cannot be activated at all. The
sources covering tertiary regulation of active power can use their whole regulation range
or its parts for it. When starting from the zero power they have to supply power to the
electric system equivalent to the basic regulation range of tertiary regulation (technical
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minimum of source). Reserve of tertiary regulation of active power can be secured with
different activation times.

without RES with RES

— load
Ve prediction

dP/dt

SRV

A

minimal units’ power

Ny

minimal units’power

0 24 h 0 24 h

Fig. 3. Impact of RES operation on tertiary regulation reserve

Tertiary regulation TRV30MIN provides coverage of load changes caused by temperature,
uncertainty in load estimates, outages of sources and electricity demand.

Necessary power reserve for tertiary power regulation coverage TRV30MIN can vary for
both regulation directions and thus is split to positive and negative reserve.

Positive tertiary power regulation TRV30MIN+ is calculated according to [1] and consists of
several components:

Inaccuracy of load estimation and influence of temperature

TRV,, = NP, - MAX /100 6)

(NP4 - inaccuracy of load estimation, MAX - maximum load).
Stochastic load change:

TRV, = NP,, - MAX /100, 7)

(NPy+ - positive inaccuracy of load estimation).
Substitution of tertiary power regulation in case of power production facility outage:

TRV, = SR Viaor - ®)

ypbl
Adjustment of the electricity market influence (this component can append value
TRV30MIN+ based on the historical data or expected changes depending on the electricity
market).

The final value of TRV30MIN+ is then calculated:

TRV3OMIN+ = [(TRV,y ,)? + (TRV,,,? + (TRV,, )’ ©)

Negative tertiary power regulation TRV30MIN- is calculated according to [1] and consists of
several components:
Inaccuracy of load estimation and influence of temperature
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TRV,, = NP, - MAX /100 (10)

(NP4 - inaccuracy of load estimation, MAX - maximum load).
Stochastic load change:

TRV,,. =NP,_-MAX /100 (11)

(NP4 - negative inaccuracy of load estimation).
The final value of TRV30MIN- is then calculated:

TRV30MIN- = (TRV,, )* + (TRV,, )? (12)

In view of some unpredictable fluctuations of RES power that can occur practically in the
whole range of installed capacity, it is necessary to have sufficient regulation power of
tertiary power regulation available at any time. Currently there are no statistical data for
SPS which could be used to set starting values of increased tertiary regulation reserve
caused by RES operation. That is why it would be suitable to use meteorological data as one
of the supporting inputs for RES electricity production prediction.

Value of 30 minutes tertiary regulation reserve for RES considering a given degree of
accuracy of RES production prediction is as follows:

TRVRS%“ = kNP “ Pinstres / (13)

where TRVZP2™* — increased 30 minutes tertiary regulation reserve caused by RES operation.

When calculating final values of TRV3OMIN it is necessary to distinguish winter and
summer and also TRV30MIN+ or TRV30MIN- services.

TRV™™ = TRVAM™ + TRV3OMIN + (14)

TRVEI™n™ = TRV + TRV30MIN — (15)

Final values of tertiary regulation reserve TRV, for different installed RES capacities and
loads are in Table 4.

Lmax (given) (MW) 1700

Lmax (calculated) (MW) | 2261

Pinstres (MW) 300 400 500 600 800 1000 | 1200
TR Vo (MW) 85 85 85 85 85 85 85
TR Vize (MW) 82 82 82 82 82 82 82
TR Viyypb1 (MW) 62 62 62 62 62 62 62
TRV30MIN+ (MW) 133 133 133 133 133 133 133
TR Vasin= (MW) 84 112 140 168 224 280 336
TRVX™ (MW) 217 245 273 301 357 413 469
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Liax (given) (MW) 1800
Lmax (calculated) (MW)  |2394
Pinstres (MW) 300 400 500 600 800 1000 1200
TR Vno (MW) 90 90 90 90 90 90 90
TR Vinze (MW) 86 86 86 86 86 86 86
TRV yypbt (MW) 66 66 66 66 66 66 66
TRV30MIN+ (MW) 141 141 141 141 141 141 141
TRVige™™* (MW) 84 112 140 168 224 280 336
TRV (MW) 225 253 281 309 365 421 477
Limax (given) (MW) 2400
Liax (calculated) (MW) [ 3192
Pinst RES SRV +/- | TRV30MIN- for different values of installed RES capacity
(MW) (MW) 10 % 20 % 40 % 60 % 70 % 80 % 90 %
300 140 148 157 173 190 199 207 215
400 145 151 162 185 207 218 229 241
500 152 154 168 196 224 238 252 266
600 158 157 173 207 241 257 274 291
800 171 162 185 229 274 297 319 341
1000 185 168 196 252 308 336 364 392
1200 198 173 207 274 341 375 409 442
Liax (given) (MW) 2600
Liax (calculated) (MW) | 3458
Pinst RES SRV +/- TRV30MIN- for different values of installed RES capacity
(MW) (MW) 10 % 20 % 40 % 60 % 70 % 80 % 90 %
300 145 160 168 185 202 210 219 227
400 151 163 174 196 219 230 241 252
500 157 165 179 207 235 249 263 277
600 163 168 185 219 252 269 286 303
800 177 174 196 241 286 308 331 353
1000 191 179 207 263 319 347 375 403
1200 204 185 219 286 353 387 420 454

Table 4. Final values of positive 30 minutes tertiary regulation reserve for different installed
RES capacities and maximum loads Lmax
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4. Provision of auxiliary services and balancing electricity purchasing

Slovakia, as one of the members of interconnected European power system ENTSO-E,
has to meet basic requirements for parallel operation of power systems. One of these
basic requirements is also range and quality of auxiliary services, taking to account on
one side global view of secure and reliable operation and on the other side, local nature
of consumption of individual country. While the range of some service is strictly
ordered from ENTSO-E (i.e. range of the primary regulation, which principally
performs locally, reacts according to instantaneous frequency deviation, in tens of
seconds, but impulse, i.e. origin of imbalance between electricity production and
consumption can occur anywhere in interconnected system), ranges of other services
can vary based on local behaviour of system and thus it has to meet only certain frame
requirements.

Basically every power system must have power reserve secured for coverage of an
outage of the largest source in order to be balanced in power in relation to other
countries. This condition is secured by so-called stacking of various kinds of auxiliary
services, or bi- or multi-lateral contracts with international partners, usually
neighbouring countries.

In Slovak environment TSO SEPS acts as a partner for ENTSO-E. SEPS after
consideration of before mentioned criteria elaborates i.a. a proposal of range of
individual auxiliary services and in sense of valid legislation (as a regulated subject)
submits to the national Regulatory Office for Network Industries, who in the form of
decision defines range and price for a instantaneous availability of auxiliary services and
balancing electricity

Fluctuation of electricity production from RES primarily imposes higher demands on
regulation sources of SPS either on amount available reserves or on the quality of
regulation. In the frame of interconnected system ENTSO-E the SPS is regulated for an
agreed balance. SEPS has to keep the agreed value and quality of this regulation is
monitored at the coordination centre level. Potential deterioration or violation of
accepted standards in area of agreed balance would result in investigation of SPS by
ENTSO-E.

4.1 Determination of necessary financial volume

In determination of necessary financial volume actual volumes for provision of individual
kinds of auxiliary services are taken in account. These are in Table 5.

These values can be considered as maximums. In real operation they are not always
achieved caused by various forces such as equipment failure, regular maintenance,
financially underrated services (from the providers’ point of view), unavailability on the
market and other. Wider offer and competition on the auxiliary services market can be
expected when new energy sources are being put into operation, e.g. combined cycle power
plant MalZenice, nuclear plant EMO 3 and 4 with expected favourable regulatory features
and range.

Decision No. 0013/2010/E of the Regulatory Office for Network Industries determined
prices and tariffs for auxiliary services provision for the time period of January 1, 2010 to
December 31, 2010. Maximum prices for provision of auxiliary services are in Table 6.
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Month PRV#| SRV+|TRV30MIN+|TRV30MIN—TRV3MIN+TRV3MIN—TRV120MIN
January 30 129 280 155 220 130 80
February 30 129 280 155 220 130 80
March 30 129 270 155 220 130 80
April 30 124 260 135 220 130 80
May 30 118 250 130 220 130 80
June 30 118 240 125 220 130 80
July 30 118 240 125 220 130 80
August 30 116 250 125 220 130 80
September | 30 119 260 135 220 130 80
October 30 124 260 145 220 130 80
November 30 128 270 155 220 130 80
December 30 128 280 160 220 130 80

Table 5. Informative ranges of auxiliary services values (MW) for 2010

Auxiliary service Price in € per MWh | Average range of auxiliary service (MW)
PRV 73,02 30

SRV 63,06 120

TRV3MIN+ 17,59 220

TRV3MIN- 5,31 130

TRV30MIN+ 16,92 250

TRV30MIN - 8,29 130

TRV120MIN 10,95 80

Table 6. Maximum prices for provision of individual auxiliary services

Deriving from actual range (Table 5.) and prices (Table 6.) of individual auxiliary services
financial volume necessary for provision of reserved power in 2010 can be determined - so
called payment for instantaneous availability according to the following formulae:

DE=0Opys -1, [MWh, MW, h] (16)

RN =DE-C [€MWh,€/MWh]  (17)

where DE is instantaneously available electric energy

Opps average range of auxiliary service

t:number of hours per year

RN yearly costs

C price for auxiliary services provision
Calculated financial volume for PRV, SRV and TRV as well as costs to secure voltage
regulation and auxiliary service “Black start” are in Table 7. Summing up yearly costs for
instantaneous availability of individual auxiliary services shown in Table 7 overall yearly
cost can be obtained for 2010, which is 183 594 016 €.
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Auxiliary service Yearly costs (€)
PRV 19189 656
SRV 66 288 672
TRV3MIN+ 33 899 448
TRV3MIN- 6 047 028
TRV30MIN+ 37 054 800
TRV30MIN- 9 440 652
TRV120MIN 7 673 760
Voltage regulation 3000 000
Black start 1 000 000
Sum 183 594 016

Table 7. Yearly cost of individual auxiliary services

Different scenarios of installed RES capacities rise (300, 400, 500, 600, 800, 1000 and 1200
MW) include also pressure on auxiliary services primarily to SRV and TRV#. The
determination of accurate values with direct financial quantification is not simple as a
number of unknown quantities are in play. To avoid placing a grave financial burden on
consumers and excessively jeopardising power system operation appropriate effort will
have to be given to harmonisation of these influences with the volume of SRV and TRV+
with regard to actual increase of RES energy production and continuously with verified
impact on power system.

Insct:;l:gtl;ES Rise of TRV30MIN+ at per-cent supply from installed capacity to

(MW) power system

10 % 20 % 40 % 60 % 70 % 80 % 90 %

300 8,4 16,8 33,6 50,4 58,8 67,2 75,6

400 11,2 22,4 44,8 67,2 78,4 89,6 100,8

500 14 28 56 84 98 112 126

600 16,8 33,6 67,2 100,8 117,6 134,4 151,2

800 224 44,8 89,6 134,4 156,8 179,2 201,6

1000 28 56 112 168 196 224 252

1200 33,6 67,2 1344 201,6 235,2 268,8 3024

Table 8. Increase of demand rise of TRV30MIN+ for different scenarios of installed RES
capacities increase
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Lmax (given) (MW) 2200

Lpmax (calculated) (MW) |2926

Pinst rEs (MW) 300 400 500 600 800 1000 | 1200
SRVycte (MW) 77,5 77,5 77,5 77,5 77,5 77,5 77,5
SRVpyn1 (MW) 36,4 36,4 36,4 36,4 36,4 36,4 36,4
SRVpyn res (MW) 43 50 58 65 80 95 109
SRVen (MW): 1338 1393 |146,0 [1520 [1654 1792 |192,4

Table 9. Final values of SRV at various scenarios of installed RES capacity increase and for
Lmax (given) 2200 MW

Increase of demand rise of TRV30MIN= for different scenarios of installed RES capacities
increase for different per-cent supplies from installed capacity is in Table 8. The amount
of per-cent power supply to power system is influenced mainly by weather factor, which
is due to global climate change becoming more and more unpredictable, for example May
and June 2010 with having the most rainy days in the whole recorded period of weather
observation in Slovakia (approximately 130 years). Cloudy weather without solar flux
does not allow electricity supply from PV plants to power systems with any available
installed capacity. Wind power plants have the advantage of not being directly dependent
on solar flux and can produce electric energy during the whole day depending on wind
conditions.

During summer season electricity produced by PV plants can be ideally supplied from 6:00
to 18:00, while in winter season from 9:00 to 15:00 with characteristic curve, where again
these assumptions are subject to almost full solar flux. Without long term observations or
long term acquired data from the operation these values can hardly be estimated.

For the necessary volume of auxiliary services it is also important whether sunny conditions
last for a longer period of time or are unpredictably alternating with cloudy conditions.

In a longer period of sunny weather electricity supply from PV plants settles in daily cycles
allowing distribution system operator to credibly implement this supply into DLD. Thus
demand for range or activation of auxiliary services decreases. The opposite situation occurs
in unstable weather with sunny spells. In this case the demand for range or activation of
auxiliary services depending on installed or available power from RES will be enormous.
From this point of view for the higher values of installed capacity in these sources bigger
emphasis must be put on the possibility of operative increase of range of required auxiliary
service, or make provision of non-guaranteed balancing electricity in exposed periods of
time more flexible.

Installation of RES will require apart from increased volume of necessary regulation
reserves also changes in actual system of procurement of auxiliary services by SEPS.
Currently the substantial part of auxiliary service is procured in the frame of yearly selection
procedure what appears as very ineffective for these kinds of sources. SEPS will be forced to
procure large amounts of auxiliary services only at a frame of daily procurement or during
the day as an auction of non-guaranteed balancing electricity. In this way contracted
volumes of auxiliary services can be optimised while preserving or even enhancing
operational security of power systems.
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For determination of necessary financial volume for provision of auxiliary services at
various scenarios of installed RES capacity increasing of TRV#+ is considered from Table 8
and final values of SRV at various scenarios of installed RES capacity increase and for Lmax
(given) 2200 MW from Table 9. A modelling situation is considered, where for TRVt
increase (Table 8) an average supply of 40 % from installed RES capacity during whole day
is estimated. Furthermore, actually prices for auxiliary service provision stated by
Regulatory Office for Network Industries and values ranges are used from Table 6.

After summing-up these considerations, sum of financial costs necessary for auxiliary
services provision, considering RES putting in operation for various scenarios of installed
capacities at the day of Lmax (given) =2 200 MW can be calculated.

Graphical comparison of the costs for auxiliary services provision at the day of
Lmax (given) = 2 200 MW for various scenarios of installed RES capacities against the costs
for auxiliary services without RES are in Fig. 4.
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services in given day
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=2
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Fig. 4. Comparison of costs for instantaneous availability of auxiliary services at the day of
Linax (given) = 2 200 MW for various scenarios of installed RES capacities and 40 % of supply

These values should be considered as the first estimation, without having possibility for
results precising according to history. A simplification was used in calculations - use of
averaged power supply from installed RES capacity during given day - in the amount of
40 % of average power supply. From this value a necessary range of TRV30MIN< is derived.
Based on at least one year data (better on couple of years data) acquired from RES in
operation, this parameter can be precised, what will lead to more reliable estimations. Costs
for auxiliary services are determined for the day of summer maximum for 24 hours. The
reason is, that individual volumes of auxiliary services without RES are changing during the
year and are depending on the load (expected maximum load was not mentioned in study
entry values). Supplementary costs for auxiliary services for RES regulation are calculated
only from estimated installed capacity and estimated production of RES.
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Mentioned calculations shown that influence of RES upon the SEPS economics will be circa
10 mil. € per year, even at the lowest scenario.

Costs for auxiliary services are not the only costs that can be expected from RES installations
caused by electricity production fluctuations. The highest costs will definitely be imposed to
distribution systems operators. They will be charged for caused balance. Increasing of value
of costs for balance in the whole SPS is hardly forecasted in advance, any calculations would
be distorted. SEPS can expect also increase of additional costs for system operation in case of
overloading of some parts of system due to energy production from RES, i. e. circular power
flows, necessary network topology changes, re-dispatching of energy production (within the
SPS or in adjacent regions) and other corrective measures. Their price can only be
determined ex-post.

Graphical presentations of increase of costs for auxiliary services provision at various scenarios
of installed RES capacities and for different per-cent supplies from RES capacities are depicted
in Figs. 5 and 6. Values of auxiliary services, TRV30MIN and SRV are in Tables 8 and 9. For
costs calculation an actual prices of auxiliary services are used from Table 6. Yearly costs for
instantaneous availability of auxiliary services forced by RES are on Figs. 7 and 8.
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Fig. 5. Comparison of costs for auxiliary services at the day of Limax =1 700 MW for various
scenarios of installed RES capacities and 20 % of supply
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Fig. 6. Comparison of costs for instantaneous availability of auxiliary services at the day of
Limax =2 600 MW for various scenarios of installed RES capacities and 60 % of supply
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Fig. 7. Yearly costs for instantaneous availability of auxiliary services forced by RES at 10 %
of supply from installed capacity
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Fig. 8. Yearly costs for instantaneous availability of auxiliary services forced by RES at 90 %
of supply from installed capacity
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5. Results of analyses

Taking into account before mentioned analysis, the calculations were performed to
demonstrate the influence of 300 - 1 200 MW RES connection on transmission system. These
calculations were accomplished for three scenarios with different spectrum of sources.
Results can be briefly summarized as follows:

Scenario A - year 2010. From the point of view of DLD covering by own sources some
power shortages occurs, mainly for combinations at higher absolute minimumes, i. e. 2 400
MW and 2 600 MW and for lower power supply from RES. DLD is fully covered for higher
values of power supply from RES. The situation is different from the point of view of
auxiliary services covering. Possible operation of RES is restricted to 60 - 120 MW at higher
system loads, when auxiliary services are reserved mainly for the outages of traditional
sources (non RES).

Scenario B - year 2011. In this scenario a new source has been put in operation -
combined cycle Malzenice, which provides power for DLD coverage and also a good
deal of auxiliary services. The situation from the point of view of auxiliary services
covering is partially improved. Theoretically, secure operation of RES is possible with
powers of 250 - 300 MW.

Scenario C - year 2013. In this scenario, due to large additional installed capacity in the
new sources, SPS will be fully self-sustaining in DLD covering and installed RES capacity
can theoretically reach values up to 1000 MW for any system load. Accomplished
calculations have shown that any DLD can be covered and there are no problems with
auxiliary services, but substantial problems will rise in electricity export. Specified
technological limits for electricity export across border profiles can be found in SEPS web
pages www.sepsas.sk. Maximum possible electricity export from Slovak transmission
system is 2 000 MW. If this number is taking in account, i. e. considering maximum export
of 2000 MW, electricity production will be higher then allowed export in 90 % of
calculated cases.

From the figures showing yearly costs for instantaneous availability of auxiliary services
follows, that electricity price for end-consumers will depend on installed RES capacity, if
actual electricity purchase prices and auxiliary services prices are valid.
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1. Introduction

The world economy is the key driver for global primary energy consumption. According to
the economic recovery in 2010, the world primary energy consumption is rebounded which
was accounted for 12,002.4 Mtoe, increased by 28 % from year 1998 (BP, 2010). The important
primary energy sources are fossil fuels, e.g. crude oil, natural gas, coal, whereas the renewable
energy source has a small share. If the world population, world economy and consequently
the world energy consumption are still growing rapidly, in spite of there are more than 1,000
thousands million barrel proved oil reserved in 2010 (BP, 2010), the world will face to problem
of oil price crisis and also oil diminishment in the near future. Beyond that crisis, the utilization
of fossil fuel will lead to an increase in carbon dioxide emission in the atmosphere. In 2007,
global carbon dioxide emission was accounted for 29.7 billion metric ton (U.S. Energy
Information Administration [US IEA], 2010), increased approximately 1.7 % from previous
year (29.2 billion metric ton in 2006 (US IEA, 2006)) and it was predicted that the concentration
of carbon dioxide still increases by an average of 0.1 % annually for OECD countries and an
average of 2.0 % per year for non-OECD countries until 2035 (US IEA, 2010). The high
concentration of carbon dioxide causes the greenhouse effect and consequently, the global
warming which becomes the serious problem to human race.

Nowadays there are many efforts to reduce both the use of fossil fuel and the carbon dioxide
emission by using renewable energy as a substitute to fossil fuel. This renewable energy
includes solar energy, wind energy, hydro energy as well as energy derived from biomass,
tide and geothermal. These renewable energy sources can be used not only for heat and
power generation but also for liquid transportation fuel production. During four
consecutive years from end-2004 to end-2008, the global solar photovoltaic had increased
six-fold to more than 16 GW,, while the global wind power generation had risen by 250 % to
121 GW.. More than 280 GW. had been produced from hydro, geothermal and biomass
power plants which increased 75 % from the last four year. In the same time interval, the
heat production from solar heating was also doubled to 145 GWy,. In the perspective of
biofuel production, biodiesel production increased six-fold to 12 billion liters per year,
whereas ethanol production was doubled to 67 billion liters per year (Renewable Energy
Policy Network for the 21st Century [REN21], 2009).
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Analogy to global energy situation, Thailand has faced to the problem of energy crisis,
especially oil price crisis. Thailand has been relying on fossil fuel as the primary source of
energy which has to be imported from foreign countries, and simultaneously Thailand
energy consumption has been increased rapidly and continuously. This chapter will focus
on the energy situation in Thailand, the energy policy plan and finally the possibility of
using renewable energy sources as alternative energy to energy from fossil fuel.

1.1 Energy situation in Thailand

Thailand is a developing country located at the middle of Southeast Asia with a population
of 63.5 million in 2009 (Department of Provincial Administration [DOPA], 2010), increased
2.3 % from 2005. During the same period, the Gross Domestic Product (GDP) increased from
7,092,893 million Baht in 2005 to 9,041,551 million Baht in 2009 (Office of National Economic
and Social Development Board [ONESDB], 2009) (1 US$ ~ 31 Baht) or equal to the increasing
rate of 2.7 %. There exists a two way casual relationship between economic/population
growth and energy consumption in case of Southeast Asia (Wianwiwat & Adjaye, 2011).
That is the higher level of economic growth and population growth will result in the higher
energy consumption. Identical to other countries in Southeast Asia, the economic and
industrial developments as well as the growth in population lead to the higher energy
consumption. In 2009, domestic final energy consumption was accounted for 69,177 ktoe
(Energy Policy and Planning Office [EPPO], 2010) which increased 2.9 % from previous
year. Table 1 shows the final energy consumption in Thailand from 2005 to 2009.

Year Consumption (ktoe) Increasing Rate (%)
2005 63,061 -

2006 62,904 -0.25

2007 65,950 4.62

2008 67,256 1.98

2009 69,177 2.86

Table 1. Domestic final energy consumption from 2005 to 2009 in Thailand (EPPO, 2010)

The primary energy sources consumed in Thailand are mostly derived from fossil fuels, e.g.
petroleum, natural gas and coal which contributed to 56,693 ktoe in 2009 (EPPO, 2010) or
equivalent to 82 % of the final energy consumption, whereas renewable energy covered only
18 %. Figure 1 illustrates the final energy consumption by types in 2009.

Most of commercial energy source used in Thailand is petroleum product which was equal
to 31,959 ktoe in 2009. Diesel, gasoline and liquid petroleum gas are the major petroleum
products used in transportation sector. Diesel and gasoline consumption accounted for the
share of 46 % and 19 %, respectively, whereas liquid petroleum gas consumption was
amounted to 17 % (EPPO, 2010). Natural gas was mainly used as fuel for power generation,
holding a share of 68 % of the total consumption in 2009. The remainder was used in gas
separation plant, with the share of 17 %; in industries with 11 % and in transportation sector
for 4 % (EPPO, 2010). The share of coal and lignite consumption as fuel in power generation
sector was almost at the same level as its consumption in industrial sector.
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Renewable
energy; 12,484;
18%

Coal / Lignite;
7,631; 11%

Natural gas ;
5,267; 8% Electricity ;

11,836; 17 %
Fig. 1. Final energy consumption in 2009 by types in ktoe; percent (EPPO, 2010)

Unfortunately, Thailand has insufficient crude oil or good quality fossil fuels, these energy
sources have to be imported from foreign countries, especially Middle East countries for oil
import. In 2009, Thailand imported a substantial amount of commercial energy sources,
approximately 59,333 ktoe which costed more than 760 billion Baht (EPPO, 2010). Figure 2
shows the expense for final energy import in 2009.

Coal / Lignite;

Natural gas ; 84; 37,5%

11%

Petroleum
product; 13; 2%

Fig. 2. Final energy consumption in 2009 by types in billion Baht; percent (EPPO, 2010)

Considering greenhouse gas (GHG) emission, carbon dioxide emission in Thailand during
the last five years increased from 192,486 kton in 2005 to 208,476 kton in 2009 which is listed
in more detail in Table 2.

Year Amount (kton) Increasing Rate (%)
2005 192,486 -

2006 193,136 0.34

2007 200,439 3.78

2008 203,181 1.37

2009 208,476 2.61

Table 2. Carbon dioxide emission from 2005 to 2009 in Thailand (EPPO, 2010)

The main sources of carbon dioxide emission are oil, natural gas and coal which are
significantly used as fuel for energy production via combustion process. It is expressed that
the direct combustion of these fossil fuel is the largest source of GHG emission from human
activities (Sawangphol & Pharino, 2011). These fossil fuels are used in industrial, power
generation and transportation sector. Figure 3 and Figure 4 show the amount of carbon
dioxide emission in 2009 by sources and by sectors, respectively.
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Natural gas;
66,045; 32%

Coal / Lignite;

62,404; 30%

Fig. 3. Carbon dioxide emission in 2009 in Thailand by sources in kton (EPPO, 2010)

Other; 18,157; 9%

Industry; 50,441;
24%

Transport; 55,871;

27%

Fig. 4. Carbon dioxide emission in 2009 in Thailand by sectors, in kton (EPPO, 2010)

1.2 Energy policy and plan

Since Thailand has spent a large amount of money for importing commercial energy sources,
Thai government as well as private and public organizations have realized about that,
Ministry of Energy of Thailand has promoted the use of renewable energy, including biomass,
municipal solid waste, biogas, wind and solar power for power generation or transportation
fuel production by announcing the 15-Years of Alternatives Energy Development Plan (AEDP,
2009) on January 28, 2009. The objective of this AEDP is to strengthen and promote the
utilization of renewable energy in order to replace the oil import. The main target of AEDP is
to increase the portion of using alternative energy to 20 % of national final energy
consumption by 2020. The plan will be implemented into three phases: short-term from 2008 to
2011, mid-term from 2012 to 2016 and long-term from 2017 to 2020.

From Table 3, it can be noticed that the main target of AEDP until 2020 is the utilization of
biomass for electricity and heat production. In addition to electricity and heat, biomass can
also be used as feedstock for biofuel production. Considering cost of electricity and heat
generated from renewable energy, electricity and heat produced from solar and wind
energy has a higher cost with more complicated technology for Thailand than electricity and
heat from produced from biomass (Bull, 2001; Owen, 2006).

Besides the reduction of primary energy sources importing, using biomass as alternative
fuel can contribute to the reduction of GHG emission, since biomass is carbon neutral which
emits no net carbon dioxide. Therefore, this study will emphasize only on the energy
production from biomass.
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Potential | Existing 2008-2011 2012-2016 2017-2020
Electricity| MW MW MW ktoe MW ktoe MW ktoe
Solar 50,000 32 55 6 95 11 500 56
Wind 1,600 1 150 17 400 45 700 78
Hydro 700 50 165 43 281 73 324 85
Biomass | 4,400 1,597 2,800 1,463 3,235 1,682 3,700 1,933
Biogas 190 29 60 27 90 40 120 54
MSW 320 5 100 60 130 87 160 96
Hydrogen 0 0 0 0 3.5 1
Total 1,714 3,330 1,616 4,231 1,938 5,508 2,303
Heat ktoe ktoe ktoe ktoe ktoe
Solar 154 2.3 5 17 34
Biomass 7,400 2,344 3,544 4,915 6,725
Biogas 600 79 470 540 600
MSW 78 1 16 25 35
Total 2,426.3 4,035 5,497 7,394
Biofuels | Ml/day | Ml/day | Ml/day | ktoe |Ml/day | ktoe |Ml/day| ktoe
Ethanol 3.30 1.00 3 816 6.20 1,686 9 2,447
Biodiesel 3.30 1.39 3 944 3.64 1,145 4.50 1,416
Hydrogen 0 0 0 0 01Mkg| 124
Total 6 1,760 9.84 2,831 13.50 3,987
Total energy
demand (lioe) 65,420 72,539 88,389 112,046
Total renewable
energy demand 3,411.80 7411 10,266 13,684
(ktoe)
Portion of
renewable energy 52 % 10.2 % 11.6 % 12.2 %
use
Natural gas 915 345 | 3045 | 826 | 7290 | 1,035 | 9135
(mmscfd) ) / ! ’ !
Total alternative
energy demand 10,456 17,556 22,819
(ktoe)
Portion of
alternative energy 14.4 % 19.9 % 20.4 %
used

Table 3. 15-Years of Alternatives Energy Development Plan (AEDP, 2009)

1.3 Biomass potential in Thailand
Since Thailand is the agricultural base country, there are a lot of agricultural crops, e.g.
paddy rice, sugarcane, cassava and palm oil. During the harvesting and processing of these
agricultural crops, some residues are left over, e.g. rice straw and rice husk from paddy rice,
bagasse and sugarcane leave from sugarcane, cassava rhizome from cassava as well as palm
oil shell, palm oil fiber and palm oil empty fruit bunch from palm oil fruit. These residues
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can further be used as the substitute to fossil fuel for energy production and, consequently,
can solve the problem of high energy price as well as global warming. The amount of
residues from these agricultural products can be estimated by their productivities, Crop-to-
Residual-Ratio (CRR) and Surplus-Availability-Factor (SAF). The CRR is expressed as the
amount of residues generated per 1 unit mass of an agricultural product and the SAF is the
amount of unused residues or residues left-over which are not used for any purposes. The
potential of bio-energy from these agricultural products is then calculated from the quantity
of biomass residues and the lower heating value of biomass. The office of Agricultural
Economic reported the production of four main agricultural products in 2009 as followed:
paddy rice 32,116 kton, sugarcane 68,808 kton, cassava 22,006 kton and palm oil fruit 8,223
kton (OAE, 2010). Table 4 shows the amount of residues and energy potential from domestic
main agricultural products based on productivity in 2009.

LHV
. . CRR SAF Quantity (MJ/ke) Total
Agricultural . Productivity | (Papong | (Papong . (Prasertsan
Residues of residues Energy
product (kton) etal., etal., (kton) & i)
2004) 2004) Sajjakulnu
kit, 2006)
Paddy rice 32,116
Rice husk 0.23 0.493 3,641.63 14.27 51.97
Rice straw 0.447 0.684 9,819.40 10.24 100.55
Sugarcane 68,808
Bagasse 0.291 0.227 4,545.25 8.31 37.77
Sugarcane 0302 | 098 | 20489.10 | 870 |178.26
leaves
Cassava 22,006
Cassava 0.49 098 | 1056728 | 550 | 58.12
rhizome
Palm oil 8,223
fruit
Shell 0.049 0.037 14.91 18.46 0.28
Fiber 0.147 0.134 161.98 17.62 2.85
Empty 0250 | 0584 | 120056 | 17.86 | 21.44
fruit bunch
Frond 2.604 1.00 21,412.69 9.83 210.49
Total 661.73

Table 4. Energy potential of main agricultural residues in Thailand
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From Table 4, the energy potential of agricultural residues generated from four main
agricultural products in 2009 was accounted for 661.73 PJ. The energetic potential of rice
straw, sugarcane leaves and palm oil frond is very high compared to other types of biomass,
100.55 PJ, 178.26 PJ and 210.49 PJ, respectively; however the utilization of these residues as a
renewable source for energy production has hardly been found. Rice straw is normally used
for animal fodder, soil cover material and paper industry, while palm oil frond is also
served as soil cover material. Sugarcane leave is normally left in field and burnt. Currently
only rice husk, bagasse and palm oil shell are widely used as feedstock in stand-alone or co-
firing power plant for heat and power production (Papong et al., 2004; Prasertsan &
Sajjakulnukit, 2006). Not only for heat and power production, rice husk, bagasse and palm
oil shell can be used in several industries, e.g. animal fodder and paper industry. Despite
there are a large quantity of sugarcane leave and cassava rhizome, their heating value is
very low compared to other biomass. This study will not focus on such biomass. Although
the quantity of Palm Oil Empty Fruit Bunch (PEFB) available is in the sixth rank of all
biomass, the energetic quality is high due to its high heating value and it is not yet mainly
used as alternative fuel due to its high moisture and volatile matter with low ash melting
temperature, therefore the scope of this study focuses on renewable energy utilization from
PEFB.

2. Utilization of palm oil empty fruit bunch

The main content of this following section deals with the utilization of palm oil empty fruit
bunch as renewable energy. However, this section will provide an important information
about palm oil and its plantation as well as a brief discussion about its utilization for non-
energetic purposes prior to go deeply in more detail of its utilization for energetic purposes.

2.1 Oil palm plantation

There are two families of oil palm, Elaeis guineensis which is native to western Africa and
Elaeis oleifera whose origin is in tropical Central America and South America. The palm
family which is widely cultivated in Thailand is Elaeis guineensis. It was first introduced to
Thailand in 1968 (Prasertsan & Sajjakulnukit, 2006). Nowadays, the plantation of palm oil in
Thailand is continuously increased because Thai government announced the policy of
producing palm oil based biodiesel as renewable energy, as already mention in Table 3. The
Office of Agricultural Economics (OAE, 2010) reported the oil palm plantation area in 2009
was accounted for 3,165,000 Rai (1 Rai = 1,600 m?) which increased by 56 % from the last five
years and the target of 10 million Rai should be achieved by 2029 (Yangdee, n.d.). The oil
palm production is increased by 64 % from 5,003,000 ton in 2005 to 8,223,000 ton in 2009.
More than 90 % of palm oil plantation area in Thailand is located in Southern part of
Thailand, especially in Chumporn, Surat Thani and Krabi.

Elaeis guineensis is vertical trunk and the feathery nature of leaves. There are 20-40 new
leaves, called “frond” developed each year. The fruit bunches develop between trunk and
base of the new fronds. Typically the first commercial crop can be harvested after 5-6 years
of plantation and can provide fresh fruits for 25-30 years (Perez, 1997). The weight of
compact fruit can varies from 10 to 40 kilograms. Each fruit is sphere in shape, dark purple,
almost black before it ripens and turns to orange-red when ripe (Katamanee, 2006). Figure 5
illustrates oil palm tree and fresh fruit bunch.
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2.2 Palm oil empty fruit bunch (PEFB)

Palm oil empty fruit bunch (PEFB) is waste residue generated from palm oil industries.
After harvesting fresh fruit bunches from oil palm tree, these bunches are sterilized in a
horizontal steam sterilizer to inactivate enzymes present in pericarp and loosen fruits from
bunches. The sterilized bunches are fed into a rotary drum thresher in order to remove the
sterilized fruit from bunches. These bunches without fruit are called as empty fruit bunch
(EFB) which are conveyed to the damping ground, whereas the sterilized fruits are further
used as feedstock for palm oil production in palm oil extraction process by means of screw
type press. The effluents from screw type press are nuts and fibers which are separated from
each other by cyclone. After this separation, nuts are cracked into shells and kernels. The
former are solid waste and left unused, the latter are sent to the kernel oil mill (Mahlia et al.,
2001; Prasertsan & Sajjakulnukit, 2006). It was reported that 20-22 tons of empty fruit bunch,
14 tons oil-rich fiber and 5 tons of shell are generated from 100 ton of fresh fruit bunch
(Perez, 1997; Katamanee, 2006), as illustrated in Figure 6.

Source: Available from http://gardendoctor.files.wordpress.com/2010/05/ elaeis_guineensis.jpg
(1 Sep 2010)

Fig. 5. Oil Palm Tree and fresh fruit bunch



Renewable Energy from Palm Oil Empty Fruit Bunch

131

Fresh fruit bunch 100 tons

v

Steam sterilization — Liquid 12 tons

¢ Sterilized fruit bunch 12 tons

Separation —» Empty fruit bunch 22 tons

¢ Sterilized fruit 66 tons

Extraction process

]
Qil 72 tons

Fiber and nut 24 tons
|
7 3 l
Fiber 14 tons Nut 10 tons
+ Clarifier }—9 Effluent
Cracking l
I Crude palm oil 22 tons
\Z v
Shell 5 tons Kernel 5 tons

v

Kernel oil mill

v

PKO 2.5 tons
Source: Adapted from (Perez, 1997)

v
PKM 2.5 tons

Fig. 6. Palm Oil Empty Fruit Bunch as waste from Palm mill industry

PEFB is a dry brown bunch with non-uniform shape and low bulk density. Its length and width
depend on the size of fresh fruit bunch and can vary from 17-30 cm long and 25-35 cm wide.




132 Renewable Energy — Trends and Applications

Elemental compositions and some properties of PEFB are different by sources of feedstock.
Table 5 shows and compares proximate and ultimate analysis of PEFB from Thailand and

Malaysia.

Thailand Malaysia
(air-dried) (air-dried)
(Own investigation) | (Hamzah, 2008)
Proximate analysis
Moisture % wt. 8.34 8.75
Volatile matter % wt. 73.16 79.65
Fix carbon % wt. 12.20 8.60
Ash % wt. 6.30 3.00
Ultimate analysis
C % wt. 43.8 48.79
H % wt. 6.20 7.33
O % wt. 42.64 40.18
N % wt. 0.44 0
S % wt. 0.09 0.68
Others % wt. 0.53 0.02
Ash % wt. 6.30 3.00
Lower Heating Value MJ/kg 19.24 18.96

Table 5. Proximate and ultimate analysis of PEFB from different countries

From Table 5, it can be noticed that there is no significant difference in composition of PEFB
by sources. Moisture content is measured to be approximately 8 % wt. based on air dried
basis. Volatile matter and fix carbon varied from 73 to 80 % wt. and 8 to 12 % wt,,
respectively, while ash content in PEFB from Thailand is higher than ash content in PEFB
from Malaysia. The chemical composition of PEFB from Thailand calculated by ultimate
analysis is Cs6Hs2013, whereas the chemical composition of PEFB from Malaysia is
C41H73013. The lower heating value of PEFB from sources is almost identical and is around
19 MJ/kg.

2.3 Utilization of PEFB
The utilization of PEFB can be divided into two groups: PEFB utilization for non-energetic
purposes and PEFB utilization for energetic purposes.

2.3.1 PEFB utilization for non-energetic purposes

PEFB contains a variety of nutrients, e.g. phosphorus (P), potassium (K), magnesium (Mg),
Nitrogen (N), etc. It is reported that the nutrients in PEFB consist of 0.06 % P, 2.4 % K, 0.2 %
Mg and 0.54 % N (Heriansyah, n.d.; Prasertsan & Sajjakulnukit, 2006). As a result of this,
PEFB is a good source of organic matter. By which PEFB is widely used in Thailand as a
substrate for mushroom cultivation and as an organic mulch as well as supplementary
fertilizer for oil palm plantation. As a substrate for mushroom cultivation, PEFB is pressed
in a rectangular block and mushroom spores are inoculated into PEFB block. Finally the
block is covered by plastic sheet to maintain moisture content and limit sunlight. PEFB
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mulching material on soil surface for oil palm plantation can reduce soil temperature and
conserve soil moisture to improve growth and crop yield. The residue from mushroom
cultivation or mulching material for oil palm plantation is the composting PEFB which can
further be served as organic fertilizer. After a long duration of composting, the nutrients
containing in PEFB will substantially increase, e.g. after 32 weeks composting N, P and Mg
in PEFB increase from 0.54 %, 0.06 % and 0.19 % to 2.22 %, 0.355 % and 0.67 %, respectively
(Heriansyah, n.d.). Another possibility is the utilization of PEFB ash as fertilizer or soil
conditioner. However, this method is non-preferable because white smoke caused from high
moisture content in PEFB has an aesthetic effect to the environment (Yusoff, S., 2006).

Since the PEFB has a highest fiber yield and its fibers are clean, biodegradable and
compatible than other wood fibers, besides using for agricultural purposes, fiber of PEFB
can be served as raw material for pulp and paper, fiberboard, mattress, cushion, building
material, etc. (Law et al., 2007; Nasrin et al., 2008; Prasertsan & Sajjakulnukit, 2006; Ramli et
al., 2002 ). Anyways, there are some limitations of using PEFB fiber. The fiber must be dried
to the moisture content of 15 % and oil content has to be removed from fiber in order to
improve the mechanical and physical properties of PEFB fiber.

Although, there are many applications of PEFB fiber, the utilization of PEFB fiber as raw
material receives only few interests in Thailand, because there are a lot of agricultural
products used for this purpose available and gain the technical knowledge in commercial
scale, such as eucalyptus for pulp and paper industry, rubber wood or other wood species
for fiberboard and particle board, coconut fiber for mattress.

2.3.2 PEFB utilization for energetic purposes

According to the increase in crude oil price, depletion of crude oil reserves and
environmental concerns, especially global warming, many studies focus on the attempt of
looking for alternative energy sources to partly replace crude oil. There are many processes
for converting biomass to energy, including mechanical process, thermo-chemical process
and biological process, as shown in Figure 8.

In mechanical process, as received PEFB is dried, grounded and fed into pelletting/briquetting
machine in order to produce pellets/briquettes. These PEFB pellets/briquettes has good
properties for using as fuel in conventional stove or co-firing plant compared to as received
PEFB. It exhibits high energy content due to the decrease in moisture content, uniform size and
superior combustion behavior as well as high mechanical strength (Nasrin et al.,, 2008).
Although there are several pathways of thermo-chemical process, the direct use of PEFB in
commercial plants has rarely been found. Currently, thermo-chemical technology for
converting PEFB into energy has been studied in laboratory or bench scale. Many studies
nowadays focus on the pyrolysis of PEFB for bio-oil production in lab-scale, both fixed bed
and fluidized bed reactor and it can be evidenced that the maximum yield of bio-oil produced
from pyrolysis of PEFB without catalysts occurs at the temperature of about 500 °C and the
lower heating value of bio-oil is approximately 20 MJ/kg (Abdullah & Bridwater, 2006;
Abdullah et al., 2007; Azizan et al., 2009; Sukiran et al., 2009; Yang et al., 2006). The utilization
of catalyst can promote the pyrolysis reaction and the maximum bio-o0il can be obtained at
lower temperature of about 300-350 °C with shorter residence time (Amin & Asmadi, 2008).
Due to its higher moisture and ash content, lower energy content compared to palm oil shell or
some types of biomass feedstock as well as its non-uniform shape (Knoef, 2005), there are a
large amount of experimental studies and modeling focusing on combustion, co-firing as well
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as gasification of PEFB in order to investigate the feasibility of using above mentioned
technologies to convert PEFB into energy in term of operating conditions, configuration of
reactor, emission and efficiency (Hussain et al., 2006).

Fig. 8. Pathway for energetic utilization of biomass
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3. Experimental study of PEFB gasification in a lab-scale downdraft gasifier

As mentioned in section 1.3, there is a large amount of PEFB leftover at the palm oil mills.
Gasification is the prominent technology to recover energy from PEFB for heat and power
production. Gasification is a thermo-chemical process to convert solid fuel into combustible
gases under the sub-stoichiometric condition. The gasifier can be classified into 3 main types
by the moving characteristic of bed material: fixed bed, fluidized bed and entrained flow

gasifier. Table 6 shows the operating conditions of each gasifier type.

Parameter Unit Fixed bed Fluidized bed Entrained flow
Temperature °C 300-900 700-900 1,200-1,600
Pressure MPa 0-5 0.1-3 0.1-3
Gasification agent - Air/ Sﬁf}g?;ygen Air/ S:E;:;Sgygen Oxygen
Reaction time S 600-6,000 10-100 <05
Particle size mm 1-100 1-10 <05

Table 6. Operating condition for each gasifier type (Schaidhauf, 1998).

In this study, a fixed bed downdraft gasifier was chosen as the suitable technology because
it has the following advantages (Belgiorno et al., 2003; Knoef, 2005; Laohalidanond, 2008;
Obernberger & Thek, 2008):

- Variable fuel size (1-100 mm) and wide range of moisture content in fuel (< 20 %),

- Clean producer gas with the lowest tar content among other types of gasifier,

- Suitability for 1 MW electricity,

- Ease for operation and

- Low investment and operating cost

The experiments about PEFB gasification were carried out in a 10 kg/hr downdraft gasifier
in order to identify the behavior of producer gas formation in term of producer gas yield,
producer gas composition, heating value of producer gas and cold gas efficiency.
Additionally, the temperature profile along the height of gasifier was also investigated.

3.1 Feedstock and feedstock preparation

Feedstock used in this study is PEFB collected from the palm oil mill in Chonburi province
which is located in Eastern part of Thailand. After collecting process, PEFB is prepared
before being used as feedstock. The important properties of solid fuel for using as feedstock
in gasification process are proximate analysis, ultimate analysis, bulk density and heating
value as shown in Table 7. The proximate analysis was determined according to ASTM D
5142, the ultimate analysis, e.g. carbon, hydrogen and nitrogen was investigated using
ASTM D 5373 and sulfur containing in PEFB was analyzed by ASTM D 4239 (Miller &
Tillman, 2008). Because of the complexity in determining oxygen directly, it was determined
by difference, i.e. subtracting the total percentage of carbon, hydrogen, nitrogen and sulfur.
The heating value was determined by an adiabatic bomb calorimeter as described in ASTM
D 5865 (Miller & Tillman, 2008).
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Unit Value

Proximate analysis

Moisture (as received after solar drying) % wt. 8.34
Volatile matter % wt. 79.82
Fix carbon % wt. 13.31
Ash % wit. 6.87

Ultimate analysis

C % wt. 43.80
H % wt. 6.20
O % wt. 42.65
N % wt. 0.44
S % wt. 0.09
Other properties
Bulk density kg/m3 112.04
Lower Heating Value MJ/kg 19.25

Table 7. Proximate analysis, ultimate analysis and other properties of PEFB (dry basis)

Regarding to the proximate analysis, the volatile matter of PEFB is rather high with the
value of 79.82 %. Volatile matter indicates the portion driven off in gas or vapor form which
comprises mainly hydrogen, oxygen, carbon monoxide, methane and other hydrocarbons
(Miller & Tillman, 2008). The use of fuel with high volatile matter results in the low
combustion temperature because some parts of heat is used to vaporize volatile matters in
fuel. PEFB contains 8.34 % wt. moisture, 13.31 % wt. fixed carbon and 6.87 % wt. ash. The
amount of fixed carbon represents the combustible residue after driving off the volatile
matter (Miller & Tillman, 2008) and plays an important role on the amount of CO produced
in the reduction zone, which is the main composition of producer gas. From the ultimate
analysis, PEFB contains 43.80 % wt. carbon and 6.20 % wt. hydrogen. Both carbon and
hydrogen effect the thermo-chemical conversion and then the producer gas composition.
PEFB has low sulfur content of about 0.09 % wt. which indicates the tendency of SO, and
H,S formation. Other important parameters are bulk density and heating value which affect
the gasification behavior and also the quality of producer gas.

In this study both as received PEFB and pelletized PEFB were used as feedstock. In order to
prepare feedstock, as received PEFB was solar dried and cut into small size of 2 cm x 5 cm x
5 cm by cutting machine. In case of using pelletized PEFB as feedstock, pelletizing machine
is used for preparing feedstock and the pelletized PEFB has a final diameter of
approximately 5.5 cm and a length of 6 cm, as illustrated in Figure 9. The physical properties
of pelletized PEFB compared to as received PEFB is listed in Table 8.
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Fig. 9. PEFB before (a) and after (b) pelletizing

Physical properties Before pelletizing After pelletizing
. . Width2 em Diameter 5.5 cm
Dimension (cm) Length 5 cm Leneth 6 cm
Height 5 cm &
Density (kg/m?3) 112.04 293.65
Moisture content (%) 8.34 4.9

Table 8. Physical properties of pelletizing PEFB

From Table 8, it can be obviously observed that after pelletizing PEFB is denser and has
higher density than as received PEFB because bulk PEFB is pressed and its structural bound
attached to each other. This is the advantages of pelletized PEFB because it is cheap to
handle, transport and store. Apart from handling and storing behavior, the bulk density is
important for the performance of biomass gasification in fixed bed reactor (Knoef, 2005).
During the pelletizing process some water containing in PEFB is driven out. These can lead
to the decrease in moisture content of PEFB.

3.2 Experimental setup

A 10 kg/hr lab-scale downdraft gasifier which is belonging to the Waste Incineration
Research Center (WIRC) and located at Department of Mechanical and Aerospace
Engineering, King Mongkut’s University of Technology North Bangkok, Thailand is a
vertical reactor with fuel feeding system. The reactor is 2,000 mm height and has a diameter
of 600 mm. It can be separated into 4 parts as followed: fuel hopper, pyrolysis chamber,
reaction chamber and ash chamber, as shown in Figure 10. The temperature in pyrolysis
chamber ranges between 200-500 °C, whereas the reaction chamber has the temperature of
500-1200 °C. The temperature in ash chamber is about 300-1000 °C. There are totally 11 type-
K thermocouples installed over the height of gasifier: 5 thermocouples in pyrolysis chamber,
4 thermocouples in reaction chamber and 2 thermocouples in ash chamber.
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Fig. 10. A 10 kg/hr lab-scale downdraft gasifier

In additional to a downdraft gasifier which is the core component, a lab-scale gasifier
system consists of air blower, air pre-heater, gas cleaning unit, weighing apparatus and data
logger. Figure 11 shows the process diagram of a lab-scale gasifier system.
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Fig. 11. Process diagram of a lab-scale downdraft gasifier system
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3.3 Experiment procedure

In case of as-received PEFB, 2 to 3 kg of PEFB was fed into a 10 kg/hr downdraft gasifier per
batch. After feedstock feeding, the lid at the top of gasifier was closed and the feedstock
inside the gasifier was ignited by a burner. When feedstock started to be ignited, the
gasification air was introduced into gasifier and the gasification process was taken place.
When the first batch of feedstock was almost completely gasified, 2-3 kg of feedstock was
then introduced again into the gasifier. This step was repeated until the total amount of
approximately 25 kg PEFB was fed into gasifier in the whole period of time. In case of
pelletized PEFB, 25 kg of it was fed into hopper in one time. During the gasification process,
the temperatures inside the gasifier at each position were continuously recorded. If the
gasification temperature reached the constant value, the volume flow rate of producer gas
were measured. A little amount of producer gas was taken out as gas sample in order to
further be investigated, while the remaining producer gas was flared at the stack outlet. The
gasification process terminated, when the fuel was completely burnt and the reactor was
naturally cooled down. The ash remaining in the reactor was then taken from the reactor
and measured the weight in order to determine the percentage of ash production. The air
flow rates of 6, 9, 12, 15 and 18 Nm3/hr for as-received PEFB gasification and the air flow
rate of 15, 18, 21, 27 and 33 Nm3/hr for pelletized PEFB gasification were varied for each
experiment.

After each experiment, producer gas composition, in which only Hy, CO, CO,, CHs, N> and
O were taken into account, was investigated by gas chromatography according to ASTM.
Lower heating value of producer gas was also calculated according to Equation 1 and cold
gas efficiency was determined by Equation 2.

LHV = Zv, -LHV, 1)
LHV-xV,
n= #'G )
LHV x1itg

LHV is the lower heating value. The subscript G, i and F refers to the producer gas, each
combustible gas component and PEFB, respectively. V; is the fraction of each combustible
gas component in producer gas by volume. Vg and iy are producer gas yield by volume
and PEFB consumption rate by mass, respectively.

3.4 Results and discussions

3.4.1 Producer gas composition and its lower heating value

The composition of producer gas obtained from air gasification of both as received PEFB
and pelletized PEFB is shown in Figure 12 and Figure 13, respectively.

From Figure 12, it can be seen that the concentration of CO increases with increasing air
flow rate and its increasing rate is slow down at the higher air flow rate. The concentration
of CO, decreases until the air flow rate of 9 Nm3/hr and further increases with the air flow
rate. Hp-concentration is very fluctuated and cannot predict its tendency from Figure 12,
whereas there is no significant change in the concentration of CHy for all air flow rates.
Compared Figure 13 to Figure 12, it can be noticed that the concentration of each gas
composition is not fluctuated. The tendency of each gas can be predicted from Figure 13.
Due to the high density of pelletized PEFB, the fuel is more homogenous and the fuel flow is
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more stable. Consequently, the reactions between air and fuel during gasification process
are more stable and can reach their equilibriums. In case of pelletized PEFB (Figure 13), the
concentration of CO and H, increases with increasing air flow rate. The increasing rate is
more rapid at the air flow rate until 21 Nm?3/hr and for further increase in air flow rate from
21 Nm3/hr, the concentration of both gases increases slowly or almost remains constant. In
contrast to H, and CO, the concentration of CO, decreases with the air flow rate until its
minimum point at the air flow rate of 21 Nm3/hr. With further increase in air flow rate,
COs-concentration increases. The concentration of CH, in case of pelletized PEFB is almost
constant.
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Fig. 12. Producer gas composition with different air flow rates for as-received PEFB
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Considered the reactions occurred in a downdraft gasifier, PEFB is firstly dried and the
moisture containing in PEFB is driven off as steam. During pyrolysis process, PEFB is
thermally decomposed into gaseous products, tars and chars, as written in Equation 3. Tar
which is heavy hydrocarbon compound is also thermally cracked into light hydrocarbons
and other gases, as written in Equation 4 (Rui et al., 2007).

PEFB - gas + tar + char 3)

Tars > light and heavy hydrocarbons + CO + CO; +H» 4)

Gases and the remaining PEFB pass through the oxidation zone where oxidation process
occurs. In this zone, combustible gas and combustible material are oxidized to be steam and
CO; by oxygen containing in gasification air. Equation 5 to Equation 7 shows the examples
of oxidation process (Kaltschmitt & Hartmann, 2001; Schmitz, 2001). As the air flow rate
increases, the oxidation process is accelerated by increasing amount of O; in gasification air
and results in the higher reaction temperature (exothermic reactions).

1
H, + EOZ < H,0 AH =-241.8 kJ/mol @)
CO+ %02 © CO, AH =-283.0k]/mol (6)
n n
CpHn+ m+§ O,y ¢ mCO, +EH20 (7)

With further increase in air flow rate, the reactions almost approach their equilibriums.
therefore the concentration of each gas composition remains constant. The products of
oxidation process react further with other gases and un-reacted fuel in reduction zone. The
increase or decrease in composition of producer gas is resulted from reactions in this zone.
The increase in CO and H, from the experiments is resulted from endothermal Boudouard
reaction (Equation 8) and endothermal heterogeneous water gas shift reaction (Equation 9)
(Kaltschmitt & Hartmann, 2001; Laohalidanond, 2008; Schmitz, 2001).

C+C0, ¢>2CO AH =159.9 kJ/mol 8)

C+ HzO - CO +H, AH = 118.5 kJ/mol )

With increasing air flow rate, the gasification temperature raises as a result of exothermal
oxidation. The endothermal Boudouard reaction and endothermal heterogeneous water gas
shift reaction are then shifted to the right hand side, consequently, CO and H; in producer
gas increase. The above mentioned reactions take also the responsibility for the decrease in
CO; concentration in producer gas.

With respect to the heating value of producer gas, the lower heating value of producer gas
yields from as received PEFB is fluctuated and the tendency cannot be predicted because of
the non-equilibrium reactions. Taken the results from gasification process of pelletized PEFB
into account, it can be remarkably seen that the heating value of producer gas varies with
the air flow rate. At the air flow rate of 15 Nm3/hr, the producer gas has the lower heating
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value of 4.20£0.31 MJ/Nm?3 and the lower heating value increases to 4.77+0.29 MJ/Nm?3 at
the air flow rate of 33 Nm3/hr. The increase in the lower heating value is resulted from the
increase in combustible gases, e.g. H, and CO with increasing air flow rate.

From the experiments with both as received PEFB and pelletized PEFB, it can be concluded
that using pelletized PEFB can provide more stable gasification process than using as-
received PEFB and the relevant reactions can approach their equilibriums; hence, pelletized
PEFB is more proper to be used as fuel in gasification process than as-received PEFB. Since
the producer gas will further be used as fuel in a combustion engine generator for electricity
production, the heating value of producer is the major parameter to be concerned. The
maximum heating value of 4.77+0.29 MJ/Nm3 is achieved from gasification of pelletized
PEFB at the air flow rate of 33 Nm3/hr.

3.4.2 Overall results

This section shows the overall results of experiments with pelletized PEFB at different air
flow rates in term of producer gas yield, feedstock consumption rate and cold gas efficiency.
Table 9 presents the overall results for pelletized PEFB at different air flow rates.

Air flow rate| Producer gas | Fuel consumption |Lower heating value [Cold gas efficiency
(Nm3/hr) | yield (Nm3/hr) rate (kg/hr) (MJ/Nm?) (%)
15 24.50 10.74 4.20£0.31 49.71
18 28.70 12.24 4.58+0.29 55.76
21 34.80 15.65 4.60+0.26 53.15
27 41.24 21.64 4.73+0.55 46.80
33 48.89 26.66 4.77+0.29 45.42

Table 9. Overall results for pelletized PEFB at different air flow rates

From Table 9, although the maximum heating value of 4.77+0.29 MJ/Nm? is taken place at
the air flow rate of 33 Nm3/hr, the maximum cold gas efficiency of 55.76 % occurs at the air
flow rate of 18 Nm3/hr. In additional to heating value, the ratio of producer gas yield to fuel
consumption plays an important role on cold gas efficiency, as clearly seen from Equation 2.
At the air flow rate of 33 Nm3/hr, 1 kg of pelletized PEFB can produce 1.83 Nm? of producer
gas, whereas 1 kg of pelletized PEFB can produce 2.34 Nm3/hr of producer gas at the air
flow rate of 18 Nm3/hr which is the condition that the maximum producer gas can be
yielded from 1 kg of feedstock.

3.4.3 Temperature distribution

To identify the temperature distribution in each reaction zone, the gasification process of
pelletized PEFB is only investigated and the result is shown in Figure 14.

The reaction zone for the experiments with different air flow rates is almost identical.
Drying zone for moisture removal taking place at the top of gasifier (a height of 70-80 cm)
has the temperature of less than 200 °C for all air flow rates. Next reaction zone is pyrolysis
zone, 50-70 cm high, which has the pyrolysis temperature of 200-600 °C for all air flow rates.
At the height of 30-50 cm, where air is introduced into gasifier, the combustion process
occurs and the combustion temperature is 600-1000 °C. At the bottom of a downdraft
gasifier (10-30 cm), where the reduction process is taken place, the temperature in the
reduction zone is considerable reduced to 400-800 °C.
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Fig. 14. Temperature distribution along the height of gasifier at different air flow rates

3.5 Conclusion

From the experiments in a laboratory scale downdraft gasifier, it can be implied that both as
received and pelletized PEFB has a potential to be used as fuel for producer gas production.
However, pelletized PEFB is more suitable than as received PEFB because their reactions in
gasification process are more stable and can approach equilibrium. The producer gas
obtained from gasification of pelletized PEFB at the air flow rate of 33 Nm3/hr which is the
most suitable operating condition consists of 19.02 % wt. CO, 13.32 % wt. Hy, 2.78 % wt. CH,
and 16.58 % wt. CO,. It heating value of 4.77 MJ/Nm?3 can be achieved with the cold gas
efficiency of 45.42 %. The reaction temperature has been classified on 4 different zones; less
than 200 °C for drying zone, 200-600 °C for pyrolysis zone, 600-1000 °C for oxidation zone
and 400-800 °C for reduction zone.

4. Experimental study of PEFB gasification in a protoype-scale downdraft
gasifier

After it is proven that pelleitzed PEFB has a high potential to be used as fuel for producer
gas production via gasification process in the previous section, this section aims to conduct
the feasibility of using pelletized PEFB as fuel for power generation via gasification process.

4.1 Feedstock and feedstock preparation

Feedstock used for the experiments in a prototype scale gasifier is pelletized PEFB which
was prepared by the same method as described in section 3.1. The proximate and ultimate
analyses of feedstock as well as other physical properties have already been shown in Table
7 and Table 8, respectively.
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4.2 Experimental Setup
A 50 kg/hr prototype downdraft gasification plant is also belonging to WIRC and located in

Saha Pathana Industrial Park in Kabin Buri, Prachinburi province, Thailand. This plant consists
mainly of 5 parts, as in the following: fuel preparation system, downdraft gasifier, heat
exchanger, gas cleaning unit and internal combustion engine-generator, as shown in Figure 15.

Venturiscrubber .
Venturi
|' scrubber _ Gasstorage tank
S Moisture
Downdraft J Dust eliminator
gasifier L | ﬁﬁ;’:-l:’[_[ separator
Pelletizing . |' |
machine l J' Blower
| Cyclone ' Paper
\ = filter
:.j ¥ T Engine
g il

Heatexchanger Tarbox

Dust cyclone separator

Fig. 15. A 50 kg/hr prototype downdraft gasification plant

The downdraft gasifier can be divided into fuel hopper, reaction zone and ash discharging
zone and has a capacity to load fuel about 50 kg/hr for 7 hours operation continuously.
Shell and tube heat exchanger is applied in order to preheat the air which is served as
gasification agent. Gas cleaning system consists of cyclone, venturi scrubber, and dust
removal unit. The internal combustion engine-generator for power generation is a 4-strokes
diesel engine with 4- cylinders and can produce 50 kW electricity, 380/400 V and 50/60 Hz,

as illustrated in Figure 16.

Fig. 16. Internal combustion engine-generator for power generation
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4.3 Experiment procedure

The experiment prodecure is as same as described in Section 3.3 of this chapter but only
pelletized PEFB was used as feedstock. The air flow rate for the experiments in a prototype
downdraft gasifier was varied from 90 to 120 Nm3/hr with an interval of 10 Nm3/hr.
Distinguish from Section 3.3 was that the producer gas obtained from a prototype downdraft
gasifier at the most suitable condition was further used as fuel in the internal combustion
engine-generator. The electrical load, in this case: electrical heater, varied from 18 to 36 kW
with the step of 6 kW. The consumption of both diesel and producer gas was recorded and the
rate of diesel replaced by producer gas in percent can be calculated by Equation 10. Finally, the
overall efficiency for power production from pelletizing PEFB is calculated by Equation 11.

R= (md,o' - rhd,d) (10)
md,o
Nr =1g NG (11)

Where R is the rate of diesel replaced by producer gas, m,, is the mass flow rate of diesel
consumption in case of using diesel as single fuel and ™, 4 is the mass flow rate of diesel
consumption in case of using dual fuel. n;, ngand ngrepresent the overall efficiency,
engine efficiency and cold gas efficiency, respectively.

4.4 Results and discussions

4.4.1 Producer gas composition and its lower heating value

The composition and heating value of producer gas obtained from air gasification of
pelletized PEFB in a protoype downdraft gasifier are shown in Figure 17.

From Figure 17, the concentration of Hp, CO and CH, increases with increasing air flow rate
until the air flow rate of approximately 100-105 Nm3/hr and decreases with higher air flow
rate. At the air flow rate of 100 Nm3/hr, the highest concentration of CO and CHj can be
obtained, consequently, the maximum heating value of 6.99 MJ/Nm? also occurs.
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Fig. 17. Producer gas composition with different air flow rates for pelletized PEFB in
prototype gasifier
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4.4.2 Overall results
Table 10 shows the overall results for pelletized PEFB at different air flow rates, in term of
producer gas yield, fuel consumption rate and cold gas efficiency.

Air flow rate| Producer gas | Fuel consumption Low‘elglhue eatmg Cold gas efficiency
(Nm3/hr) | yield (Nm3/hr) rate (kg/hr) (MJ/Nm?) (%)
90 111.40 45.08 5.49+0.10 70.47
100 129.44 61.57 6.99+0.29 76.34
105 176.73 74.82 6.50+0.15 79.73
110 182.19 80.58 5.64+0.23 66.21
120 191.76 88.09 5.18+0.40 58.55

Table 10. Overall results for pelletized PEFB at different air flow rates in prototype gasifer

From Table 10, the maximum heating value of 6.99+£0.29 MJ/Nm? is observed at the air flow
rate of 100 Nm3/hr which correspondances to the cold gas efficiency of 76.34 %. From the
observation during the experiments, although at the air flow rate of 100 or 105 Nm3/hr the
heating value of producer gas and the cold gas efficiency reach the maximum value, the
producer gas was unstable and non-continuously formed. Instead, at the air flow rate of 110
Nm3/hr, the producer gas was continuously and uniformly generated. Therefore, for testing
of using producer gas as fuel in the internal combustion engine-generator, the air flow rate
of 110 Nm3/hr is selected as optimum operating condition.

4.4.3 Testing of producer gas in an internal combustion engine-generator

Table 11 shows the results of testing of producer gas in the internal combustion engine-
generator with the electrical loads of 18, 24, 30 and 36 kW. At the beginning, only diesel fuel
was used as fuel in order to examine the diesel consumption rate. Later, the experiments of
using dual fuel, in this case: diesel fuel and producer gas, were carried out.

Diesel fuel Dual fuel
Load Diesel Producer gas Diesel Diesel Enei -
. : . . ngine efficiency
(kW) | consumption | consumption | consumption | replacing rate (%)
(kg/hr) (Nms3/hr) (kg/hr) (%-wt)

18 541 37.63 2.49 53.97 20.01

24 6.44 53.60 1.05 83.69 24.72

30 7.78 53.60 2.19 71.85 26.96

36 9.12 39.91 432 52.63 30.95

Table 11. Results for testing of producer gas in the internal combustion engine-generator

It can be noticed that the producer gas consumption increases with increasing electrical load
until the electrical load of 30 kW and for the higher electrical load, the producer gas
consumption decreases. It means the producer gas can replace diesel fuel successfully if the
electrical load is increased but at the higher electrical load, the producer gas cannot further
replace diesel fuel due to the low heating value of producer gas which is not sufficient to
sustain the higher load. The maximum diesel replacing rate of 83.69 % is taken place at the
electrical load of 24 kW, by which the engine efficiency is accounted to be 24.72 %. At this
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point, the overall efficiency for power generation from pelletizing PEFB via gasification
process is calculated to be 16.36 %.

4.5 Conclusion

From the experiments in a prototype downdraft gasifier, it can be concluded that the
producer gas obtained from pelletized PEFB can be used as a substitute fuel to conventional
diesel fuel. The optimum air flow rate for gasification process is 110 Nm3/hr, by which the
producer gas was continuously and uniformly generated. The producer gas contains 23.74 %
wt. CO, 1548 % wt. Hy, 2.97 % wt. CHy and 10.01 % wt. CO,. The heating value is 5.64+0.23
M]J/Nm3 and the cold gas efficiency is 66.21 %. After using this producer gas in an internal
combustion engine-generator, it can be found that the diesel fuel consumption can be
reduced by more than 80 % at the electrical load of about half-load (24 kW) and the overall
efficiency of 16.36 % can be achieved at this load.

5. General conclusion

As Thailand is an agricultural base country, there are a lot of agricultural residues left
over. These residues can be used as alternative fuel to replace the conventional fuel which
needs to be imported from foreign countries. PEFB is one of the most available
agricultural residues generated from palm oil industry. From this study, it can be found
that PEFB, especially pelletized PEFB, has a very high potential to be used as alternative
fuel for power production via gasification process. The producer gas obtained from a
laboratory scale downdraft gasifier at the air flow rate of 33 Nm3/hr consists of 19.02 %
wt. CO, 13.32 % wt. Hy, 2.78 % wt. CHy and 16.58 % wt. CO,. Its heating value of 4.77
M]/Nm? can be achieved with the cold gas efficiency of 45.42 %. The reaction temperature
has been classified on 4 different zones; less than 200 °C for drying zone, 200-600 °C for
pyrolysis zone, 600-1000 °C for oxidation zone and 400-800 °C for reduction zone. The
producer gas obtained from a prototype scale downdraft gasifier posses a very high
heating value varied from 5.18-6.99 MJ/Nm? depending on the air flow rate. At the
optimum air flow rate of 110 Nm3/hr, the producer gas contains 23.74 % wt. CO, 15.48 %
wt. Hy, 2.97 % wt. CHy and 10.01 % wt. CO,. The heating value is 5.64 MJ/Nm?3 which can
effectively replace the diesel consumption in the internal combustion engine-generator.
The diesel replacement rate of more than 80 % can be obtained at the electrical load of 24
kW and the overall efficiency is 16.36 %. From this study, it can be concluded that PEFB
can be used as alternative fuel for heat or electricity production, for eco-friendly and
sustainable development in Thailand.
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1. Introduction

The production and use of biodiesel as an alternative diesel fuel in compression-ignition
engines and boilers has increased significantly in the recent years. Biodiesel is considered to
be an immediate alternative energy, providing a solution to help decrease the effects of
harmful global green house gases, why decreasing the dependency of fossil fuels (Demirbas,
2008, Gértner and Reinhardt, 2003). Biodiesel is derived from plant oils, animal fats and
recycled cooking oils (Biodiesel Handling and Use Guide, 2009). Bio-Diesel is a renewable
fuel produced by a chemical reaction of alcohol and vegetable or animal oils, fats, or greases.
Bio-Diesel offers a safer and cleaner alternative to petroleum Diesel. Biodiesel is renewable
fuel, its is energy efficicient, it can be used as a 20% blend in most diesel equipment with no
or only minor modifications, can reduce global warming gas emissions, it is nontoxic,
biodegradable, and suitable for sensitive environments (Biodiesel Handling and Use Guide,
2009).

Biodiesel is produced when vegetable oil or animal fat is chemically reacted with alcohol
(methanol or ethanol) in the presence of catalyst such as sodium or potassium hydroxide
(Van Gerpen, 2004). Glycerin is produced as a co-product. Biodiesel fuel is produced from
oil feedstock such as soybean oil, corn oil, canola oil, cottonseed oil, mustard oil, palm oil,
restaurant waste oils such as frying oils, animal fats such as beef tallow or lard, trap grease
(from restaurant grease traps), float grease (from waste water treatment plants - Van
Gerpen, 2004). The oil or animal fat can be converted to methyl or ethylesters (biodiesel)
directly, using a base reaction (catalyze) to accelerate the transesterification reaction. The
most common method of production of biodiesel is by mixing the vegetable oil with
methanol in the presence of sodium hydroxide.

The reaction produces methyl esters (Biodiesel) and glycerin (by product). Biodiesel can
be used in its pure form B100, which requires some modification to the engine, to prevent
any decomposition of plastic parts. Because the level of special care needed is high, the
National Renewable Energy Laboratory (NREL) and the U.S. Department of Energy
(DOE) do not recommend the use of high-level biodiesel blends. When human exposure
to diesel particulate matter (PM) is elevated, additional attention to equipment and fuel
handling is needed (Biodiesel Handling and Use Guide, 2009). More commonly biodiesel
is run as a blend, such as B5, B10, and B20 (Example: B20 is 20% of biodiesel blended with
80% of petroleum diesel). No modification of engine is needed if Biodiesel fuel blends are
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used. At concentrations of up to 5 vol % (B5) in conventional diesel fuel, the mixture will
meet the ASTM D975 diesel fuel specification and can be used in any application as if it
was pure petroleum diesel; for home heating oil, B5 will meet the D396 home heating oil
specification (Biodiesel Handling and Use Guide, 2009). At concentrations of 6% to 20%,
biodiesel blends can be used in many applications that use diesel fuel with minor or no
modifications to the equipment. B20 is the most commonly used biodiesel blend in the
United States because it provides a good balance between material compatibility, cold
weather operability, performance, emission benefits, and costs (Biodiesel Handling and
Use Guide, 2009). Equipment that can use B20 includes compression-ignition (CI) engines,
fuel oil and heating oil boilers, and turbines. The analysis, fuel quality, and production
monitoring of biodiesel have been discussed in more details in previous studies (Knothe,
2005, Mittelbach and Remschmidt, 2004, Knothe, 2001, Mittelbach, 1996 and Komers et al.,
1998).

2. Biodiesel basics

Biodiesel is produced from plant oils (soybean oil, cotton seed oil, canola oil), recycled
cooking greases or oils (e.g., yellow grease), or animal fats (beef tallow, pork lard).
Biodiesel is the result of a chemical reaction process on oils or fats called
transesterification. A simple diagram of the transesterification process is shown in Figure
1. Vegetable oil, animal fats or waste oil react with alcohol in the presence of catalysts to
form Biodiesel and Glycerin. Glycerin is a co-product of the biodiesel process. There are
three distinct types of transesterification process: (1) Base catalyzed transesterification of
the oil, (2) Direct acid catalyzed transesterification of the oil, and (3) conversion of the oil
to its fatty acids and then to biodiesel. For the direct acid catalyzed transesterification of
the oil, the transesterification process is catalyzed by bronsted acids, preferably by
sulfonic and sulfuric acids. These catalysts give very high yields in alkylesters, but the
reactions are slow, requiring, typically, temperatures above 100 °C and more than 3 h to
reach complete conversion. The base-catalyzed transesterification of vegetable oils
proceeds faster than the acid-catalyzed reaction and the alkaline catalysts are less
corrosives than acidic compounds. From these three basic route to biodiesel production
the base catalyzed transesterification of the oil present many advantages. First the base
catalyzed transesterification has high conversion efficiency. With this process around 98
percent of all the reactants will effectively mix to produce biodiesel. This chemical
reaction is also efficient at low temperature and low pressure. This is great advantages
because it means that no heavy pressure unit or heating unit would be required.
Furthermore this transesterification lead to a direct conversion and does not need any
intermediate compounds to achieved biodiesel production.

2.1 Reactants

Two reactants are present during the chemical reaction. The first one is the triglycerides
from the vegetable oil and the second is the alcohol. Triglycerides can have different alkyl
groups as biodiesel can be made out of different kind of straight vegetable oil or waste
vegetable oil. Two different kind of alcohol can be used: methanol or ethanol. These two
alcohols are used in particular for this chemical reaction because there is very little space
between triglycerides atoms for the alcohol to react with.
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2.2 Products

From this chemical reaction there are two main products: Glycerol also named glycerin and
methyl or ethyl ester which is Biodiesel. Glycerin is denser than biodiesel and would
consequently stay under it.

The equation below will resume the reaction:

Vegetable oil + alcohol -----> glycerin + Biodiesel 1)

If we consider the concentrations:

80% Vegetable Oil + 20% Alcohol ------> 90% Biodiesel + 10% Glycerin 2

2.3 Catalyst

The catalyst if added in the good proportion will neutralize the free fatty acids (FFA) from
the waste vegetable oil and also accelerates the reaction. For this type of transesterification
two different catalysts are usually used: Sodium Hydroxide NaOH or Potassium Hydroxide
KOH. The catalyst is used to accelerate the chemical reaction. The quantity of catalyst
needed depend on the amount of free fatty acids in the waste oil and will be determine by
the titration of the oil (process used for the determination of the right amount of catalyst that
will be use for the chemical process).

2.4 Transesterification of vegetable oils

In the transesterification of vegetable oils (see Fig.2), a triglyceride reacts with an alcohol in
the presence of a strong acid or base, producing a mixture of fatty acids alkyl esters and
glycerol (Wright et al., 1944 and Freedman, 1996). The stoichiometric reaction requires 1 mol
of a triglyceride and 3 mol of the alcohol. However, an excess of the alcohol is used to
increase the yields of the alkyl esters and to allow its phase separation from the glycerol
formed. Several aspects, including the type of catalyst (alkaline or acid), alcohol/vegetable
oil molar ratio, temperature, purity of the reactants (mainly water content) and free fatty
acid content have an influence on the course of the transesterification (Schuchardta, 1998)
based on the type of catalyst used.

Vegetable oil/ Animal fat/waste

l

— Transesterification [ Biodiesel

l

Glycerin

Methanol and
Catalysts

Fig. 1. Basic transesterification process
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Fig. 2. Transesterification of Vegetable Oils

The principal objective of this study is to produce quality biodiesel fuels using different oil
feed stocks and test the performance and emissions of Diesel engine using different
biodiesel fuel blends (B5, B10, B15 and B20). The combustion performance (torque and
engine horsepoger) and emissions (CO, CO2, HC's, and NOX) from the Diesel engine using
a Bio-Diesel fuel blends and the conventional petroleum Diesel fuel will be compared.

3. Biodiesel production and engine testing

3.1 Biodiesel production

The biodiesel fuel was produced through the base catalyst transterification process. This
provides one of the easiest and more efficient ways to produce the fuel, yielding a return of
close to 98%. A biodiesel processor (see Figure 3) with a production capacity of 40
gallons/day was used to produce the biodiesel. The processor contains two tanks: (1) a
small tanks for mixing the base catalyst and methanol to create the methoxide required for
the reaction, and (2) bigger tank (40 gallons) for mixing the oil with methoxide. The
processor contains a small 120V pump which transfers the methoxide into the base oil for
mixing. The processor is also equipped with heated coil (in the main reaction tank) to speed
up the time required to produce the biodiesel fuel and the glycerin.

Four different oil feedstocks (see Fig .4 ) were tested in thi study: (1) Waste vegetable oil from
Coyote Jacks, (2) Waste vegetable oil from JC Alexander, (3) straight or non used peanit oil,
and (4) straight or non used coconnut oil. It is noted that Coyote Jacks and JC Alexander are
two dinning facilities inside and outside the University. Waste and straight (non used) oils
were testd in this to see the effcet of the quality of oil feedstocks on the produced biodiesl
fuesl. For the waste vegetbale oil, the waste oil is first heated up to 120°F to evaporate any
water present and filtered to eliminate any solid particles in the oil. For all the oil feedstocks
use in this study, a titration was performed to determine the exact amount of base catalyst
needed for the reaction based on the amount of biodiesel fuel to be produced.

The mixing of the base oil (See Figure 3) and methoxide (methol and cataltyst) will help to
break down all the fatty amino acids present in the base oil. The mixing process takes up to
1 hour. After that, we let the mixture to settle down for 7 to 8 hours. This will help to
separate the Biodiesel fuel from Glycerin as shown in Fig. 5 (the Biodiesel is on the top and
Glycerin in the bottom). After the separation of Glycerin from the Biodiesel, the fuel is
washed with water and dried to remove any excess methanol and glycerin present in the
final product (B100 Biodiesel fuel). The quality of the final biodiesel product is tested in the
laboratory and the correponsding biodiesel fuel blends (B5, B10, B15, B20) are prepared for
the engine testing. It is noted that B20 for example is 20% biodiesel and 80% petroleum
diesel fuel.
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Fig. 3. Biodiesel Processor with a capacity of 40 gallons/day

SVO WVO WvVO

Fig. 4. Straight and waste vegetable oil before transesterification
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Fig. 5. Biodiesel and Glycerin

3.2 Diesel engine

The Diesel engine used for this study is an air cooled, 4-cycles, single cylinder and 8 horse
power Robin Engine. The Diesel engine is compact, lightweight and designed for
generators, air compressor, water pumps, pressure washer and light construction machines
(see Figure 6). The engine has a fuel tank of a capacity of approximately 14.5 liters (3.83
gallons), and a maximum horsepower rating of 8 HP at 3600 rotation per minute. The piston
displacement is 348 cubic centimeters. The bore and stroke are respectively 82 and 78 mm.
The engine combustion system has a direct injection. The engine dimensions are
435x370x478 mm and the engine weight is 46 Kg. A fuel flow meter is connected to the
engine (see Figure 7) to record in real time the fuel consumption during engine testing.

Fig. 6. 8 Horse Power Diesel Engine
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Fig. 7. Fuel flow meter

3.3 Diesel engine torque and horse power measurements

A small engine dynamometer (See Figure 8) was used to test the performance (torque and
horse power) of the Diesel engine. The dynamometer is a water brake load system. The
pump pressurizes the water which then goes into the water brake connected to the engine
shaft. Part of the energy produced by the engine goes to the exhaust while the rest of it is
released as calorific calories to the water that passes thru the water brake. For this reason the
water has to be cooled down, as it will over heat over time and loose efficiency. The
dynamometer is equipped with sensors, data acquisition system and software to measure
the Torque and engine RPM (rotation per minutes). The measured values of the torque and
RPM are used to determine the horsepower:

Horsepower = (RPM * Torque) / 5252 3)

Fig. 8. Engine Dynamomter
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3.4 Emissions characterization - Engine exhaust gas measurements

A gas analyzer DYNOmite EMS (See Figure 9) was used in this study to measure the
emissions from the engine. The real time gas analyzer is used to measure the
concentrations of oxygen (O2), carbon monoxide (CO), carbon dioxide (CO2),
hydrocarbons (HC) and nitrogen oxides NOx. The gas emissions from the engine are
recorded simultaneously during engine dynamometer testing using the data acquisition
system. The torque; RPM; horse power; 02, CO, CO2, HC’s and NOx concentrations are
measured simultaneously.

Fig. 9. Gas Analyszer and emission probe

3.5 Data acquisition system

The dynamometer data acquisition system (see Figure 10) is used to record the engine
performance (Torque, RPM, and Horse power), fuel consumption and the exhaust gas
emissions (CO, CO2, NOx, and HCs). All these data are recorded simultaneously during
engine testing.

4. Results and discussions

4.1 Combustion and emission characteristics of petroleum diesel fuels

Figures 11 and 12 show the engine performance and emissions using conventional
petroleum Diesel fuel at different engine speed or rotation per minutes (RPM). The
engine starts running at low RPM (~ 1230 RPM) for six seconds after that the RPM of the
engine was increased until it reached the maximum value of 3650 RPM. The engine
performances (engine horse power and torque) and emissions (CO2, CO, HC and NOX)
were recorded for about 18 seconds during this change of the engine RPM. Figure 11
shows that horse power increases from 2.3 HP at low RPM to about 8 HP at high RPM
and the torque increases from 10 ft Ib at low RPM to about 12 ft Ib at high RPM. Figure
12 shows the variation of the engine emissions (CO2, CO, NOX, HCs) with the engine
speed or RPM.
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4.2 Combustion and emission characteristics of biodiesel fuel blends

Four different oil feed stocks were used in this study to produce pure bio-diesel fuel. The
Biodiesel fuel produced from each oil feed stocks was converted into fuel blends of B5,
B10, B15, and B20. The Biodiesel fuel blends are obtained by mixing biodiesel fuel with
petroleum Diesel fuel (ex: B5: 5% Biodiesel and 95% Diesel fuel by volume). Two of the
oil feed stocks are waste cooking oil collected from two different restaurants. The first
waste cooking oil was collected from Coyote Jacks, a restaurant located inside the
premises of Florida Atlantic University. This restaurant is more focused on deep fried
fast food, and the oil is used over and over for up to 3 weeks before it is changed. The
second waste cooking oil comes from J.C. Alexander restaurant located outside Florida
Atlantic University. This restaurant uses its oil for shorter periods of time, and is mainly
used to sauté food instead of deep frying. The reason for using two different waste
cooking oils from two different places is to see if the quality of the oil feed stocks will
affect the quality of the biodiesel produced. The third and fourth oils tested in this study
were Peanut and Coconut oils (not used oils). The peanut and coconut oils have not been
used for cooking prior to being converted into bio-diesel fuel. The procedure for each
test was: (1) the engine was allowed to run for 2 minutes to allow the engine to clear any
residue from previous tests with different fuel blends, and warm up the engine and
catalyst, (2) after the 2 minutes warm up, the engine was run at high RPM (3550 rpm) for
5 minutes, (3) drop the engine speed to medium RPM (2400 rpm) and run the engine for
5 minutes, and (4) finally set the engine to low RPM (1250 rpm) and run for 5 minutes.
The sampling rate was set to 1 Hz. This will produce a total of 300 data points for each
RPM. For each Biodiesel fuel blend and for each RPM, the measurement was run at least
three times to check the consistency of the data produced. The data produced from these
tests includes: Torque (Ibs-feet), Horse Power (HP), Carbon Dioxide CO2 (%), Carbon
Monoxide CO (%), Oxygen O2 (%), Hydro Carbon HC (ppm) and Nitric Oxide NOx
(ppm). The torque and horsepower readings where measured directly from the
dynamometer, while the emissions where obtained from the gas analyzer. The mean
value (over 5 minutes) of the diesel engine tests for low, medium and high RPM using
petroleum diesel (benchmark) are shown in Table 1. It is noted that the horse power,
CO2 and CO emissions increase and the HC and NOx emissions decrease when the
speed (rpm) of the engine increases. The baseline data with the petroleum Diesel fuel
will be compared to those obtained with Biodiesel fuel blends using different type of oil
feed stocks. Typical results of the Diesel engine tests at high RPM using biodiesel fuel
blends (B5, B10, B15 and B20) produced from waste vegetable oil coyote Jacks are shown
in Table 2. The results show a small change of the engine horse power, torque, CO2 and
NOx emissions when the amount of biodiesel blended with petroleum Diesel increases
from 5% to 20%. The CO emissions dropped from 0.27% to 0.25% and the HC emissions
from 14.06 ppm to 12.14 ppm.

RPM HP Tarque Co2 CO 02 HC MOx

Libg-feet % % % ppm ppm
1250 234 0 84 7.28 0.02 12.10 3374 1157
2400 4 4l 986 7.08 0.0z 12.30 3077 617
3550 797 11.80 11.45 0.28 3.98 14.50 308

Table 1. Mean value of the Diesel engine tests using petroleum Diesel
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B5 B10 E15 BZ0

HP 7.89 /.62 7.80 7.88
Torgue, Lbs-feet 11.71 11.66 11.58 11.49
CO2 % 11.68 11.70 11.60 11.43

CO % 0.27 0.26 0.258 0.25

02 % 3.99 3.50 3.49 347

HC ppm 14.06 13.18 12.82 12.14
MNOx ppm 398 402 405 406

Table 2. Mean value of the Diesel engine tests at high RPM (3550) using Biodiesel Fuel
Blends produced from waste vegetable oil Coyote Jacks

The results obtained in this study with the three other oil feed stocks (waste cooking oil JC
Alexander, peanut and coconut oils) show the same trends. Figure 13 shows the percentage
difference of the data obtained with the Biodiesel fuel blend B20 from the four oil feed stocks
and the petroleum diesel fuel. The results show a net decrease of the Hydrocarbons HC and
CO emissions for the B20 biodiesel fuel blend compared to the petroleum diesel fuel for all the
four oil feed stocks. Biodiesel fuel contains fewer hydrocarbons than those present in
petroleum diesel. It is natural to expect a decrease in HC emissions as the blends increase. The
Hydrocarbons emissions for the B20 decreases by about 20% compared to the petroleum
Diesel fuel. The carbon monoxide emissions decrease by about 12 % for the B20. Although the
hydrocarbon HC and CO emissions decreased drastically, a small change (< 2%) of the engine
power HP and CO2 emissions are reported for the B20 compared to the petroleum Diesel fuel.
The NOx emissions also increase by about 2% for the B20. This is due probably to an increase
of thermal NOx because of the combustion temperature increase for the B20.

HP  Tor COZ2 CO  HC RNOx

BWWVO Coyote Jacks BWWVO JC Alexander
JPeanut cil C Caoconut ail

Fig. 13. Percentage difference of the B20 (produced from different oil feed stocks) with
Respect to Petroleum Diesel
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Figure 14 shows the overall effect by averaging all the four diverse oils and normalizing
them over the petroleum diesel (baseline data). It is shown clearly the benefits of Biodiesel
fuel blends compared to the petroleum diesel fuel. The HC and CO emissions decrease
drastically by increasing the amount of biodiesel blended with Diesel fuel, while the
power of the engine is kept almost the same and the NOx emissions increase by not more

than 2%.

5
—f— |
@ 0 A :—-—=I=____,;_‘_':=L;—E
c 5 A |
E ) -""-,__‘__‘___‘
£ -10 —
o -15
e .20
-25
BS B10 B15 B20
—— C0O2 2.19 22T 1.23 0.03
= CO 427 -5.71 -9.06 -11.87
HC =36 -9.98 -13.62 -19.45
MNOx 0.06 093 143 1.69
«— HP 0.59 0.03 -1.48 -0.74
——C02 = CO HC NOx —=—HP

Fig. 14. Overall percentage differences of biodiesel fuel blends with respect to petroleum
Diesel

4. Conclusions

Biodiesel fuel was produced from four different oil feed stocks: waste cooking oil Coyote
Jacks, waste cooking oil JC Alexander, and not used peanut and coconut oils. Biodiesel fuel
blends (B5, B10, B15 and B20) for each oil feed stock were prepared by mixing the biodiesel
fuel with Petroleum Diesel. The biodiesel fuel blends were tested on the Diesel Engine and
the results were compared to those obtained with Petroleum Diesel Fuel. The results
obtained with the four oil feed stocks show the same trends. The hydrocarbons HC and CO
emissions decreased by increasing the amount of biodiesel blended with Petroleum Diesel.
The HC and CO emissions decreased respectively by 20 % and 12 % for the B20 compared to
the Petroleum Diesel while the NOx emissions increased by 2% and the change of the engine
power was negligible (<2%).
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1. Introduction

Mankind has been consuming plants, i.e. biomass, as an energy source for living and
developing on earth from the paleolithic period to early the modern period. Consumption of
bio-energy does not change the atmospheric environment because carbon dioxide emitted
by the use of bio-energies will be used by plants through the photosynthesis (Ziittel, 2008).
Since 1769 James Watt significantly improved the steam engine, invented by Thomas Savery
in 1698. The steam engine was widely introduced for producing mechanical work from
chemical energy of fuels, i.e. mineral coal and wood. More practical heat engines, external
and internal combustion engines, have served for developing of human society for almost
two and a half centuries. Since the Otto-Langen engine was first introduced in 1867, human
society has developed using the internal combustion engines (IC engines), which nowadays
are used worldwide for transportation, manufacture, power generation, construction and
farming. However, large consumption of fossil fuels may bring about environmental
pollution and climate change.

Fuel cells are electrochemical devices that convert chemical energy of fuels directly into
electrical energy without the Carnot limitation that limit IC engines. Even in the smallest
power range of less than 10 kW, fuel cells exhibit electrical efficiencies of 35-50 %LHV
(lower heating value), while being silent, whereas engines and microturbines show low
electrical efficiency of 25-30%LHV and high levels of noise. Therefore, the fuel cell which
can be operated with very low environmental emission levels, is regarded as a promising
candidate for a distributed power source in the next generation. Although most fuel cells
operate with hydrogen as a fuel, solid oxide fuel cells (SOFCs) operated in a high
temperature range between 600 and 900 °C accept the direct use of hydrocarbon fuels.
Hydrocarbon fuels directly supplied to SOFCs are reformed in the porous anode materials
producing Hy-rich syngas, which is subsequently used to generate electricity and heat
through electrochemical oxidation (Steele & Heinzel, 2001; Sasaki & Teraoka, 2003). This
type of SOFC, so called internal reforming SOFC (IRSOFC), enables us to simplify the SOFC
system. Electrochemical performances of IRSOFC have been reported for gaseous and liquid
fossil fuels such as methane (Park et al., 1999), propane (lida et al., 2007), n-dodecane
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(Kishimoto et al., 2007), synthetic diesel (Kim et al., 2001), crude oil and jet fuel (Zhou et al.,
2004). Highly efficient fuel cells operated by fossil fuels can certainly contribute to the
suppression of environmentally harmful emissions, but in view of exhaustion of fossil
resources, the utilization of renewable bio-energies should be more promoted. Direct
feeding of biofuels to SOFC gives an environmental-friendly, compact and cost-effective
energy conversion system. Biogas derived primarily from garbage is one of the most
attractive bio-energies for SOFC (Van herle et al., 2004a; Shiratori et al., 2008, 2010a, 2010b).
Recently, Shiratori et al. (2010) has demonstrated the stable operation of an IRSOFC
operating on non-synthetic biogas over one month using an anode-supported button cell.
On the other hand, the use of liquid biofuels is also attractive due to their easy storage and
transportation with high energy density. Tran et al. (2011) has demonstrated the stable
operation of an IRSOFC operating on practical palm-biodiesel over 800 h, also using an
anode-supported button cell.

In this chapter, performances of IRSOFCs operating on biofuels are summarized and
roadblocks to overcome for the realization of this type of highly-efficient carbon-neutral fuel
cell are mentioned.

2. Sustainable society using internal reforming SOFC (IRSOFC) running on
biofuels (Bio-SOFC)

Although the conventional large scale power system provides us with a stable electric
power supply, the associated large consumption of fossil fuels and release of large amount
of waste heat are unfit for social and environmental needs in recent years. Now, the role of
biomass, having the largest exploitation potential among renewable energy resources,
becomes very important. Of course, the use of edible plants is highly restricted, but the use
of organic wastes is highly desirable. Biogas and biodiesel fuels (BDFs) are attractive
alternative fuels which can be produced from bio-wastes, and their spread will generate
synergistic effects to create new industries and employment in their production and
refinement processes.

Among fuel cells, the SOFC is the only technology capable of converting bio-energies
directly to electricity without an external fuel reformer (Staniforth et al. 1998). As for the low
temperature fuel cells like polymer electrolyte fuel cell (PEFC), the external reforming
process is essential prior to electrochemical conversion of biofuels to electricity. Superiority
of an IRSOFC running on biofuels (hereafter called Bio-SOFC) is described in Fig. 1. By
selecting red arrows in this figure social needs are satisfied. Our final goal is to establish a
microgrid system as shown in Fig 2 using Bio-SOFC as major distributed generators
providing heat and power on site. These distributed Bio-SOFCs can contribute to leveling of
the unstable power supply from solar and wind energies. However, breakthroughs are
necessary to realize the Bio-SOFC system.

3. Solid oxide fuel cell (SOFC)

The solid oxide fuel cell (SOFC) offers a highly efficient and fuel-flexible technology for
distributed power generation and combined heat and power (CHP) systems, and it is
obviously promising technology for utilizing biofuels. In this section, SOFC technologies are
briefly reviewed from fundamentals to current status of development.
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3.1 Operation mechanism

A fuel cell in general converts chemical energy of the fuel directly into electrical energy
without converting it to mechanical energy. Therefore, the fuel cell has potential of attaining
higher electrical conversion efficiency than those of conventional technologies such as heat
engines limited by Carnot efficiency. Fig. 3 shows the principle of SOFC operation. The basic
unit of an SOFC, i.e. cell, consists of an electrolyte sandwiched with two electrodes, anode
and cathode. In the electricity generation process, an oxide ion O is generated from oxygen
in air via the cathodic reaction (1).

20z (g) +2e — O 1)

Normally, SOFCs are operated in the temperature range between 600 and 900 °C in which
electrolytes composed of doped metal oxides can exhibit rather high oxygen ion
conductivity. Oxygen ions generated in the cathode are transported to the anode side
through the dense electrolyte and are used to electrochemically oxidize a fuel, here
hydrogen, in the anodic reaction (2).

Ha (g) + O — H,0 (g) + 2¢ @

CO (g) + O — COx (g) + 2¢ )

In the high temperature SOFC, not only hydrogen but also carbon monoxide can contribute
to the generation of electricity (3). Hydrogen and carbon monoxide can be produced by
steam reforming or partial oxidation of hydrocarbon fuels on the Ni-based anode material,
therefore in principle hydrocarbon fuels can be directly supplied to SOFC without using a
pre-reformer.

Cathode

Cell Electrolyte - External
electric load

Anode

Pre-reformed gas

(H,, CO, CO,, H,0)
and/or

unreformed hydrocarbon
(e.g. CH,)

Fig. 3. Principle of SOFC operation.

The electromotive force of fuel cell, E, derived from the difference in the partial pressure of
oxygen, p(Oz), between cathode and anode sides can be expressed by the Nernst equation

(4)-
E = (RT/4F) In{p(O2, ¢)/p(O2 a)}, “)
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where R is the gas constant and T is absolute temperature. a and ¢ denote anode and
cathode sides, respectively. Theoretically, E is approximately 1 volt, and the ideal electrical
efficiency can be calculated by AG/AH, where AG and AH are Gibbs free energy change and
enthalpy change of the hydrogen combustion reaction (5), respectively. At the operating
temperature of 800 °C ideal efficiency becomes 70%LHV.

Ha (g) + 7202 (g) = H20 (g) ®)

The actual electrical efficiency of an SOFC (40-50 %LHV) is always lower than the ideal
value because fuel utilization (Ur) can not be increased up to 100 % in the practical SOFC
system and the contribution of the internal resistances such as resistances of the materials
themselves, contact resistances and electrode reaction resistances is not negligible. However,
in the small size fuel cell systems, the heat generation, including the intrinsic heat release,
AH -AG, can be utilized effectively on site leading to overall efficiency above 80 %LHV.

The SOFC has the following advantages because of its high operating temperature. Various
kinds of fuel, such as natural gas, liquefied petroleum gas, kerosene and biofuels, etc. can be
utilized with a simple fuel processing system. Even direct feeding of such practical fuels is
theoretically possible. Higher electrical efficiency above 50 %LHYV can be obtained by setting
higher fuel utilization. Overall efficiency can be enhanced by using the heat released from
the cell for the fuel reforming process, in which endothermic steam reforming proceeds as a
main reaction. This kind of energy recycle is possible because the operational temperature of
SOFC is nearly the same as that of the reformer. In addition, further enhancement of
electrical efficiency is expected by using residual fuel and water vapor in a downstream gas
turbine and steam turbine. High quality heat from the high temperature SOFC system can
also be utilized effectively for hot water supply as well as reformer.

3.2 Component materials of SOFC and stack configurations

In Table 1, requirements for component materials of a cell and interconnector are
summarized. Typical materials are also listed in this table. The electrolyte has to be gas-tight
to prevent leakage of fuel and oxidant gases. Both electrodes have to be porous to provide
electrochemical reaction sites. The interconnector plays a role of electrically connecting the
anode of one cell and the cathode of the adjoining cell, and also separating the fuel in the
anode side from the oxidant in the cathode side. Component materials must be heat
resistant and durable in the highly oxidative and reductive atmospheres for cathode and
anode sides, respectively.

To fabricate a cell, powders of these component materials are formed into desired shapes by
general ceramic processing such as extrusion, slip casting, pressing, tape casting, printing
and dip coating (Stover et al., 2003). Subsequently, the resulting "green" ceramics undergo
heat-treatments. High temperature sintering processing above 1300 °C is normally required
to obtain a dense and gas tight electrolyte layer.

In an SOFC, all solid state fuel cell, various types of cell configuration have been designed
and classified by support materials and shapes as summarized in Table 2. The SOFC has a
laminate structure of thin ceramic layers, therefore a support material is necessary to ensure
the mechanical stability. Anode-supported, electrolyte-supported, cathode-supported,
metal-supported and nonconductive ceramic-supported (segmented-in-series) types have
been developed. From the viewpoint of cell shape, there are roughly three types, i.e., planar,
flat tubular and tubular types.
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Component materials Requirements Typical materials
Y,0s-stabilized ZrO, (YSZ),
Electrolvte Dense (Gas tight), Sc20s-stabilized ZrO, (ScSZ),
y Ionically conductive Gd,03 doped CeO, (GDC),
(La,Sr)(Ga,Mg)Os (LSGM))
Cell Porous, Ni-YSZ,
Anode Electrochemically active, Ni-ScSZ,
Electronically conductive Ni-GDC
Porous,
Cathode Electrochemically active, (L(eI;g,r S)EELAES;(’)
Electronically conductive ’ / ’
(La,Sr)CrOs,
Interconnector Dense (Gas tight), (La,Ca)CrOs
Electronically conductive (Sr,La)TiOs,

Stainless steel

Table 1. Requirements for component materials and typical materials used to fabricate
SOEFC.

Cell shape
Support materials
Planar Flat tubular Tubular
Versa Power
Systems,
Ceramic Fuel Cells, Acumentrics
Anode-supported ~ Topsoe Fuel Cell, Kyocera TOTO g
Nippon Telegraph
and Telephone,
NGK Spark Plug
Electrolyte- Hexis,
supported Mitsubishi Materials
Cathode- Siemens Power Stemens Ppwer
. Generation,
supported Generation TOTO
Metal- Ceres Power
supported
Nonconductive
ceramic- Rolls-Royce Fuel Cell Mitsubishi Heavy
supported Systems, Industries
(Segmented-in - Tokyo gas
series *)

* Cells are formed in series on a nonconductive porous ceramics.

Table 2. Various SOFC configurations.
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Fig. 4. FESEM images of (a) anode-supported cell and (b) electrolyte-supported cell.

Resistance of the electrolyte dominates the internal voltage loss in many cases, thus
making thinner electrolytes is a key technology to achieve better performance especially
at lower operating temperatures. For example, an anode-supported cell (Fig. 4a), in which
a thin electrolyte layer with a thickness of around 15 pm is formed on the anode substrate
with a thickness of 1 mm, enables operation of an SOFC around 200 K lower in
temperature as compared to an electrolyte-supported cell (Fig. 4b) (Steele & Heinzel,
2001).

There are also various types of stack structures with different flow directions of electric
current, fuel and air, as shown in Fig. 5. The planar type (Fig. 5a) can achieve higher
current density and lower manufacturing cost, but it has lower tolerance to thermal
stress. Flat tubular type (Fig. 5b) exhibits higher durability than planar type because the
area for gas seal is smaller compared to planar type without changing the direction of
electric current. This type enables downsizing of a SOFC stack but is not suitable for
hundred kW class large systems due to the mechanical properties of the interconnector
material. The segmented-in-series type (Fig. 5c) has the advantage of scalability because
gas seals and electrical connections between the adjacent cells are already completed.
However, this structure is complicated and a lot of optimization is required for precise
fabrication.

Electri t
(a) eckLLmen (b) Fuel 1 Electric current (c)

ooy pme=a t & :"":.h
. tatat A
4
/ yg: : ; ) | Air
Cell = \A('r;"“ - s
ﬁ ! /& N
Interconnector Fuel Cell Interconnector ~ Cell Fuel

Fig. 5. Structures of SOFC stack; (a) anode-supported planar type (b) anode-supported flat
tubular type and (c) segmented-in-series tubular type.
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Fig. 6. Flow diagram of 200 kW-class SOFC-micro gas turbine combined system developed
by Mitsubishi Heavy Industries (Yoshida et al., 2011).

Large scale SOFC systems are being developed aiming for a distributed electrical power
plant with high energy conversion efficiency. Mitsubishi Heavy Industries (JP) has
developed a 200 kW class micro gas turbine hybrid system as shown in Fig. 6 with a
maximum efficiency of 52.1% LHV, and a maximum gross power of 229 kW-AC was
achieved with natural gas as a fuel. Their final goal is to achieve electrical efficiency of 70%
by developing large-scale power generation system in which the SOFC integrates with gas
turbines and steam turbines (Yoshida et al., 2011). Rolls-Royce Fuel Cell Systems (GB) is
designing a stationary 1 MW SOFC power generation system based on their segmented-in-
series cell stack named Integrated-Planar SOFC technology (Haberman et al., 2011; Gardner
et al., 2000). FuelCell Energy (US) is developing SOFC power plants, currently utilizing
SOFC stacks developed by Versa Power Systems (CA). Their ultimate goal is to develop
Multi-MW SOFC power plants suitable for integration with coal gasifiers and capable of
capturing > 90% of carbon in coal syngas (Huang et al., 2011).

Fig. 7. Appearances of installation sites of residential SOFC CHP systems under
demonstrative research project in Japan (Hosoi et al., 2011).
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Small scale SOFCs of 1 -2 kW class are now being developed all over the world, aiming at
early commercialization of residential CHP systems (Fig. 7). City gas is generally used as a
fuel with high overall efficiency more than 80 %LHV obtained by utilizing both electricity
and heat on site. In Japan, a demonstrative research project is now being carried out in
which Kyocera (JP), Tokyo gas (JP) and TOTO (JP) participate as manufacturers of SOFC
stacks. More than 200 systems have been installed on actual residential sites as of FY2010. In
this project, reductions of primary energy consumption and CO, emission by 16 and 34 %,
respectively, were demonstrated (Hosoi et al., 2011). Until now, long-term operation over
25,000 h has been demonstrated, and potential of 40,000 h durability has been confirmed.
Ceramic Fuel Cells (AU) is manufacturing the residential system called BlueGen which can
deliver initial electrical efficiency of 60 %LHV at 1.5 kW-AC, and exhibited 55 % efficiency
after 1 year operation (Foger et al., 2010; Payne et al., 2011). Hexis Ltd. (CH) had operated 1
kW class system for 28,000 h (Mai et al., 2011). Acumentrics (US) (Byham et al., 2010) and
Ceres Power (GB) are also developing residential SOFC systems (Leah et al., 2011).

For the spread of these SOFC systems, further enhancements of electrical efficiency, fuel
flexibility and thermomechanical reliability are essential. In this chapter, these challenges
are summarized taking our effort, application of biofuels to SOFC, as a good example of
advancements.

4. Performance of IRSOFC operating on biofuels (Bio-SOFCs)

4.1 Experimental

4.1.1 SOFC single cell used in the tests

Ni-yttria stabilized zirconia cermet (Ni-YSZ) is the most popular material for SOFC anodes.
However, it has been reported that Ni-scandia stabilized zirconia (Ni-Sc¢SZ) offers better
catalytic performance and can suppress coking when hydrocarbon fuels are supplied to SOFC
(Ke et al., 2006). Thus, we used anode-supported type cells based on the anode/ electrolyte bi-
layer (half cell) of Ni-5¢5Z/ScSZ to evaluate the electrochemical and catalytic performance of
IRSOFCs operating on biofuels (Bio-SOFCs). Two types of half cells, button cell with diameter
of 20 mm and square-shaped cells with area of 5 x 5 cm? purchased from Japan fine ceramics
were used to fabricate single cells. The cells consist of ScSZ electrolyte with a thickness of 14
um sintered on a porous anode support (mixture of NiO and ScSZ (NiO:ScSZ = 5.6:4.4)) with a
thickness of 800 um. A mixture of (LaggSro2)o.9sMnOs (> 99.9 %, Praxair, USA, abbreviated by
LSM) and ScSZ (Daiichi Kigenso Kagaku Kogyo, Japan) with a weight ratio of 1:1 was adopted
as a cathode functional layer and coarse LSM was applied as a cathode current collector layer.
Porous cathodes with the area of 0.8 x 0.8 and 4 x 4 cm? for button and square-shaped cells,
respectively, were obtained by sintering process at 1200 °C for 3 h. Component materials of the
single cells were summarized in Table 3.

Component materials Composition Thickness / pm
Electrolyte ggcrsnzo)lé 5c205-1 mol% CeOr-ZrOs 14

Anode functional layer 56%Ni0-44%ScSZ 26

Anode substrate 56 %NiO-44%ScSZ 800

Cathode 50% (Lao,gSI‘og)o,ggMnO3 (LSM)—50%SCSZ ~30

Cathode current collector layer LSM ~30

Table 3. Component materials of the anode-supported single cells (Shiratori et al., 2010Db).
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4.1.2 IRSOFC operating on biogas

The SOFC testing system and automatic gas chromatograph were connected to the methane
fermentation reactor placed in Tosu Kankyo Kaihatsu Ltd. as shown in Fig. 8 (Shiratori et al.,
2010a). Garbage collected in Tosu-city of Saga prefecture was mixed with water resulting in
waste slurry. After materials unsuitable for anaerobic fermentation were filtered out, cattle
manure was added to the slurry followed by the treatment with acid and methane
fermentation processes to produce biogas (mixture of CHy and CO,) containing 790 ppm HsS.
The raw biogas was passed through a desulfurizer packed with FeO pellets 20 cm?3 in size. The
typical composition of desulfurized biogas sampled from the fermentation reactor is listed in
Table 4. The concentration of HoS was less than 0.5 ppm. The concentrations of the other fuel
impurities, CHsSH, Clp, HCl, NH3 and siloxane, were below the detection limits (2 ppb, 60
ppb, 0.4 ppm, 0.6 ppm and 10 ppb, respectively), indicating that this gas can be fed directly
into a SOFC (Haga et al., 2008). In any case, 1 ppm level H,S contamination must be taken into
account even after desulfurization treatment. The experimental setup for testing IRSOFC
operating on biogas has been described elsewhere (Shiratori et al., 2010a). The pressure
controlled real biogas (0.1 MPa) was directly distributed to the SOFC at 800 °C and the gas
chromatograph with flow rates of 25 and 140 ml min-, respectively, in order to evaluate the
electrochemical performance with simultaneous monitoring of biogas composition. In this
experiment, water vapor in the real biogas was removed by a cold trap thermostated at 0 °C.
Dry air was supplied to the cathode side with a flow rate of 50 ml min

Water Cattle manure slurry
Methane
3 0.5m3/da
_ l4m / day l / day fermentation
Bio-wastes Reservoir Intermediate
0.5-1t/day 4.5m?3 / day products
’ "l 10m3 144 m3
Filtering | Wasteslurry | g 390¢ 35-39.5°C
pH 2.5-2.6 pH7.4-7.5
Acid fermentation
3
5 m? /day . Biogas
Weekday: 6 times / day
Exhaust Weekend: 4 times / day
<4————— SOFC
Exhaust Desulfurizer
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Fig. 8. Connection of SOFC test system and gas chromatograph with the methane
fermentation reactor in Tosu-city, Japan (Shiratori et al., 2010a, 2010b).

Gaseous species Concentration
CH4 62.6 vol %
CO, 35.7 vol %
H,O 1.62 vol %

N, 0.09 vol %

H, 99 vol ppm
H>S <0.5 ppm

Table 4. Typical composition of the actual desulfurixed biogas (Shiratori et al., 2010a).
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4.1.3 IRSOFC operating on biodiesel fuels (BDFs)

Palm-, jatropha- and soybean-biodiesel fuels (BDFs) were produced from refined palm-,
jatropha- and soybean-oils, respectively, at Bandung Institute of Technology, Indonesia
(ITB). The main chemical components of the BDFs are listed in Table 5.

Concentration / wt %

Formula Structure Palm- Jatropha-  Soybean-
BDF BDF BDF
Myristic acid methyl ester O
- 2.73 0.07 .
C1sH30; (C14:0) ] 0.14
Palmitic acid methyl ester .o
CisH340; (C16:0) ! % 6 1.0
Stearic acid methyl ester .o oo
- - 421 . .
C1sH30; (C18:0) J 655 3.21
1 d methyl \11
Oleic acid methyl ester .
CaoHOs (CI8:1) | 1\] 404 39.9 24.4
Ql/\v,f-\/\_/\.\;f
\'1,.1
Linoleic acid methyl ester -
C1oH30; (C18:2) . fﬂ 12.2 37.6 54.0
T e =F
=]
Linolenic acid methyl ester |
0.26 0.19 5.75
C19H3202 (C1813) o _

o]

Table 5. Main components in the biodiesel fuels applied to SOFC (Shiratori et al., 2011).

Table 6 shows the concentrations of saturated and unsaturated components in the BDFs and
their average structures. Palm-BDF consisted mainly of 46.8 % saturated fatty acid methyl
esters (FAMEs) and 40.8 % mono-unsaturated FAMEs. Jatropha- and soybean-BDFs
contained a higher amount of unsaturated FAMEs compared to palm-BDF. Jatropha-BDF
consisted mainly of 40.9 % mono-unsaturated FAMEs and 37.6 % di-unsaturated FAME.
Soybean-BDF consisted mainly of 24.8 % mono-unsaturated FAMEs and 54.0 % di-
unsaturated FAME. Soybean-BDF not only contained higher amount of di-unsaturated
FAME compared to jatropha-BDF but also contained a rather high amount of tri-
unsaturated FAME (5.75 % linolenic fatty acid methyl ester). All BDFs had almost the same
physical properties similar to petro-diesel. The experimental setup for testing the IRSOFC
running on BDFs has been described elsewhere (Shiratori et al., 2011; Tran et al., 2011). Dry
air was supplied to the cathode side with the flow rare of 150 ml min-!. BDFs and H,O were
supplied to the anode side with the flow rates of 6 and 21-22 ul min, respectively. BDFs
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were evaporated and mixed with HyO at 600 °C and then fed to the anode side together with
nitrogen carrier gas with the flow rate of 50 ml min-1.

Concentration / wt %

BDFs
Palm-BDF Jatropha-BDF Soybean-BDF
Saturated 46.8 21.4 154
Unsaturated 53.2 78.6 84.6
Mono- 40.8 40.9 24.8
Di- 12.2 37.6 54.0
Tri- 0.26 0.19 5.75
Average structure Ci8.0H34802 Ci187H35002 Ci188H34502

Table 6. Composition of saturated and unsaturated components in the tested BDFs (Shiratori
etal., 2011).

The C-H-O diagram (see Fig. 9) clearly shows that unless a generous amount of oxidant is
added, biogas (CH4/CO; = 1.5) and BDF will form coke on the anode material during SOFC
operation. We added air and water to gaseous biogas and liquid BDF, respectively, to avoid
carbon deposition from the thermodynamic point of view.

C
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\ region ANES
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\/ %\\‘/ a\ 40

80, 20

HO 20 40 60 80 100

Fig. 9. C-H-O ternary diagram showing the possibility of coking when the biofuels are fed
directly to SOFC (Sasaki & Teraoka, 2003).

4.2, Long term test of Bio-SOFCs

4.2.1 IRSOFC operating on biogas

The main reactions involved in an IRSOFC running on biogas are listed in Table 7. Internal
dry reforming of CH; (reaction 1) proceeds on a Ni-based anode using CO, inherently
included in biogas without an external reformer. Then, the produced H, and CO are
electrochemically oxidized to produce electricity (reactions 2 and 3) (Shiratori et al., 2009a).

1 CHy+CO,—2CO +2H, Dry reforming
2  H;+ 0% — HyO + 2e- Electrochemical oxidation
3 CO+02—CO;+2e Electrochemical oxidation

Table 7. Main reactions involved in IRSOFC running on biogas (Shiratori et al., 2009a).
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Only a few reports have provided the performance of IRSOFCs operating on biogas
(Staniforth et al., 2000; Shiratori et al., 2008; Girona et al., 2009; Lanzini & Leone, 2010a),
because carbon formation thermodynamically can take place on the anode material.
Staniforth et al. (2000) has reported the results of direct-feeding of landfill biogas (general
CHy-rich biogas). However, that was a short term experiment and not continuous feeding of
as-produced real biogas. To avoid coking, pre-reforming of biogas is generally required
(Van herle et al., 2004b). Recently, development of a new fermentation path producing Hp-
rich biogas (Leone et al., 2010) and highly active catalysts to assist biofuel reforming (Xuan
et al., 2009; Yentekakis et al., 2006, Zhou et al., 2007) have been reported. Heretofore, we
have succeeded in stable operation of an IRSOFC running on actual biogas produced in
waste treatment center using Ni-5cSZ cermet as an anode material without any support
catalysts.

Figure 10a shows the cell voltages of IRSOFC operating on biogas measured at 200 mA
cm2. Simulated biogas with the CHy/CO; ratio of 1.5 led to a stable cell voltage above 0.8
V for 800 h. The degradation rate of only 0.4 %/1000 h proved that the biogas-fueled
SOFC can be operated with an internal reforming mode. For the real biogas generated
from the methane fermentation reactor, rather high voltage comparable to that obtained
by simulated biogas was achieved for 1 month, although there is a voltage fluctuation.
Monitoring of biogas composition simultaneously with the cell voltage (Fig. 10b) revealed
that voltage fluctuation (a maximum of 50 mV level) appeared in synchronization with
the fluctuation of CH4/CO; ratio. An abrupt increase in CO, concentration induced
temporarily decreased cell voltage. The CHy/CO; ratio in the real biogas fluctuated
between 1.4 and 1.7 which corresponds to CHy concentration range between 58 and 63
vol%. The biogas composition is influenced by many factors, for example, type of organic
wastes, physical states and operational conditions of methane fermentation such as
temperature and pH of the waste slurry.

12 1.2 Temp:. 500 °C 1.9 L] ai
Degradation rabe 0.4 % / 1000 h (200-800 h) Codl hypee: bution cell
1.0F Simulated biogas (CHCO, = 1.5) 1.0k Current density: 200 mA e 118 & 46
- / Fual: Desulfurized actual biogas _ Ca. 50 m
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Fig. 10. Performance of IRSOFC operating on biogas (Shiratori et al., 2009a); (a) the results
measured at 800 °C using anode-supported button cells and (b) voltage fluctuation in
synchronization with the fluctuation of biogas composition during the long term test (initial
200 h of (a)).
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()

e

Fig. 11. Anode-supported cells after long term test shown in Fig. 10a using (a) simulated and
(b) practical biogases.

From the thermodynamic point of view, a CHy/CO; ratio of 1.5 should cause coking at 800
°C, however carbon formation did not occur on the anode support for simulated biogas even
after 800 h as shown in Fig. 11a. Provided that a fuel cell current is applied, this fuel
composition (see Fig. 9) close to the border of the carbon deposition region may not cause
coking. As for the real biogas, severe coking occurred during the long term test (Fig. 11b).
The trigger of the coking was trace H>S (< 0.5 ppm) in the real biogas which can cause
deactivation of Ni catalyst for the dry reforming of methane (Sasaki et al., 2011; Shiratori et
al., 2008). Acceleration of carbon deposition in the presence of trace H,S was also reported
for SOFCs operated with partially-reformed CHs-based fuels (Yuki et al., 2009). Although a
threshold of maximum H»S concentration tolerance for Ni-stabilized zirconia cermet anode
must be provided in future work, total sulfur concentration should be reduced to less than
0.1 ppm level by employing an optimum desulfurization process.

4.2.2 IRSOFC operating on biodiesel fuel (BDF)

The main reactions inferred in the steam reforming of BDF are listed in Table 8 (Nahar,
2010). Steam reforming (reaction 1) produces H, and CO, and pyrolysis (reaction 2)
produces light hydrocarbons (CxHy) and coke as well as H» and CO may occur as competing
reactions. Both reactions are endothermic, more promoted at higher temperatures. Steam
reforming is a heterogeneous reaction catalyzed by Ni, whereas pyrolysis, a non-catalytic
gas phase reaction, tends to occur at water-lean regions or on the deactivated surface of the
Ni-based anode. Excess H,O reacts not only with the light hydrocarbons (reaction 3) but also
with the produced CO (reaction 4) to form further H,. Reactions 5 and 6 are exothermic
hydrogenation reactions which consume H, and produce CHj. Reactions 7 and 8 are
endothermic gasification reactions of coke. While S/C = 3.5 is thermodynamically out of the
carbon deposition region (see Fig. 9), contributions of reactions 5, 7 and 8 are not negligible
once carbon is deposited on the anode surface.

1 GCHnO: + (n-2)H0 < (n+m/2-2)H; + nCO Steam reforming

2 CHnO: < gases (Ha, CO, CHy) + coke Pyrolysis

3  CGHy +xH0 < xCO + (x+y/2)H; Steam reforming

4 CO+HO < H;+CO; Water-gas shift

5 C+2H, < CH, Hydrogenation

6 CO+3H:< CHy+ HO Hydrogenation

7 C+H 0 CO+H, Coke gasification

8 C+C0O<2C0 Boudouard-reaction

Table 8. Main reactions involved in steam reforming of biodiesel fuel (Nahar, 2010).
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Figure 12 shows the cell voltage of an IRSOFC operating on wet palm-BDF (S/C = 3.5)
measured at 0.2 A cm?2 Stable operation with a degradation rate of about 0.1 mV h-
(approx. 1.5 % /100 h) was recorded. Total ohmic resistance of the cell, Rir, total polarization
resistance, Rp and the internal resistance of the cell, Rin¢ (the sum of Rigr and Rp), measured
under open circuit condition are also plotted in Fig. 12. Rir and Rp increased linearly with
operating time. The increasing rate of Rp, which is associated with activation and
concentration overvoltages, is 0.15 mQ c¢cm? h-, smaller than that of Rig (0.21 mQ cm? h1),
indicating that the gradual loss of electrical contact was the main reason of the degradation.
In this durability test, distinct morphology change and coking were not detected inside of
the porous Ni-ScSZ anode support (see Fig. 14).

The composition of the anode off-gas (reformate gas) of IRSOFC operating on wet palm-BDF
(S/C =3.5) at 800°C was monitored during the durability test. In Table 9, the composition of
the anode off-gas and open circuit voltage (OCV) just before the durability test are listed
together with the equilibrium gas composition estimated by HSC 5.1 software (Outokumpu
Research Oy, Finland) and the theoretical electromotive force calculated by Nernst equation.
Internal steam reforming of palm-BDF led to H rich reformate gas, indicating that syngas as
well as electricity can be obtained directly from BDF using high temperature SOFC.
Measured concentrations of Hp, CO and CO, were close to the calculated values. The initial
OCV, 0.93 V, was close to the thermodynamic value of 0.94 V. The existence of methane and
ethylene indicates that the internal steam reforming has not reached equilibrium. Especially,
ethylene is well known as a precursor of carbon deposition (Yoon et al., 2008, 2009).
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Fig. 12. The result of long term test of IRSOFC operating on wet palm-BDF (S5/C = 3.5) at 800
°C, showing cell voltage, total ohmic resistance Rz, total polarization resistance Rp and
internal resistance of the cell Rin; during the test.

Outlet gas concentration (dry basis) / %

H, co CO, CH, CH,y ocv/v
Measured 65.3 14.9 15.0 2.3 2.5 0.93
Calculated 70.8 144 14.8 0 0 0.94

Table 9. Anode off-gas composition and OCV for an IRSOFC operating on palm-BDF
operated at 800°C just before the durability test shown in Fig. 12.
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Fig. 13. Time dependence of OCV, fuel conversion and anode off-gas composition under
open-circuit condition during the long term test of an IRSOFC operating on wet palm-BDF
(S/C =3.5) at 800°C shown in Fig. 12.

Figure 13 shows the concentrations of the gaseous species in the anode off-gas, fuel
conversion and OCV during the long term test of Fig. 12. Although OCV was stable over the
test, Ho production rapidly degraded within the first 400 h. At least 800 h was necessary for
the stabilization of the internal steam reforming of palm-BDF.

After stopping the supply of palm-BDF, cell temperature was decreased to room
temperature under the thorough N» purging of the anode compartment. FESEM images of
the (a) surface and (b) cross section of the anode support after the long term test are shown
in Fig. 14. Carbon deposition occurred only on the surface of the anode which is most
susceptible to coking due to the highest concentration of long chain hydrocarbons or lowest
S/C, whereas inside of the porous anode support there was no coke. The occurrence of
electrochemical consumption of Hy leading to an increase in local S/C and direct
electrochemical consumption of carbon may prevent coking inside of the anode. Carbon
deposited on the anode surface can push up the current collector mesh attached to the
anode surface resulting in the Rir increase shown in Fig. 12.

500 um

Fig. 14. FESEM images of (a) surface and (b) inside of the porous anode support after 800 h
test of IRSOFC operating on wet palm-BDF (S/C = 3.5) at 0.2 A cm2 and 800°C.

4.3 Problems to be solved for the realization of Bio-SOFCs

The feasibility of an IRSOFC running on low-grade biofuels has been demonstrated in the
previous research (Shiratori et al., 2010a, 2010b, 2011) using anode-supported button cells.
However, as illustrated in Fig. 15, in the real SOFC system a strong temperature gradient
along gas flow direction exists and can cause cell fracture.
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1. Increase in anodic overvoltage caused by
adsorption of trace sulfur impurity on Ni catalyst.

(more pronounced at the cooled area) 3. Strong temperature distribution

due to endothermicity and
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Fig. 15. Schematic view of Bio-SOFC and major problems to be solved.

The area near the fuel inlet is cooled down due to the strong endothermicity of reforming
reactions (dry and steam reforming reactions of hydrocarbons), whereas cell temperature is
gradually elevated toward the gas outlet by the exothermic electrochemical reactions. It is
thermodynamically expected that impurity poisoning and carbon deposition are more
significant at the cooled area.

4.3.1 Impurity poisoning (a case study of biogas operation)

Generally biofuels including biogas and BDFs contain several kinds of impurities such as
sulfur compounds. According to thermochemical calculations (Haga et al., 2008), sulfur
compounds exist as H,S at SOFC operational temperatures in equilibrium. Here, in order to
investigate the influence of a fuel impurity, 1 ppm H,S was mixed with simulated biogas
mixture (CHy/CO; = 1.5) during the galvanostatic measurement under 200 mA cm2. CO
yield and selectivity were measured simultaneously with the electrochemical
measurements. CO yield and selectivity are defined as

COvyield = vco / (fena + feoo) (6)

CO selectivity = vco / (vchs + vco2) 7)

where vco is CO formation rate, and fcrs and fcoo are feeding rates of CHy and CO,,
respectively, and vcmy and vcoz are consumption rates of CHy and CO,, respectively. vco,
vcrs and vco were estimated from the results of the exhaust gas analysis. The results of H,S
poisoning test at 1000 °C are summarized in Fig. 16.

In this experiment, an electrolyte-supported cell was used to measure anodic overvoltage
separately from cathodic overvoltage using a Pt reference electrode (Shiratori, 2008). The
horizontal axis indicates the time after starting poisoning. As shown in Fig. 16a even if 1
ppm H2S was included in biogas, a cell voltage of about 1 V was stable during 20 h
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operation while voltage drop of about 100 mV (9 % of initial cell voltage) occurred in the
first 1 h. The voltage drop was caused by increase in anodic overvoltage. Just after starting 1
ppm HsS poisoning, anodic overvoltage grew to be 3.6 times larger compared to the initial
value, which would be due to sulfur surface coverage of Ni catalysts. On the other hand, the
anode-side IR drop did not change by the H,S poisoning.
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Fig. 16. Electrochemical and catalytic performance of Ni-ScSZ anode during 1 ppm HxS
poisoning measured at 1000 °C under 200 mA cm?; (a) cell voltage, anodic overvoltage (IR
free) and anode-side IR drop and (b) reaction rates, CO yield and CO selectivity for internal
dry reforming of methane. Simulated biogas mixture, CHs/CO; = 1.5, was fed as a fuel
(Shiratori et al., 2008).

The reaction rates of internal reforming, CO yield and CO selectivity during 1 ppm H>S
poisoning test are plotted on Fig. 16b. Rapid deactivation of the reforming reaction was
observed within 2 h after starting H»S poisoning resulting in about a 40 % decrease in
reaction rates and CO yield. On the other hand, CO selectivity was less sensitive to HxS
contamination (only 7 % decrease). After the initial deactivation of the catalytic activity, a
quasi-stable state appeared. Fig. 17 schematically depicts the degradation mechanism of
an IRSOFC operating on biogas under H,S contamination. Sulfur species chemisorbed on
Ni catalyst not only deactivate reforming reaction but also block the triple phase
boundary (TPB) which is the active reaction region for electrochemical oxidation of
produced H; and CO. Deactivation of reforming reaction causes deficiency of H, and CO,
and blockage of TPB sites causes an increase in local current density. These phenomena
would appear as an initial increase in anodic overvoltage (or initial voltage drop). Cell
voltage, CO yield and CO selectivity completely recovered within 4h after stopping H»S
poisoning, indicating that H>S poisoning caused by adsorption of sulfur species is a
reversible process and 1 ppm level H,S contamination is not fatal for the operation of Bio-
SOFC at 1000 oC.

On the contrary, at 800 °C, 1 ppm H)S was more detrimental. Cell voltage and internal
reforming rates kept on decreasing during 22 h of HS poisoning. Voltage drop of about 170
mV (20 % of initial cell voltage) and 80 % decrease in the reaction rates occurred without the
quasi-stable state as in the case of 1000 °C testing. The results summarized in Table 10
indicate that higher-grade desulfurization is required for lower operating temperatures,
suggesting that the effect of impurity poisoning will become more detrimental at the cooled
area in the cell (see Fig. 15).
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Fig. 17. Possible degradation mechanism of IRSOFC operating on biogas caused by H,S
contamination of biogas (Shiratori et al., 2008).

Temp. V(gtealfge IR loss pr?c,li%:ison Degradation behavior
1000 oC 9 % initial voltage drop
(Electrolyte- decrease not changed 40 % decrease  followed by quasi-stable

supported) (100 mV) state
800 C 20 %
(Anode- decrease not changed 80 % decrease  continuous degradation

supported) (170 mV)

Table 10. Impact of 1 ppm H»S contamination of biogas on the performance of IRSOFC
running on biogas deduced by the 22 h poisoning test. Fuel: simulated biogas mixture
(CH4/CO; =1.5), Cell: Ni-ScSZ/ScSZ /LSM-5cSZ (Shiratori et al., 2009a).

4.3.2 Strong temperature gradient (a case study of biogas operation)

Ni-ScSZ/5cSZ /LSM-ScSZ square-shaped cells with an area of 25 cm? simulating a real SOFC
were used for the evaluation of thermomechanical reliability of a Bio-SOFC. When the
simulated biogas (CHs/CO, = 1.5) was directly fed to the square-shaped cell, long term
operation could not be performed at 800 °C (Shiratori et al., 2010b). This is due to a locally-
decreased cell temperature caused by the strong endothermicity of internal reforming (Fig. 15).
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Fig. 18. (a) The temperature distribution caused by internal dry reforming of methane and
(b) resulting cell fracture detected by FESEM, showing brittleness of electrolyte thin film
sintered on the anode support versus direct supply of hydrocarbon fuel.
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Fig. 19. The temperature distribution in the Ni-ScSZ anode support when simulated
biogases with CHy/CO; = 1.5 were fed directly with a furnace temperature of 800 °C under
open circuit condition; (a) Air/Biogas =0, (b) 1.0 and (c) 1.5.
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To estimate the endothermicity of reaction 1 in Table 7, an equimolar mixture of CHy and
CO, was supplied to the square-shaped anode-supported half cell, and the temperature
distribution generated in the half cell was measured from the electrolyte side by
thermography. As shown in Fig. 18a, a large temperature gradient was generated at the fuel
inlet side, and the temperature around the cooled area considerably increased within 20
min, indicating the formation of an electrolyte crack (Fig. 18b) from which biogas leaked and
burned. When simulated biogas with CH4/CO; = 1.5 was used as a fuel, at a furnace
temperature of 800 °C, as shown in Fig. 19a, a strong temperature gradient formed in the
half cell and led to an electrolyte crack within 15 min after starting the supply of simulated
biogas. The temperature gradient became more moderate with air addition to the biogas, as
can be seen in Fig. 19b and ¢, for air/biogas of 1.0 and 1.5, respectively, at the same furnace
temperature.

1 CHy+ CO;— 2H; +2CO Dry reforming of methane 259
2 CHy+1/20,—2H;+CO  Partial oxidation of methane -23
3 CH4+20;—-2H0+CO; Complete oxidation of methane  -802
4 CHy+ H,O—3H,+CO Steam reforming of methane 226
5 CHy— C+2H; Methane cracking 90

6 2CO—-C+CO. Boudouard reaction -170
7 CO+HO—Hy+CO; Water-gas-shift reaction -34
8 CO+1/20,— CO; Oxidation of carbon monoxide -282
9 Hz+1/20,— HO Oxidation of hydrogen -248

Table 11. Main reactions involved in the reformig of air-mixed biogas and their reaction
enthalpies at 1100 K (D.R. Lide (Ed.), 2009).
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The above results indicate that cell performance can be stabilized by addition of air to biogas
as a result of the exothermicity of partial oxidation of CHj Here, heat absorption
accompanied by the internal reforming of air-mixed biogas was calculated
thermodynamically for the feed of 1 kmol C considering the reactions listed in Table 11.
Reactions 1-3 are the predominant reactions determining the amount of heat absorption.
Reaction 1 is dry reforming of CHy4, producing H> and CO, which is a strong endothermic
reaction. Reactions 2 and 3 are oxidation reactions of CH; which can contribute to the
suppression of the strong endothermicity of reaction 1. The results of the thermodynamic
calculation are plotted on Fig. 20.

Open symbols(OOO): no carbon deposition

Fig. 19a Closed symbols(® @ @): carbon deposition
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Fig. 20. Endothermicity of reforming of air-mixed biogases with Air/Biogas = 0, 1.0 and 1.5.

Fig. 20 suggests that heat absorption or endothermicity can be suppressed by increasing the
air mixing ratio or by decreasing the operational temperature. A homogeneous temperature
distribution obtained for Air/Biogas = 1.5 (Fig. 19¢) as compared to Air/Biogas = 0 (Fig. 19a)
is due to a 48 % lower heat absorption. Here, it is noted that the addition of excess air will
result in the reduction of reforming efficiency, and lower operating temperature tends to
cause carbon formation. The optimum Air/Biogas and operating temperature must be
determined carefully, considering these points.

4.3.3 Carbon deposition
4.3.3.1 Biogas

The result of a long term test with a square-shaped cell is shown in Fig. 21a (Shiratori et al.,
2010b). A degradation rate of 2.6 % /1000 h (200-500 h) was achieved by feeding air-mixed
simulated biogas. The reasons for the degradation were a decrease in OCV (contribution
ratio = 38 %) caused by incomplete gas sealing around the cell and increases in IR loss (34 %)
and overvoltage (29 %) caused by insufficient electrical contact between the anode support
and current collector. These voltage losses are related to technical difficulties of single cell
testing with a square-shaped cell.



186 Renewable Energy — Trends and Applications

1.0 2.0
0.8 T ~r T Fuel: air-mixed biogas
’ Degradation rate 2.6 % / 1000 h 15 (CH,/CO, = 1.5, Air/Biogas = 1.0)
> (a) (200-500 h) 5
© 0.6 £
= Temp: 800 °C =
% Cell type: 5 x 5 cm? square-shaped cell S
> - . ) 9]
3 0.4r Fuel: air-mixed simulated biogas €
1) (CH,/CO, = 1.5, Air/Biogas = 1.0) <
Current: 2.0 A
02r Current density: 125 mA cm2
Us 13 %
0.0 L 1 L 1 | | ! . |

00 - - ) -
0 50 100 150 200 250 300 350 400 450 500 100 200 300 400 500 600 700 800 900 1000
Time/h Temperature / °C

Fig. 21. Long-term test of an IRSOFC operating on biogas using a 5 x 5 cm?2 square-shaped
cell: (a) galvanostatic measurement of cell voltage in air-mixed simulated biogas (CHs/CO»
=1.5, Air/Biogas = 1) under U; = 13 % at 800 °C and (b) the equilibrium gas composition
calculated by HSC 5.1 software (Outokumpu Research Oy, Finland) for 0.6 kmol CH, + 0.4
kmol CO; + 0.2 kmol O, + 0.8 kmol Na.

As shown in Fig. 21b, at 800 oC (operational temperature in the present study) direct feeding
of air-mixed biogas (CHs/CO, = 1.5, Air/Biogas = 1) thermodynamically does not cause
carbon deposition. The safe temperature region for this fuel is above 750 °C, and a decrease
in cell temperature over 50 K from the operational temperature of 800 °C may cause carbon
deposition. After the 500 h durability test, carbon deposition was observed only at the fuel
inlet side where the anode-support may be cooled down by more than 50 K as a result of the
endothermic reforming reaction (Shiratori et al., 2010b). According to the thermodynamic
calculation shown in Fig. 20, only 26% reduction of heat absorption is expected by the
addition of an equimolar amount of air to biogas (Air/Biogas = 1.0). These results suggest
that Air/Biogas = 1.0 is a thermodynamically safe composition if the temperature of 800 °C
is kept anywhere in the anode-support, however taking the temperature gradient caused by
the internal reforming into account, Air/Biogas = 1.0 leads to a decrease in the cell
temperature at the fuel inlet side by more than 50 K, but is insufficient, Air/Biogas ratio
higher than 1.0 is required practically.

4.3.3.2 Biodiesel fuels (BDFs)

Figure 22 shows the results of galvanostatic measurements at three different operating
temperatures for palm-, jatropha- and soybean-BDFs under the condition of 200 mA cm2
and S/C = 3.5. Stable voltage with little oscillation was obtained only for palm-BDF at 800
oC. In contrast, jatropha- and soybean-BDFs resulted in unstable cell voltage. Especially, at
700 °C, cell voltage for the SOFCs operating on jatropha- and soybean-BDFs dropped
abruptly within 40 h and 47 h, respectively. No severe coking was observed at 800 °C in the
case of palm-BDF, whereas jatropha- and soybean-BDFs led to significant amount of carbon
on the anode surface. Carbon deposition tended to be more significant at lower operating
temperatures and at higher content of unsaturated FAMEs in BDF.

Figure 23 shows the anode surface after the operation with real biodiesels at 800 °C. Nearly
no carbon was observed at this temperature in the case of palm-BDF, whereas jatropha- and
soybean-BDFs led to significant amount of carbon on the anode surface. Carbon deposition
tended to be more significant for the fuels with a higher degree of unsaturation (Nahar,
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2010). The rapid degradation is due to the carbon deposition promoted with a higher degree
of unsaturation which can cover a portion of active reaction sites or block open pores.
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Fig. 22. Cell voltage of IRSOFCs operating on (a) palm-, (b) jatropha- and (c) soybean-BDFs
at different temperatures under the condition of S/C = 3.5 and 200 mA cm-=2.
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Carb:
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Fig. 23. Pictures of the anode after the 50 h tests of IRSOFCs operating on BDFs at 800 oC
shown in Fig. 22; (a), (b) and (c) are for palm-, jatropha- and soybean-BDFs, respectively.

5. Conclusion

The fuel flexibility of SOFCs has been demonstrated in this study with biofuels, biogas and
biodiesel fuels (BDFs). In the course of this study, roadblocks for the realization of an
internal reforming SOFC (IRSOFC) operating on biofuels, Bio-SOFC, which is promising
candidate for a distributed generator in a coming carbon-neutral society, were uncovered. A
biogas-fueled SOFC can be operated internal reforming mode if an adequate amount of air
is added to the biogas. To suppress carbon deposition and thermal stress caused by the
internal reforming reaction, Air/Biogas > 1.0 is required. Although the feasibility of an
IRSOFC running on biogas has been demonstrated in the previous research, there is an
urgent need to collect more practical data using a real stack. On the other hand, performance
of an IRSOFC operating on BDFs has also been evaluated. The deactivation of the anode was
accompanied by significant carbon deposition on the Ni-based anode material, which occurs
more for lower operating temperature and higher concentration of unsaturated fatty acid
methyl esters (FAMEs) in BDF. Only the IRSOFC operating on palm-BDF with the lowest
degree of unsaturation operated at 800 °C exhibited stable performance without severe
coking. The concentration of unsaturated FAMEs in BDF is quite an important factor to
determine SOFC performance, and therefore it should be controlled carefully. In terms of
fuel injection performance, a higher concentration of unsaturated components resulting in
lower viscosity of BDFs is preferable, however significant carbon deposition will occur as
mentioned above.
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Our final goal is to operate an IRSOFC using low grade biofuels. BDF derived from waste
cooking oil which has a similar chemical composition to that of palm-BDF is quite an
attractive candidate for SOFC operation, although the fuel composition fluctuates
depending on the origin of the oil and kind of food cooked by the oil. On the other hand,
south-east Asian nations near the Mekong basin are very interested in the efficient use of
their abundant fishery resources as alternative fuels. BDF derived from discarded catfish oil
is one of the most attractive alternative fuels, however it contains not only FAMEs with high
number of carbon atom between 20 and 24 in a molecule, but also several trace impurities
which promote carbon deposition. In future work, the dependence of IRSOFC performance
on composition of BDFs will be investigated.
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1. Introduction

Tremendous consumption of energy to serve daily lives and economic activities has led to
the critical problem of energy shortage since the current main energy sources rely on fossil
fuels which are non-renewable. Therefore, efficient renewable energy sources need to be
investigated and improved to replace or substitute the use of fossil fuels to alleviate
environmental impacts while being sustainable. Biomass-derived fuels are recognized as
promising alternatives among other renewable sources e.g. wind, solar, geothermal,
hydropower, etc. This fuel can be produced from various available agricultural materials,
hence there is no problem of feedstock supply. Instead, its use is beneficial for those
countries having strong background in agriculture. In addition, this agro-based fuel can
provide a CO,-closed cycle as the CO;released from the fuel combustion can be redeemed
with the CO; required for biomass growth. Bioethanol plays an important role as a
promising renewable energy among other biofuels due to its useful properties such as high
hydrogen content, non-toxicity, safety, ease of storage and handling (Ni et al., 2007). An
efficient energy conversion system is required to maximize bioethanol fuel utilization to
obtain a full performance. Combustion heat engines which are widely used nowadays have
a low conversion efficiency of power production due to losses during multiple energy
conversion stages as well as a low value of chemical energy of bioethanol represented by
LHV or HHV compared to those of fossil fuels (Cs hydrocarbons or above). Moreover,
electrical energy efficiency produced from a combustion heat engine becomes even lower
because of further losses from more energy conversion stages. Fuel cell technology is
considered to be an interesting alternative for efficient energy conversion since it can
directly convert chemical energy stored in the fuel into electrical energy via electrochemical
reaction. Less energy is lost in the fuel cell operation and higher electrical efficiency can be
obtained. However, the problems in using fuel cell technology such as short-life operating
time, high manufacturing cost and impromptu infrastructure support are still issues to be
tackled. The Solid Oxide Fuel Cell (SOFC), a type of fuel cells, is selected to be an electrical
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power generation unit fuelled by bioethanol because of its outstanding characteristics:
ability to use low-cost catalyst, high temperature exhaust heat for cogeneration application,
tolerance to some impurities e.g. CO and sulfur, internal reforming within the cell for
reducing equipment cost, etc. For the SOFC system, bioethanol feed is heated up and
reformed to hydrogen rich gas by the reformer before being introduced into the fuel cell at
the anode side coupled with air feed at the cathode side for producing electricity. To achieve
better performance from this process, it is necessary to consider every unit within the SOFC
system. These units are investigated through their physical structure design and
modification on the basis of worthwhile energy utilization in each unit and suitable energy
allocation within the process to target an optimum energy management of the SOFC system.
The objective of this chapter is to propose ideas and feasible approaches on how to improve
the performance of bioethanol-fuelled SOFC systems by focusing on each essential unit
modification in the process. Relevant useful approaches from other scientific literature
reviews are included. The pros and cons in each proposed method are also discussed.
Bioethanol pretreatment unit regarded as a significant unit compared to the other units for
the process development is of particular focus in this chapter. The progressive work of our
research on the efficiency improvement of the SOFC system with analytically appropriate
selection of bioethanol pretreatment unit is presented. The simulation studies were
conducted via experimental-verified SOFC model to predict the results under a frame of
model assumptions. Performance assessment of the system in any scenario cases held the
criteria of no external energy demand condition or Qnet = 0 to compare and identify the
optimal operating conditions among those of bioethanol pretreatment units. The simulation
results could initially guide the right pathway for practical industrial applications.

2. Bioethanol

Among various biomass-based fuel types such as bioethanol, biodiesel, bioglycerol, and
biogas, bioethanol is considered a promising renewable energy compared to other biofuels.
As shown in Table 1, the maximum amount of work from the fuel cell integrated with fuel
processor system in comparison with five renewable fuels including n-octane represented as
a gasoline characteristic are presented (Delsman et al., 2006). It was indicated that ethanol
can offer the highest energy output (based on MJ/mol fuel) among the other renewable
fuels (methanol, methane, ammonia, and hydrogen) except for n-octane. Furthermore, there
are other outstanding advantages of bioethanol given by the following reasons. The
production technologies of bioethanol are more mature and cheaper than those of
biomethanol (Xuan et al., 2009). Biodiesel which is a popular alternative energy used in
vehicle engines can be derived from ethanol (or purified bioethanol) reacted with vegetable
oil via transesterification reaction. Biogas is a widely-used renewable power source because
of many available feedstocks. It can be produced from several organic wastes by anaerobic
biological fermentation. Consequently, it seems to be a promising renewable fuel but biogas
mainly consists of methane and CO.. Both gases have serious negative environmental
impacts especially from methane. Methane can remain in atmosphere for 9-15 years and
retains heat radiation of 20 times higher than CO, (U.S. Environmental Protection Agency).
Furthermore, if the biogas is produced from non-agricultural wastes, e.g. cow and pig
manure, it would bring this biogas production diverted from carbon-closed cycle. Hence,
biogas should be produced and utilized in an effective way. Bioethanol production is mostly
derived from biological fermentation using agro-based raw materials such as sucrose-
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containing crops, starchy materials, lignocellulosic biomass and agro-waste (Carlos & Oscar,
2007). In addition, the latest research reports that animal manure waste, waste paper, citrus
peel waste, and municipal solid waste can be used as feedstock of bioethanol production by
using saccharification and fermentation processes (Lal, 2008; Foyle et al., 2007; Wilkins et al.,
2007).

Maximum amount of work
Fuel M]J/mol Fuel M]J/mol C in Fuel MJ/mol }.IZ via
reforming
Methanol -0.69 -0.69 -0.23
Ethanol -1.31 -0.65 -0.22
n-Octane -5.23 -0.65 -0.21
Ammonia -0.33 -0.22
Methane -0.8 -0.80 -0.20
Hydrogen -0.23 -0.23

Table 1. Maximum amount of work for the conversion of fuels to electricity calculated at 298
K and 1 bar (Source: Delsman et al., 2006)

However, bioethanol fermentation is a complicated process. The overall process is
schematically shown in Figure 1. It requires many steps of biomass feed conditioning or
pretreatment which can be mainly divided into four techniques as follows (Magnusson,
2006):
- Mechanical techniques: biomass is milled or ground to reduce sizes of material,
- Chemical techniques: biomasses e.g. hemicelluloses and lignin are swelled or dissolved
by acids, bases, and solvents to transform into pre-hydrolysis form,
- Mechanical-chemical techniques: a combined mechanical and chemical technique e.g.
heat pretreatment with high-pressure of steam, and
- Biological techniques: biomass is digested by enzymes or micro-organisms.
Thereafter, the pre-conditioned biomass is biologically transformed into ethanol. This
procedure is a key step to be accounted for increasing bioethanol productivity. The basic
concept of reactor design is applied with enzymatic fermentation technology. Starting
from a simple batch reactor, this is close to organic culture system environment but a
batch culture envisages the limitation of enlarging bioethanol production scale.
Afterward, semi-batch reactors combining the benefits of batch and continuous reactors
are employed. It can offer a long lifetime of cell culture, higher ethanol and cell
concentration (Frison & Memmert, 2002). Finally, a continuous flow reactor is applied
with cell recycle operation to serve more bioethanol productivity requirement. Influent
stream containing substrate, nutrients and culture medium is fed to an agitated
bioreactor. The product is removed from the fermenter but the residues (cells and
nutrients) are collected and recycled to the vessel. In addition, the concept of process
integration is introduced to the bioethanol production application such as Separate
Hydrolysis and Fermentation (SHF), Simultaneous Saccharification and Fermentation
(SSF) and Direct Microbial Conversion (DMC) (Balat, 2011). In the last step, the obtained
dilute ethanol is then purified to gain a desired ethanol concentration. These difficult
procedures need to be further developed to reduce the complexity and enable the process
to compete with the cheaper oil-derived fuel production.
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Many researchers attempt to develop such a biotechnical bioethanol production to be cost-
effective. Effective tools for the process evaluation such as thermo-economic, environmental
indexes, process optimization and etc. are used to analyze the bioethanol production process
as performance indicators to assist in the task of process design. Process integration is
regarded as a significant approach since several production procedures are combined into a
single unit. It can reduce production costs and provide a more intensive process. For
example, the fermentation process integrated with membrane distillation (Gryta, 2001)
involved the combination of tubular bioreactor and membrane distillation to synergistically
enhance the yield of bioethanol without several units being required as for other common
processes. A role of membrane distillation is to remove byproduct from the fermentation
broth in bioreactor that can simultaneously forward glucose conversion to gain more
ethanol. The objective of process integration is to have the energy requirement in procedures
of bioethanol production to be less than the energy obtained from the bioethanol
exploitation to utilize bioethanol effectively.

{ Biomass Handling J [ Enzyme Production J

ﬂ i ﬂ & [ Glucose Fermentation W

[ Biomass Pretreatment ]:> | Cellulose Hydrolysis J ﬂ [ Lignin Utilization

| Pentose Fermentation ll:?[ Energy Recovery II::)

Fig. 1. Schematic diagram of bioethanol production process (Source: U.S. Department of
Energy)

Bioethanol can be purified to anhydrous ethanol which is a useful chemical for various
applications such as organic solvent, chemical reagent, reactant for biodiesel production,
pharmaceutical formations, plastics, polishes and cosmetics industries (Kumar et al.,
2010). However, in this chapter, the use of bioethanol is particularly focused on a role of
renewable fuel. Application of bioethanol in term of fuel can be mainly divided by two
directions:

- Direct combustion to gain thermal energy

- Reforming into hydrogen for clean energy production in a fuel cell

For conventional direct combustion, it seems to be less complicated but the fuel is utilized in
an ineffective way because thermal energy accumulated in bioethanol is obviously lower
than fossil fuel as shown in Table 2.

Fuel Density Cal:tr 12c0(w]/élue Caloric value| Octane-number |Fuel-equivalence
k M RON 1
(kg/l) (MJ/kg) (MJ/1) (RON) 1
Petrol 0.76 427 3245 92 1
Bioethanol | 0.79 26.8 21.17 >100 0.65

Table 2. Properties of bioethanol in comparison with petrol (Source: Paul & Kemnitz, 2006)
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Moreover, since water is the main constituent in bioethanol, the direct combustion of
bioethanol is not possible. However, there is another effective way which is the conversion
of bioethanol fuel into hydrogen rich gas. As presented in Table 3, the heating value of
hydrogen is higher than that of ethanol (4.47 times). Therefore, the bioethanol reforming
process for producing hydrogen is a promising pathway in term of upgrading fuel quality
which can offer a higher performance for the SOFC system even in the combustion heat
engine while the bioethanol fuel utilization can be conducted in an efficient way.

Fuel Lower Heating Value (25 °C and 1atm)
Hydrogen 119.93KJ/¢g
Methane 50.02k]/g
Gasoline 445K/ g
Diesel 425K]/g
Ethanol 26.82K]/g
Methanol 18.05k]/g

Table 3. Heating values of commonly-used fuels in comparison

Typically, there are three main reforming reactions for hydrogen production as described
below:

- Steam reforming

- Partial oxidation

- Autothermal reforming

Selection of an appropriate operation mode depends on the individual objective. Ethanol
steam reforming (ESR) (Reaction (1)) is a suitable choice for the SOFC system because this
reaction can produce hydrogen at high yield. Although ESR consumes a great amount of
heat due to its high endothermicity, heat released from the fuel cell is enough to supply the
heat demand for the reaction. For the ethanol partial oxidation (EPOX) (Reaction (2)), it is
appropriate for the process required less complexity and integration design. Since EPOX
requires the fuel to be partly combusted with air and releases thermal energy as an
exothermic reaction, heat and steam supply are not required (Vourliotakis et al., 2009).
Nonetheless, this reaction is less selective to hydrogen compared to the former reaction.
Autothermal reforming (ATR) is a combination of the previous two reactions in order to
improve the hydrogen selectivity with minimum heat supply. The steam to carbon molar
ratio and air to carbon molar ratio are significant parameters to adjust the system to operate
close to thermal neutral condition from the exothermic partial oxidation and endothermic
steam reforming. Generally, this reaction formula is defined as Reaction (3) with the
standard exothermic heat AHapx = 50 kJ/mol (Deluga et al., 2004). There is a scientific
literature (Liguras et al., 2003) reporting the stoichiometric ratio of H,O and O, of 1.78 and
0.61, respectively per mol of ethanol can carry out thermal neutrality as shown in Reaction
(4) but the yield of hydrogen becomes a little lower.

CoH50H + 3H,0 => 2CO, + 6H, 1)
C,H50H + 050, => 2CO + 3H, ?)

C,HsOH + 2H,0 + 0.50, => 2CO, + 5H> (3)



196 Renewable Energy — Trends and Applications

C,H50H + 1.78H,0 + 0.610, => 2CO; + 4.78H, 4)

3. Solid oxide fuel cell system fuelled by bioethanol

As mentioned earlier, utilization of bioethanol by being converted into H for electrical
power generation via SOFC is recognised. Thus, this section describes the fundamental
process of an SOFC system fuelled by bioethanol and the criteria used to define the
performance evaluation indicators of this SOFC system as follows:

3.1 Process description

The bioethanol-fuelled SOFC system basically consists of a bioethanol pretreatment unit,
preheaters, reformer, fuel cell, and afterburner as illustrated in Figure 2. Bioethanol is
purified in the pretreatment unit to achieve a specified ethanol concentration (25mol%
ethanol, a suitable stoichiometric ratio for the ethanol steam reforming reaction in Reaction
(1)). Then, the steam with a desired ethanol is fed to an external reformer operated under
thermodynamic equilibrium condition. Ethanol steam reforming is selected for converting
the raw materials into hydrogen rich gas. The reaction is assumed to occur isothermally in
the reformer. Finally, the reformed influent stream is fed to the SOFC’s anode chamber
together with excess air (5 times) preheated and fed to the cathode chamber to produce
electricity and thermal energy. The effluent steam containing residual fuel released from the
fuel cell is combusted in the afterburner and heat from the fuel combustion is recovered to
supply all the heat-demanding units i.e. preheaters, purification unit, and reformer. The
final temperature of exhaust gas emitted to atmosphere is specified at 403K (Jamsak et al.,
2007). The performance of the SOFC system can be simulated using Aspen Plus software.

Air T=298K
Heater
YN v
Feed T=298 K| Bioethanol Heat & Electricity
> Pretreatment d SOFC |
10 wt%EtOH unit Hoat >

\__/ eater

Reformer YN

T=1023K Exhaust gases T=403K

L—>| —_— 5
N
Afterburner

Fig. 2. Basic process diagram of bioethanol-fuelled SOFC system

3.2 Mathematical model

The SOFC model was adapted from the prior literature of Piroonlerkgul et al., 2008 to study
the performance of SOFC system. From this model, a constant operating voltage along the
cell length and isothermal condition were assumed. Only hydrogen oxidation was
considered to react electrochemically within the fuel cell. Oxygen ion electrolyte type was
chosen for the SOFC and its electrochemical reactions are described below:
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050, + 2e- => O )

H, + O => H,0 + 2e- ©6)

The validation of this model was in a good agreement with experimental results (Zhao et al.,
2005; Tao et al., 2005) at high hydrogen contents (hydrogen mole fraction = 0.97) and (Petruzzi
et al.,, 2003) at low hydrogen contents (hydrogen mole fraction = 0.26). The materials used in the
SOFC stack were YSZ, Ni-YSZ and LSM-YSZ for electrolyte, anode and cathode, respectively.

3.2.1 Electrochemical model
3.2.1.1 Open circuit voltage
The open circuit voltage (E) is formulated by the Nernst equation given in Eq. (7)

P, PY?

E - B 4+ XL |70 7)

0 F P
H,0

where F is Faraday constant (C mol1) and P; is a partial pressure of component i.

The actual operating voltage (V) is less than the open circuit voltage (E) due to the presence
of various polarizations. Three types of polarization are considered in this model: Ohmic,
Activation, and Concentration polarizations as below:

V=E- TNact = Tohmic — Iconc (8)
3.2.1.2 Polarizations
3.2.1.2.1 Ohmic polarization

This ohmic polarization involves the resistance of both ions flowing in the electrolyte and
electrons flowing through the electrodes. This resistance loss is regarded as a major loss in
the SOFC stack given as:

Do = 2:99x107iL exp[@j )
where i is current density and L is thickness of anode electrode
3.2.1.2.2 Activation polarization

Activation polarization is caused by the loss of electrochemical reaction rate at the
electrodes. An operation of SOFC at high temperature can reduce this polarization as the
rate-determining step becomes faster. Normally, activation polarization region occurs in the
low current density range. This polarization is defined by the Butler-Volmer equation.

) ) azFn (l—a)zFr]m 10
i= | exp| ot | mexp| ———— (10)

The value of a and z were specified as 0.5 and 2 (Chan et al., 2001), respectively.
Accordingly, the activation polarization at the anode and cathode sides can be arranged into
another form as:
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RT . o i
Notj = ?Smh [TO]J (11)

where j = anode, cathode
The exchange current density (io;) for both the anode and cathode sides are expressed as

follows:
PHz PHZO Eacta
i = - : 12
o -
0.25
P E
i = YC[POZJ exp[——ggj (13)
ref

where y, and y. are pre-exponential factors for anode and cathode current densities,
respectively.

3.2.1.2.3 Concentration polarization

This polarization arises from the difference in gas partial pressures in the porous electrode
region due to slow mass transport. It can be estimated by Eqgs. (14) and (15) for the anode
and cathode sides, respectively.

L RT (1+(RT/2F)(L, /D eiPis,0)i "
cones 2F (1-(RT/2F)(1,/D, (eff)pIHZ )i

1
RT
_ 1n[ Fo, (15)

I]conc,c - T .
4F | (p./80,) - ((Pe/Bo,) ~ PO, )exp| (RT/4F)(o, 1./ Doy )i

where I, and I. are thicknesses of anode and cathode electrodes, respectively, while 60z, Da
et and D fry are given by:

Do, ket
8o, = 2 16
’ Do, ket + Do, -N, (e 1e)
Pn,0 Pu
Dyety = [P_ZJDHZ(eff)'I'[_ZjDHZO(eff) (17)
a pa
Dc(eff) = 5 ! + ! (18)
n| Do, Do,n,
LN P S (19)
Dy, (et n| Dy, Du,-n,0
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;=§[1+1] (20)

DHZO(eff) n DHZO,k DH2 -H,0

The relationship between the effective diffusion parameter (D(p) and ordinary diffusion
parameter (D) can be described by:

n

where 1 is electrode porosity and ¢ is electrode tortuosity. Assuming straight and round
pores, the Knudsen diffusion parameter can be calculated by:

T
D = 9700 |— 22
Ak NN @

The binary ordinary diffusion parameter in a gas phase can be calculated using the
Chapman-Enskog theory of prediction as below:

D = 1858310 T2/ M) +(1/Mp))"2 (23)
A-B ' PoiBQD

where 04p the characteristic length, M; is molecular weight of gas i, and (2 is the collision
integral. These parameters are given by:

+
Cup = % (24)

D

A C E G 25
—+ + + (25)
T, exp(DTy) exp(FTy) exp(HT)

where the constants A to H are A = 1.06036, B = 0.15610, C = 0.19300, D = 0.47635, E =
1.03587, F = 1.52996, G = 1.76474, H = 3.89411.

3.3 Evaluation of process performance

The proposed bioethanol-fuelled SOFC system for electrical power generation needs to be
evaluated together with any process design adjustments to obtain optimum performance. A
number of criteria can be used to define the performance of the system, e.g. economic, 1st
and 2nd Jaws of thermodynamics, environment, etc. Fundamentally, the overall performance
evaluation of an SOFC system is defined in terms of electrical efficiency as below:

_ Net electrical power output 26)

Hetecv mOIFuel ‘LHVFuel

The definition of the above equation is energy efficiency based on 1st law of
thermodynamics which initially accounts on an ideal energy conservation law. Fuel input
term is referred to the lower heating value (LHV). In considering an energy loss from the
system which is closer to actual condition, the definition of overall system efficiency is
formulated as follows:
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Net electrical power output

(27)

IQ]elec,ov o
mOIFuel -€Fuel

This equation is exergy efficiency which further takes the 2nd law of thermodynamic into
account stated that entropy loss occurred in the system with highly irreversible process
especially combustion process. The fuel input denominator in Eq. (27) is referred to the
standard exergetic potential of fuel. In addition, the analysis in term of exergy can determine
the location, source, and amount of actual thermodynamic inefficiencies in each unit.
Profound understanding can be perceived from this analysis for solving the process
problem correctly.

The criterion mainly considered in this chapter is no external energy demand condition. In
the SOFC system, there are units having the roles of both energy consumption and
generation. Before investigating and evaluating the system efficiency, energy consumed or
generated from the units is allocated within the system until the overall system is under self-
sufficient energy condition or Qnet = 0 as follows:

Qnet = Qgeneration - Qdemand =0 (28)

where Qgeneration Tepresents the heat from units which can generate thermal energy (SOFC
and afterburner) while Qgemand €xpressed as the heat from units which consume heat
(bioethanol pretreatment unit, heaters, and reformer). The system operated at such a
condition can help allocate energy within the process effectively. The exhaust gas released to
atmosphere is specified at 403 K (Jamsak et al., 2007). The consideration of Qnet = 0
associated with the process evaluation has led to the modified efficiency definition:

B Net electrical power output (29)
molp,.LHVg, + external heat demand

r]elec,ov

In case of incorporating a heat recovery unit such as combined heat and power (CHP) with
the SOFC system, the definition of efficiency is adjusted to:

_ Net electrical power output + exchanged thermal energy (30)
molg,.LHVE, + external heat demand

r]elec,ov

4. Process modification for improving performance of the SOFC system

The fundamental process of the bioethanol-fuelled SOFC system needs to be further
developed to utilize bioethanol effectively and achieve higher electrical efficiency. In this
chapter, the performance improvement of SOFC systems under consideration is based on
selection for appropriate units. The possible units are structurally modified and evaluated
for their energy consumption. The process modification of the SOFC system can be divided
by two main scopes including adjusting the fuel cell module and improving the balance of
plant.

4.1 Solid Oxide Fuel Cell
Originally, the Solid Oxide Fuel Cell (SOFC) is classified as a high-temperature fuel cell. Due
to the demand for high cost materials and fabrication, the intermediate temperature solid
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oxide fuel cell was later developed with the research into novel material technology and thin
layer techniques applied in electrolyte and electrodes. Regarding the fuel cell geometry
design, it is useful to differentiate the scope into macro and micro geometry configurations.
The micro geometry covering the structures of anode, electrolyte, and cathode has direct
effects on the electrochemical performance of the fuel cell. The heat transfer mechanisms of
convection and conduction through heat exchange areas and the mass transport through
active surface areas are influenced by the macro geometry (Nagel et al., 2008). Generally,
primary structures of SOFC are tubular, planar, and monolithic as shown in Figures (3), (4),
and (5), respectively. The SOFC structure of planar design is more compact than the tubular
design and also offers higher ratio of power per volume (Pramuanjaroenkij et al., 2008). For
the monolithic design, this SOFC design uses the similar concept with shell-and-tube heat
exchanger. It combines the tri-layer of anode-electrolyte-cathode into a compact corrugated
structure. This design can assist a thermal energy allocation exchanged between the flow
channels and size of the fuel cell to become more compact with the corrugated self-
supporting structure.

Interconnection

Electrolyte

Air Electrode

Air Flow Fuel Electrode

Fig. 3. Schematic of tubular SOFC (Source: Kakac et al., 2007)

Anodie gas channela
Anade

Elecirolyte
Cathode

Cathodic gas channals,
Gurmant Gollector

Fig. 4. Schematic of planar SOFC (Source: Bove & Ubertini, 2006)
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Fig. 5. Schematic of monolithic SOFC; (Left) coflow and (Right) cross flow (Source: Minh, 1993)

4.2 Balance of plant

There are essential units around the fuel cell as supporting units for the overall electrical
power generation process. These units can be modified to utilize energy within their system
units suitably. Sections in the balance of plant which are potential in improving the
efficiency of SOFC system are described as follows:

4.2.1 Bioethanol pretreatment section

This section has a key role in improving the efficiency of the SOFC system. Originally,
bioethanol has a low concentration in a range of 1-7 mol% (Shell et al., 2004; Cardona Alzate &
Sanchez Toro, 2006; Roger et al., 1980; Buchholz et al., 1987). In our studies, 10wt% (4.16 mol %)
ethanol was specified to represent the range of actual bioethanol concentration. These
bioethanol compositions are unsuitable for feeding into the reformer operating under ethanol
steam reforming reaction to produce hydrogen because of high water content. Unnecessary
thermal energy is required to heat up surplus water within the reformer and the sizes of
reformer are larger than necessary. Hence, the bioethanol pretreatment unit plays an
important part to purify bioethanol feed into a desired concentration of 25mol%ethanol
(46wt% ethanol). A selection of appropriate purification unit for bioethanol conditioning must
consider an effective separation with low energy consumption to offer a better performance of
the system. In our research (Jamsak et al., 2007), we started with a conventional distillation
column used in the bioethanol-fuelled SOFC system as illustrated in Figure 6.

A distillation column is commonly recognised as a high energy consumption unit, but the
SOFC released a large amount of exothermic heat. Therefore, it is feasible to apply this unit
as a bioethanol pretreatment unit. The results from our simulation studies indicated that
there were some operating conditions which can run this system under Q.. = 0. However,
the overall electrical efficiency obtained from this system was quite low due to high reboiler
heat duty consumption and high amount of heat loss in the condenser. Afterwards, among
the promising membrane technologies, pervaporation is considered as a replacement for the
former purification unit as shown in Fig 7. By the principle of physical-chemical affinity
between the membrane material and species, this unit consumes only heat for vaporizing a
preferential substance permeated through the membrane. However, it is noted that a
pervaporation depends on a driving force generation device, typically a vacuum pump is
used to boost up its separation performance. Therefore, part of the generated electrical
energy must be consumed to operate the device.
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Fig. 6. Process diagram of bioethanol-fuelled SOFC system using a distillation column
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Fig. 7. Process diagram of bioethanol-fuelled SOFC system using a pervaporation

Type of purification process Energy consumption Range of
ypeotp P (MJ/kg ethanol) concentration (wt%)

Distillation processes

Low pressure distillation 11.72 6.4-98

Azeotropic distillation

Pentane 10.05 6.4-99.95

Benzene 15.49 6.4-99.95

Diethyl ether 12.56 6.4-99.95

Extractive distillation

Gasoline 9.21 6.4-99.95

Ethylene glycol 18.84 6.4-99.95

Extractive distillation with salt

Calcium chloride 5.02 7.5-99

Potassium acetate 9.27 60

Non-distillation processes

Solvent extraction 6.28 10-98

Pervaporation 4.61 8-99.5

Table 4. Energy consumption for anhydrous ethanol production from various purification
processes (Source: Black, 1980; Jaques et al., 1972; Hala, 1969; Barba et al., 1985; Ligero and

Ravagnani, 2003)
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However, a pervaporation is still regarded as being the lowest energy consumption unit
among the other purification units as shown in Table 4. (Reviewed by Kumar et al., 2010)
that gives an example of using various purification processes for anhydrous ethanol
production. To emphasize their mentioned data, the simulation results from our studies
(Choedkiatsakul et al., 2011) showed the performance of bioethanol-fuelled SOFC system
in comparison between two pretreatments; using distillation and pervaporation units.
On the basis of purification process operated at 348K, Table 5 presents the classification
of energy term in each unit for both purification processes. Although a pervaporation
consumed an electrical energy within the unit, it offers an overall electrical efficiency
(42%) superior to that of distillation column (34%). However, a hydrophobic membrane
material used in the pervaporation required a high ethanol separation factor property as
illustrated in Figure 8 but it may be unavailable in real membrane materials.

Energy distribution Purification process configuration
Pervaporation Distillation Column
Heat (MW)

Bioethanol pretreatment unit 2,301 3,580

Reformer 417 421
Air preheater 22,575 23,892
Afterburner 25,293 27,893

Electrical power (MW)

Bioethanol pretreatment unit 453 0
Electrical production 4,920 3,701
Net electrical energy 4,467 3,701

Fuel utilization (%) 92 68
Overall electrical efficiency (%) 42 34

Table 5. Performance characteristics in comparison between two different purification units
based on Qnet = 0, ethanol recovery (Reion) =80%, V =0.7 V, and Tsorc = 1073 K (Source:
Choedkiatsakul et al., 2011)

140 -

80 1
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40
2008 2326 2772

Ethanol Separation Factor

65 70 75 80 85 90 95
Ethanol recovery (%) in pervaporation

Fig. 8. Effect of ethanol recovery in pervaporation on the required ethanol separation factor
of hydrophobic membrane
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Consequently, as schematically shown in Figure 9, this problem was solved by having a
vapor permeation device installed after a pervaporation (Sukwattanajaroon et al., 2011) to
improve ethanol separation performance, an important part of the SOFC system,. The
permeate stream of a pervaporation in vapor phase which can be directly fed to a vapor
permeator without preheating is a benefit of this technique. From our investigations based
on Qnet = 0, an available hydrophilic membrane of high water separation factor is a
suitable choice to be used in a vapor permeation unit. The performance of SOFC system
using this proposed purification process obviously overcomes the other two cases as
shown in Figure 10.

Air @
Heater

Retentate Heater

Retentate N
,—> {f } Electrical power
Heater 25 mol% EtOH SOFC ——

Heater

EtOH Feed Permeate Hydrophilic Reformer
Hydrophobic Vapor Permeation Exhaust gas
Pervaporation Exhaust vapor T=403K
Vacuum pump \—b—Q_’®_'
Cooler

Permeate Afterourner
Vacuum pump

Fig. 9. Process diagram of bioethanol-fuelled SOFC system using a hybrid
pervaporation/vapor permeation process

The overall electrical efficiency can be ranked as: Integrated vapour permeation/ pervaporation
(45.46%) > pervaporation (36.46%) > distillation column (22.53%), respectively.

Fuel utilization (%)

44.38 96.35 77.12

Overall electrical efficiency (%)
Power density (W/m2)

Distillation Integrated VP/PV PV

Bioethanol purification processes

Fig. 10. Performance comparison of SOFC system with various purification processes based
on self-sufficient condition (Qnet = 0, Reton = 75%, V=0.75V, Tsorc = 1073K)
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4.2.2 Fuel processing section

Bioethanol was reformed into hydrogen rich gas through a reformer unit which was under
the fuel processing section. High yield of desired product and a proper energy management
are required for a fuel processor. Structural design of fuel processor is mostly developed to
enhance high active surface-to-volume ratio with well-transferred heat. A monolithic
reformer is one type of fuel processor design used to increase an active surface area but the
compact size of reformer is maintained by designing highly interconnected repeating
channels like a honeycomb. The pressure drop along each channel becomes lower. In
addition, the monolithic design is resistant to vibration and is stable (Xuan et al., 2009).
There is a limit of the temperature control because of its structural design. Nevertheless,
heat transfer within the monolithic reformer can be improved by using metallic-typed
material as illustrated in Figure 11. Membrane technology is applied to improve the fuel
conversion unit which rely on a process integration principle commonly known as
membrane reactor. However, Mendes et al.,, 2010, studied the energy efficiency of the
polymer electrolyte membrane fuel cell (PEMFC) system in comparison between a
conventional reactor and a membrane reactor operating with ethanol steam reforming. In
the case of a conventional reactor, it consists of an ethanol reformer and two water gas shift
reactors operating at high and low temperatures, respectively. For a membrane reactor, the
multi-tubular module using thin Pd-Ag tubes was employed. The simulation results showed
that membrane reactor configuration offers slightly increase of energy efficiency (30%)
compared with the conventional reactor (27%) for overall process evaluation. This seems to
be impractical because using a membrane-integrated fuel processor requires not only an
expensive metal membrane fabrication but also results in short life time due to its low
temperature resistance.

Fig. 11. Metallic-made monolithic reactor (Source: Mei et al., 2007)

Internal reforming is another concept of heat allocation techniques similar to process
integration can achieve a better efficiency for the SOFC system and also reduce an external
reformer cost. A fuel processing section was incorporated with the fuel cell typically placed
at an anode side. Heat demand for the endothermic fuel reforming was supplied by the
exothermic heat released from the electrochemical reaction of the fuel cell. The operations of
internal reforming are classified into two types depending on the level of contact partition
between reformer and anode electrode namely; indirect and direct internal reforming as
shown in Figure 12.
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Fig. 12. Type of internal reforming in SOFC: a) Indirect internal reforming, b) Direct internal
reforming

Regarding the internal structure of both types of SOFC in Figure 12, direct internal
reforming SOFC (DIR-SOFC) can be superior in term of thermal allocation than indirect
internal reforming SOFC (IIR-SOFC) owing to its greater contact area of anode electrode.
Accordingly, DIR-SOFC can offer a higher overall efficiency. However, by using this
operation mode, a carbon formation may occur at on the anode. In our previous work,
Assabumrungrat et al., 2004, have investigated the thermodynamic analysis to determine
suitable conditions for operating DIR-SOFC fuelled by ethanol to avoid the boundary of
carbon formation. From the theoretical calculation results, it is initially suggested that an
increase of the H O/Ethanol ratio can prevent the carbon formation since adequate water
supply leads to a formation of CO; rather than CO which is converted to carbon via the
Boudard reaction. The oxygen-conducting electrolyte type has lower tendency to form
carbon deposition than hydrogen-conducting electrolyte type because the steam product of
the first type occurs at the anode side which is the location of fuel processing and thus the
additional steam can increase the HO/Ethanol ratio in the fuel reforming region.

4.2.3 Heat recovery section

In the SOFC system, after a hydrogen rich gas stream reacted within an SOFC unit under the
hydrogen oxidation reaction, an exhaust gas stream containing residual fuel such as Hp,
CHs0H, and CO is introduced to combust in the afterburner unit to recover heat for a
supply to other heat-demanding units. This brings the system to be more effective heat
management and leads to higher system efficiency. There are several methods for
recapturing exhaust heat under the frame of combined heat and power (CHP) principle
including the use of extra power generation unit (e.g. steam and gas turbines) and heat
recovery unit (e.g. recuperator, steam boiler, and heat exchanger network). Selimovic et al.,
2002 proposed that networked SOFC stacks incorporated with gas turbine be used to further
produce electricity from an exhaust gas combustion stream. It is known that a gas turbine is
classified as a low efficiency mechanical power device as well as an entropy lost afterburner.
The simulation results showed that the scenario case which allocated fuel utilization portion
to the group of afterburner and gas turbine yields higher system efficiency than the scenario
case of preferentially allocated fuel utilization portion to the fuel cell. Therefore, it is a good
attempt to operate the fuel cell at full performance with high fuel utilization to avoid the
step of fuel combustion in the system.

Our previous work (Jamsak et al., 2009) has proposed the MER (maximum energy recovery)
under the concept of cogeneration to improve the performance of bioethanol-fuelled SOFC
system integrated with distillation column presented in the previous section. Heat transfer
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arrangement covering useful heat sources i.e. condenser duty, hot water from the bottom of

the distillation column, and hot air of cathode recirculation is considered in this study. In the

earlier study, system configurations are divided into 5 cases as follows:

a. Base case (No-HX)

b. Heat exchanged between the condenser and bioethanol feed stream (CondBio)

c. Heat exchanged between hot water from the bottom of column and bioethanol inlet
stream (HW-Cond)

d. Heat exchanged between the condenser and air inlet stream (Cond-Air)

e. Hot air cathode recirculation (CathRec)

All the system configuration studies are illustrated in Figure 13. The basic heat exchanger

network was employed in all cases and the results are shown in Table 6.
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Fig. 13. Process diagram of SOFC system integrated with distillation column: a) No-HX, b)
CondBio, c) HW-Cond, d) Cond-Air, and e) CathRec (Source: Jamsak et al., 2009)

Scenario case study Overall electrical efficiency (%) CHP efficiency (%)
No-HX 15.79 76.45
CondBio 16.26 78.73
HW-Bio 16.21 78.48
Cond-Air 16.95 81.74
CathRec 21.67 79.87
CondBio-CathRec 22.53 74.71

Table 6. Performance of SOFC system integrated with distillation column with different
configurations (Source: Jamsak et al., 2009)

With regard to preheating the bioethanol inlet stream, CondBio can offer both overall
electrical efficiency and CHP efficiency higher than those of HW-Bio. Thus, CondBio case is
chosen for preheating bioethanol inlet stream. For preheating the air inlet stream, there are
two options: Cond-Air and CathRec. Since the condenser has already been used for a
bioethanol inlet stream, CathRec has to be selected although its CHP efficiency is slightly
less than that of Cond-Air. Afterwards, the CondBio and CathRec are then combined to
become a new case: CondBio-CathRec, and its result as shown in Table 6 provides the
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highest overall electrical efficiency. In addition, this case is further developed by using MER
network design. The performance achieved from this design gives 40.8% and 54.3% for
overall electrical efficiency and CHP efficiency with the base conditions (25mol%ethanol,
ethanol recovery = 80%, operating voltage = 0.7V, fuel utilization = 80%, and operating
temperature = 1200K), respectively, compared to the previous SOFC system integrated with
distillation column without MER design which gives 33.3% for overall electrical efficiency .

5. Conclusions

This chapter has presented the important use of bioethanol applied as a renewable fuel for
producing electricity by Solid Oxide Fuel Cell (SOFC) system. Bioethanol must be upgraded
by purifying and reforming into hydrogen rich gas which can be further applied as a clean
fuel for direct combustion or electrical power generation by the fuel cell. The later option is
chosen as it was realized that bioethanol was worthily utilized in an effective way. The
performance development of this system was proposed through our research and the other
related scientific literature reviews. Macro level of physical structure design is taken into
account for initially guiding a right path for system improvement. Process modification of
the system is divided into two main scopes; SOFC and Balance of Plant. The Balance of Plant
as a supporting part consists of fuel processing section, bioethanol pre-treatment section,
and heat recovery section. All of these are necessary in the concept of process integration
and cogeneration to reduce high energy consumption and difficulties within each unit.
Bioethanol pretreatment section which is an essential part has been the focus in this chapter.
Our evolution of the purification process improvement was proposed. Membrane
technology is a promising alternative to be applied in this section and the outcome of SOFC
system performance after using this technology is in good agreement with primary
mathematical simulation and the criterion of no external energy demand condition.
However, an economic assessment and practical experiment in term of investigating
working life time should be taken into account for the further study.
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1. Introduction

During the last decades, human lifestyle and economic growth has had a profound effect on
the energetic sector considerably changing the perspective on the energy issue (Ambros et
al., 2004). The increasing energy demand and variable oil price, insecure energy resources
and carbon dioxide emission have made us aware of the fact that energy is indeed a limited
product (Awerbuch, 2002).

Regarding energy resources, the International Energy Agency estimates that oil resources
will be over in 40 years, natural gas resources in 60 years and coil resources in 200 years.
Renewable energy and coal are the fastest growing energy sources, with consumption
increasing by 2.1 percent per year and 2.0 percent, respectively. A significant number of
studies and scenarios have investigated the contribution of renewable energy to satisfy
global needs in energy, indicating that during the first half of XXI century its contribution
will increase from 20 to 50%.

Estimating the exploitable technical potential of renewable energy in Romania, it observed
there is a high potential of our country, for the usage this type of renewable energy, and
Romania's strategy in this area provides for 2012 a energy production of: 1860 MWh from
photovoltaic (PV) sources, 314,000 MWh wind sources; 18,200,000 MWh hydroelectric
sources and 1,134,000 MWh biomass. Total of 19,650,000 MWh should represent 30% of
country's electricity consumption (Vasile, 2009).

PV systems produce power in proportion to the intensity of sunlight striking the solar array
surface. The intensity of light on a surface varies throughout a day, as well as day to day, so
the actual output of a solar power system can vary substantialy. There are other factors that
affect the output of a solar power system. These factors need to be understood so that the
customer has realistic expectations of overall system output and economic benefits under
variable environmental conditions over time. From this perspective, the development of
photovoltaic systems is closely linked to development of measurement and monitoring
techniques, built-in data acquisition systems.

Data acquisition systems (DAQ) can measure and store data collected from hundreds of
channels simultaneously. The majority of systems contain from eight to 32 channels,
typically in multiples of eight. An ideal data acquisition system uses a single ADC for each
measurement channel. In this way, all data are captured in parallel and events in each
channel can be compared in real time. But using a multiplexer that switches among the
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inputs of multiple channels and drives a single ADC can substantially reduce the cost of a
system (Szekely, 1997).

Specialized data acquisition systems for PV installations require a study of sample rates and
an optimal configuration of the measuring chain. This chapter brings informations
regarding the structure of data acquisition systems used in the monitoring of photovoltaic
installations. It shows the operating principles of building blocks and the operation is
performed by simulations using LabVIEW™ - Laboratory Virtual Instrumentation
Engineering Workbench.

An important part of the presentation is dedicated to current measurement and data
acquisition systems dedicated for monitoring PV systems. Applied solutions and
experimental results are discussed in terms of accuracy and optimization needs of the
operation.

2. PV system and data acquisition

The chapter presents the authors activity and results regarding the operation of a PV system
and aspects on monitoring the electric energy supplied by a PV system built in University
“Valahia” of Targoviste, Romania.

a) North view b) South view

Fig. 1. PV system

Part of the ICOP DEMO 4080-90 European research program, this PV system has been
realized by the staff of the Electrical Engineering Faculty, Targoviste, Romania (Andrei et
al., 2007).

The PV system integrated into the roof of the building has been designed using 66 Optisol
SFM 72Bx glass roof integrated multi crystalline Si modules produced by Pilkington Solar
and 24 ST40 thin film modules produced by Siemens which generates a total amount of
10 kWp. Position of panels on the southern front is shown in Figure 2. These modules can be
serial or parallel connected. The dc voltage produced by the PV system is converted by the
Sunny Boy inverters (SWR 700, SWR 1100, SWR 2000 and SWR 2500) and supplied directly
into the public electricity system - Figure 3.

The use of a controller to monitor the operating parameters ensures the sine-wave form of
the voltage and current, with a low amount of harmonics. The control of operations serves
to totally automated functioning and to adjustement of the MPP (maximum power point).
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The connection diagram of the PV system has been designed after a series of shading effects
analyse and buiding placement restrictions (Dogaru Ulieru et al., 2009).
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PV system monitoring was done by two methods:

- Sunny Data Control equipment - Figure 4 - automatically reads the selected measuring
data from the memory of Sunny Boy Control and stores it on the PC. Sampling interval
has been preset to 10 minutes (day and night).

- The data acquisition system - represented by an association between the hardware
equipment (AT-MIO 16XE50 acquisition board, a signal conditioning device) and the
application software (LabVIEW™) which implements the required functions, playing
the part of an interface between the human operator and the measurement system .

To ensure the accuracy of the measurement, the operating parameters of the PV system and

the configuration of the acquisition system are taken into account and have imposed the

signal conditioning and the setting of the signal source, of the field and of the channels.

Analog inputs can be differently configured, with a voltage level of +2.5V, 5V, £10V

(bipolar/single polar) which can be selected through the configuration program of the

acquisition board. The block diagram of the acquisition system is presented in Figure 5.

Figure 6 shows the LabVIEW™ block diagram of the virtual instrument attached to the data

acquisition system (Cepisca et al., 2004).
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Fig. 4. Monitoring system Sunny
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3. General principles of data acquisition systems

Data acquisition systems are products and/or processes used to collect informations that can
be processed or stored by a computer to document or analyze some phenomenon (Judd, 2008).
Measurement systems are used in the data acquisition industry since 1981 and have
supplied several million data acquisition channels on an international basis.

Data acquisition systems come in many different PC technology forms to offer flexibility
when choosing a measurement system. The organization of information flow in the system
is an important problem in designing and operating the measurement. Two aspects are
essential for this organization: the kind of transmission in the system (serial, bit-by bit,
parallel) and the mode of information exchange between system devices (Nawrocki, 2005).
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The functional components of a basic data acquisition are:

- Transducers and sensors;

- Conditioners or circuits standardizing the level of transducer signal to the range of the
input voltage of the analog-to digital converter (ADC);

- Analog-to digital converters (ADCs) to convert analog into digital signals;

- Devices for visual display of measurement results (display of digital measurement
instruments, oscilloscopes or a computer monitor);

- Computer with dedicated software and memory resources.

More complicated data acquisition systems can be constructed in the hierarchical structure.

On the lowest level are subsystems to collect data from physical quantities. The main

controller of the system receives processed measuring data and sends commands relating to

the execution of a measuring procedure or a set of commands to subsystems.

Analog-to-Digital (A/D) conversion of an analog signal involves two processes:

e  Sampling - after this operation signal is represented by a set of values {x(kTs)}, drawn at
time periods Ts - Figure 7. Sampling frequency should be high enough to provide a
number of samples sufficient to reproduce the signal in the analog form. According to
the Shannon theorem, the sampling frequency f; should not be lower than twice the
upper frequency f, of the sampled signal spectrum:

fe>2f, @)

Otherwice, the reproduction of the discrete signal recorded yields a distorted analog signal,
caused by a too low sampling frequency, phenomenon called aliasing. In order to eliminate
aliasing, is utilised a lowpass input filter or an antialiasing filter.
¢ Quantizing: assigning to every sample a value from a set of N values into which the
measurement range is divided. Figure 8 shows a LabVIEW™ application for the
quantizing of voltage into an n=3 bit digital signal, the number of quants is 23=8.
The A/D converter is connected to an analog input signal; it measures the analog input and
then provides the measurement in digital form suitable for use by a computer. The resolution
of an A/D input channel describes the number or range of different possible measurements
the system is capable of providing. This specification is almost universally provided in term of
“bits”. For example, 8-bit resolution corresponds to a resolution of one part in 28 - 1 or 255, 12-
bit corresponds to one part in 216 -1 or 65,536. To determine the resolution in engineering
units, simply divide the range of the input by the resolution. ~ A16-bit input with a 0-10 Volt
input range provides 10 V / 216 or 152.6 microvolts. Table 1 provides a comparison of the
resolutions for the most commonly used converters in data acquisition systems.

.

X (0]

-

Fig. 7. Signal sampling
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Fig. 8. Quantization of signal
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8-bit 12-bit 16-bit 18-bit 24-bit
Distinct Levels 256 4.096 65.536 262.144 16.777.216
Resolution, +10 V scale 78.4 mV 4.88 mV 305 uwv 76.4 uV 1.192 uv

Table 1. Common Analog-Digital-Converter Resolution

From the point of view of the method of conversion there is a variety of different types of
A/D converters used in data acquisition. The most commonly used A/D converters in
today’s data acquisition products are divided into:
- Dual Slope/Integrating - with a good attenuation of interferences during the integration
process
- Successive approximation - provides resolutions in the 10 tol8-bit range, and
depending on the resolution, offers sample rates up to tens of Megasamples per second.
- Flash - characterized by the shortest conversion time
- Sigma Delta provides very high resolution, especially in converting continuous signals.
Most multi-channel data acquisition systems are based upon a single A/D converter. A
multiplexer is then used between the input channels and the A/D converter. The
multiplexer connects a particular input to the A/D, allowing it to sample that channel.
Figure 9 depicts a typical, multiplexed input configuration.
The primary disadvantage of this system is that even if the switching and sampling are very
fast, the samples are actually taken at different times. The ability to sample inputs at the
same instant in time is typically referred to as simultaneous sampling.
There are two ways to achieve simultaneous sampling. The first is to place a separate A/D
converter on each channel. They may all be triggered by the same signal and will thus sample
the channels simultaneously. The second is to place a device called a sample & hold (S/H) on
each input. When commanded to “hold”, the S/H effectively freezes its output at that instant
and maintains that output voltage until released back into sample mode. Once the inputs have
been placed into hold mode, the multiplexed A/D system samples the desired channels. The
signal to be sampled will all have been “held” at the same time and so the A/D readings will be
of simultaneous samples. The simultaneous sampling configurations are shown in Figure 10.
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A criterion applied to classify data acquisition systems is the transmission type of digital
announcements (data, addresses, commands): serial transmission or parallel transmission.

The interface system assures equipment and adjustments of devices attached to the bus. The
original PC-bus, ISA-bus, is a simple, robust, and inexpensive interface that has certainly
stood the test of time. However, most of today’s plug-in board business is based on the PCI
bus (or variants such as cPCI and PXI). The external box vendors now have Ethernet and
USB standards to work with as well as some less used, but very viable, interfaces such as
Firewire, CAN, and perhaps the oldest standard in computing, RS-232.

Software has progressed from the original DOS-based version to hyghly complex
applications such as MATLAB and LabVIEW™ that are both easy to use and able to take
advantage of today’s powerful computers.
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Currently, most data acquisition companies provide hardware either at board level or
external box and software. PC-based DAQ systems are available with a wide variety of
interfaces. Ethernet, PCI, USB, PXI, PCI Express, Firewire, Compact Flash and even the
venerable GPIB, RS-232/485, and ISA bus are all popular (Manea & Cepisca, 2007).

RS-232 is by far the simplest and least expensive interface. Every PC shipped today can
communicate over an RS-232 line. Only a compatible cable and a terminal program are
required. RS-232 is limited to about 50 feet, but it can operate over huge distances with a
little help from a modem. Only one device can be connected to a single RS-232 port. This
interface is typically not electrically isolated from the host computer. For example, if a
power line were inadvertently dropped across the RS-232 line, the host computer most
likely would be destroyed. As a result, RS-232 may be appropriate for situations in which
very few remote I/O systems are needed and where the likelihood of electrical transients is
low.

RS-485 allows multiple devices (up to 32) to communicate at half-duplex on a single pair
of wires, plus a ground wire (more on that later), at distances up to 1200 meters (4000
feet). Both the length of the network and the number of nodes can easily be extended
using a variety of repeater products on the market. Many RS-422/485 protocols were
developed in the 1980s for such applications. Profibus, Interbus and CAN are a few. These
were designed with proprietary interests in mind, and each subsequently received
backing from several vendors in an attempt to develop an open international standard
with widespread support.

Ethernet has been around for more than 20 years and has become a commodity in modern
business environments. Ethernet also has many characteristics that make it suitable for
industrial networked and remote-sensor 1/O applications. It combines the low cost of RS-
232 with the multidrop capability of RS-422/485 and provides a clear standard for
communications. Ethernet has become the medium of choice to communicate management
data throughout the enterprise. Interoperability of Ethernet based data acquisition devices
from multiple vendors has not always been stellar. However, most Ethernet based data
acquisition systems are single vendor and this has not been a major issue in the acquisition
space. The LXI Consortium has developed a specification that ensures simple and seamless
multi-vendor interoperability.

Gigabit Ethernet is a version of Ethernet that supports 1 Gigabit per second data transfer
rates. Boasting the same speed capability as standard Ethernet, the fiber optic
implementation extends the range of the system to 2 kilometers. Fiber also provides
virtually absolute electrical isolation and has immunity to electrical and magnetic
interference.

Firewire is a high speed serial interface. However, at approximately the same time Firewire
was being promoted, USB interface was coming on line. At this time, there are a wide
variety of data acquisition vendors and products actively promoting USB devices, Firewire
success has been confined to the original target market of audio and video.

USB’s simple plug-and-play installation, combined with its 480 Mbps data transfer rate,
makes it an ideal interface for many data acquisition applications. Also, the popularity of
USB in the consumer market has made USB components very inexpensive. USB’s 5-meter
range is perhaps its largest detraction as it limits the ability to implement remote and
distributed I/ O systems based on USB.
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Today, board level solutions offering 24-bit resolution are now available as, e.g. 6.5 digit
DMM boards. On the box side, USB 2.0 is capable of delivering 30 million 16-bit conversions
per second and Gigabit Ethernet will handle more than twice that. The internal plug-in slot
data transfer rates have increased 10 fold in recent years.

The market of data acquisition equipment is very large, different companies propose new
solutions. National Instruments offers several hardware platforms for data acquisition. The
most readily available platform is the desktop computer, with PCI DAQ boards that plug
into any desktop computer. For distributed measurements, the Compact FieldPoint platform
delivers modular I/O, embedded operation, and Ethernet communication. For portable or
handheld measurements, National Instruments DAQ devices for USB and PCMCIA work
with laptops or Windows Mobile PDAs. In addition, National Instruments has launched
DAQ devices for PCI Express, the next-generation PC I/O bus, and for PXI Express, the
high-performance PXI bus.

4. Simulations and experimental acquisitions

To determine the operation characteristics of the photovoltaic panels and the panel arrays,
the built data acquisition system allows to measure the values of current and voltage, to
simultaneously trace characteristics (current-voltage, power-voltage, power-charge
resistance) - see figures 11 and 12, to present the measured parameters (during the data
acquisition) in tables, to save data into files for future processing.

I4]T  Cwirent-Voltage F[W] Power -Voltage
40- 400.0- ;
a5-%, 35000 /
0~
30+ s /‘ 20
- 250.0- MPF
S LIFP 200.0-
1.5= 150.0-
1.0- v 100.0-
ac

05~|Eursor |L1z.16]E.2e | mIEHE) W 50,0 Fursor_112.16]5367.83 IﬂBEIEH
0.0 » 0.0~ T T T T T T T 4

0.0 20.0 40.0 0.0 0.0 100.0 120.0 140.0 160.0] Y[ 0.0 20.0 40.0 60.0 80.0 100.0 120,0 140.0 160.0 ¥[¥]

P T Power -Load
[ 50,0 1000 150.0 5op
400.0+ 3
00 4382 S
300.0+ \ \ ’ -
MFPP Radiation: 637 Wimp
200,04 Envirottnent
1p 1520925 55 temperature: 27 gr.C
100.0- 0.0 " " 5 | Panel temperature: 49 gr C
Fursor | @E| > 371 IPP - Wlesdra Powsr Point
0.0 >
0.0 200 400 600 800 1000 R[]

Fig. 11. DC characteristics

For alternative current systems it is necessary to obtain signals with volt-range amplitude to
be applied to the input of the data acquisition board. For phase/line voltages there can be
used voltage dividers (which do not ensure galvanic isolation) or voltage measurement
transformers (ensure galvanic separation). Shunts (current-voltage converters) or current
measurement transformers can be used for currents. The use of both voltage dividers and
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shunts must be done by taking into account the current through the voltage divider, the
voltage drop on the shunt, the power dissipation, parasite resistances, self-heating effects
and dynamic effects. The use of voltage-current measurement transformers guarantees
galvanic isolation of the measuring system but it introduces ratio and angle errors and
inadequate perturbation transfer.
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Fig. 12. Current -voltage characteristics. Experimental acquisition (1,4,5,6,9,11 modules) and
simulation (2,3,7,8,10 modules)
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Fig. 13. AC Acquisition Instrument (Phase B)

The solution adopted was to use current and voltage transducers based on the Hall Effect.
To obtain a good magnetic sensor the magnetic field is concentrated around the transducer,
by using a circular core (used as a flux concentrator and made of a material with high
magnetic permeability), which ensures both an increase of the magnetic field in the area of
the sensor and the independence from the position of the conductor inside the core. Non-
linear behavior of the flux concentrator can be obtained by using an operational amplifier,
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which injects a compensation current through the reaction loop. Figure 13 presents the front
panel of the LabVIEW™ application which acquires and processes data in the AC circuit
from the output of the phase B connected inverters.

Figure 14 shows a LabVIEW™ application (Ertugrul, 2002) to determine the characteristics
of PV panels, with the possibility of remote monitoring.

4.1 Experimental results in PV system

The following results are obtained with data acquisition system Sunny Data Control.
Totally, around 90 channels are recorded permanently. All channels are stored in SBC+
memory for maximum 8 days; after exceeding this interval the data will be lost if not
transferred to the computer. Depending on the connected sensors the Sunny Boy Control+
can monitor all inverters and PV panels to ensure an even higher performance and more
sophisticated system diagnosis.
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Fig. 14. Remote monitoring of PV system
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Fig. 15. Electrical quantities monitored
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Figure 15 shows the LabVIEW™ application for the visualization of quantities monitored

and the results are presented in Figure 16 (Andrei et al. 2010).
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Fig. 16. Results of acquisition
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The application allows visualising the phase diagram - Figure 17 - and obtains information
on the quality of electricity produced by PV system - Figure 18.
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Fig. 17. Phase diagram
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After processing the data obtained with Sunny Data Control software following
characteristics were obtained.

Fig. 19. Efficiency of a panel no.1 according to solar radiation
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Fig. 20. Monthly electrical energy produced by each rows of modules
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Fig. 21. Total electricity produced by PV system

The data acquisition system allows observation of the link between solar radiation,
temperature and solar conversion result - Figures 22, 23 and 24 .
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Fig. 22. Solar radiation
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5. Conclusion

Even though the costs of installations producing electric energy with PV panels are high
compared to the costs of conventional installations, the number of such systems is
continuously increasing. It is very important to determine the output characteristics of the
PV panels in order to achieve an accurate connection and operation of the device and reduce
energy losses.

Monitoring activities follow the operation analysis by periodical reports, papers, synthesis,
with the precise aim to make the most accurate decisions to produce electric energy using
unconventional sources.

To quantify the potential for performance improvement of a PV system, data acquisition
systems has been installed. The importance of this chapter consists in the presentation of a
dedicated DAQ used in PV system analysis and real data measurements. The operation is
performed by simulations using LabVIEW™.

The information obtained by monitoring parameters, such as voltage, current, power and
energies are fed to the PC via the DAQ for analysis. The control interface has been
developed by utilizing LabVIEW™ software. The system has been in operation during the
last five years and all its units have functioned well.
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Renewable Energy System
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Iran

1. Introduction

In Iran, 100% of the region populated with more than 20 families is electrified. For the other
regions the electrification will be done. These regions almost are rural and remote areas. For
utility company it is important that electrification be done with the least cost.

Many alternative solutions could be used for this goal (decreasing the cost). Using
renewable energy system is one of the possible solutions. A growing interest in renewable
energy resources has been observed for several years, due to their pollution free energy,
availability, and continuity. In practice, use of hybrid energy systems can be a viable way to
achieve trade-off solutions in terms of costs. Photovoltaic (PV) and wind generation (WG)
units are the most promising technologies for supplying load in remote and rural regions
[Wang et al., 2007]. Therefore, in order to satisfy the load demand, hybrid energy systems
are implemented to combine solar and wind energy units and to mitigate or even cancel out
the power fluctuations. Energy storage technologies, such as storage batteries (SBs) can be
employed. The proper size of storage system is site specific and depends on the amount of
renewable energy generation and the load.

Many papers are discussed on design of hybrid systems with the different components.
Also, various optimization techniques are used by researchers to design hybrid energy
system in the most cost effective way.

Rahman and Chedid give the concept of the optimal design of a hybrid wind-solar power
system with battery storage and diesel sets. They developed linear programming model to
minimize the average production cost of electricity while meeting the load requirements in a
reliable manner, and takes environmental factors into consideration both in the design and
operation phases [Chedid et al., 1997]. In [Kellogg et al, 1996], authors proposed an iterative
technique to find the optimal unit sizing of a stand-alone and connected system. In 2006 is
presented a methodology for optimal sizing of stand-alone PV/WG systems using genetic
algorithms. They applied design approach of a power generation system, which supplies a
residential household [Koutroulis et al, 2006]. In [Ekren, 2008], authors used the response
surface methodology (RSM) in size optimization of an autonomous PV/wind integrated
hybrid energy system with battery storage. In [Shahirinia, 2005], an optimized design of
stand-alone multi sources power system includes sources like, wind farm, photovoltaic
array, diesel generator, and battery bank based on a genetic algorithm is presented. Also,
authors in [Koutroulis et al, 2006, Tina, 2006] used multi-objective genetic algorithm, in
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order to calculate reliability/cost implications of hybrid PV/wind energy system in small
isolated power systems. Yang developed a novel optimization sizing model for hybrid
solar-wind power generation system [Yang et al., 2007]. In [Terra, 2006] an automatic multi-
objective optimization procedure base on fuzzy logic for grid connected HSWPS design is
described. In some later works, PSO is successfully implemented for optimal sizing of
hybrid stand-alone power systems, assuming continuous and reliable supply of the load
[Lopez, 2008, Belfkira, 2008]. Karki and Billinton presented a Monte-Carlo simulation
approach to calculate the reliability index [Karki et al., 2001] and Kashefi presented a
method for assessment of reliability basis on binominal distribution function for hybrid
PV/wind/fuel cell energy system that is used in this study [Wang et al., 2007].

As previous studies shown, renewable energies are going to be a main substitute for fossil
fuels in the coming years for their clean and renewable nature [Sarhaddi et al.,, 2010].
Photovoltaic solar and wind energy conversion systems have been widely used for
electricity supply in isolated locations that are far from the distribution network.

The future of power grids is expected to involve an increasing level of intelligence and
integration of new information and communication technologies in every aspect of the
electricity system, from demand-side devices to wide-scale distributed generation to a
variety of energy markets.

In the smart grid, energy from diverse sources is combined to serve customer needs while
minimizing the impact on the environment and maximizing sustainability. In addition to
nuclear, coal, hydroelectric, oil, and gas-based generation, energy will come from solar,
wind, biomass, tidal, and other renewable sources. The smart grid will support not only
centralized, large-scale power plants and energy farms but residential-scale dispersed
distributed energy sources [Santacana et al., 2010].

Being able to accommodate distributed generation is an important characteristic of the smart
grid. Because of mandated renewable portfolio standards, net metering requirements and a
desire by some consumers to be green, there is an increasing need to be prepared to be able
to interconnect generation to distribution systems, especially renewable generation such as
photovoltaic, small wind and land fill gas powered generation [Saint, 2009].

The future electric grid will invariably feature rapid integration of alternative forms for energy
generation. As a national priority, renewable energy resources applications to offset the
dependence on fossil fuels provide green power options for atmospheric emissions
curtailment and provision of peak load shaving are being put in policy [Santacana et al., 2010].
Fortunately, Iran is a country with the adequate average of solar radiation and wind speed
for setting up a hybrid power generation e.g. the average of wind speed and perpendicular
solar radiation were recorded for Ardebil province is 5.5945 m/s and 203.1629 W/m?
respectively in a year.

In this study, an optimal hybrid energy generation system including of wind, photovoltaic
and battery is designed. The aim of design is to minimize the cost of the stand-alone system
over its 20 years of operation. The optimization problem is subject to economic and technical
constraints. Figurel show the framework of activities in this study.

The generated power by wind turbine and PV arrays are depended on many parameters
that the most effectual of them are wind speed, the height of WTs hub (that affects the wind
speed), solar radiations and orientation of PV panels. In certain region, the optimization
variables are considered as the number of WTs, number of PV arrays, installation angle of
PV arrays, number of storage batteries, height of the hub and sizes of DC/AC converter. The
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goal of this study is optimal design of hybrid system for the North West of Iran (Ardebil
province). The data of hourly wind speed, hourly vertical and horizontal solar radiation and
load during a year are measured in the region. This region is located in north-west of Iran
and there are some villages far from the national grid. The optimization is carried out by
Particle Swarm Optimization (PSO) algorithm. The objective function is cost with
considered economical and technical constraints. Three different scenarios are considered
and finally economical system is selected.

Hybrid PV-Wind-Battery
Renewable energy system

v v

Solar Data Wind Data
v
PV Model " Wind Generator Model Battery Model
Load

Comparison and development of policy

Fig. 1. The framework of activities

This study is organized as follows: section 2 describes the modeling of system components.
The reliability assessment is discussed in section 3. Problem formulation and operation
strategy are explained in section 4 and 5, respectively. In the next section, is dedicated to
particle swarm optimization. Simulation and results are summarized in section 7. Finally,
section 8 is devoted to conclusion.

2. Description of the hybrid system

The increasing energy demand and environmental concerns aroused considerable interest in
hybrid renewable energy systems and its subsequent development.

The generation of both wind power and solar power is very dependent on the weather
conditions. Thus, no single source of energy is capable of supplying cost-effective and
reliable power. The combined use of multiple power resources can be a viable way to
achieve trade-off solutions. With combine of the renewable systems, it is possible that power
fluctuations will be incurred. To mitigate or even cancel out the fluctuations, energy storage
technologies, such as storage batteries (SBs) can be employed [Wang et al., 2009].

The proper size of storage system is site specific and depends on the amount of renewable
generation and the load. The needed storage capacity can be reduced to a minimum when a
proper combination of wind and solar generation is used for a given site [Kellogg, 1996].
The hybrid system is shown in Fig. 2. In the following sections, the model of components is
discussed.
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Fig. 2. Block diagram of a hybrid wind/photovoltaic generation unit

2.1 The wind turbine
Choosing a suitable model is very important for wind turbine power output simulations.
The most simplified model to simulate the power output of a wind turbine could be

calculated from its power-speed curve. This curve is given by manufacturer and usually
describes the real power transferred from WG to DC bus.

The model of WG is considered BWC Excel-R/48 (see Fig. 3) [Hakimi et al., 2009]. It has a

rated capacity of 7.5 kW and provides 48 V dc as output. The power of wind turbine is
described in terms of the wind speed according to Eq. 1.
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Fig. 3. Power output characteristic of BWC Excel R/48 versus wind speed [Hakimi, 2009].
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where By -, Py are WG output power at rated and cut-out speeds, respectively. Also, v,,
v, U, arerated, cut-in and cut-out wind speeds, respectively. In this study, the exponent m
is considered 3. In the above equation, v}, refers to wind speed at the height of WG’s hub.
Since, v}, almost is measured at any height (here, 40 m), not in height of WGs hub, is used Eq.
(2) to convert wind speed to installation height through power law [Borowy et al., 1996]:

measure

measure h U ’
Oy = U x [#J )

where a is the exponent law coefficient. a varies with such parameters as elevation, time of
day, season, nature of terrain, wind speed, temperature, and various thermal and
mechanical mixing parameters. The determination of a becomes very important. The value
of 0.14 is usually taken when there is no specific site data (as here) [Yang et al., 2007].

2.2 The photovoltaic arrays (PVs)

Solar energy is one of the most significant renewable energy sources that world needs. The
major applications of solar energy can be classified into two categories: solar thermal
system, which converts solar energy to thermal energy, and photovoltaic (PV) system,
which converts solar energy to electrical energy. In the following, the modeling of PV arrays
is described.

For calculating the output electric power of PVs, perpendicular radiation is needed. When
the hourly horizontal and vertical solar radiation is available (as this study), perpendicular
radiation can be calculated by Eq. (3):

G(t,0py ) =Gy (t)x cos(bpy )+ Gy () xsin(Gpy ) 3)

where, Gy (t) and Gy (t) are the rate of vertical and horizontal radiations in the t step-
time (W/m?), respectively. The radiated solar power on the surface of each PV array can be
calculated by Eq. (4):

G
va = M X va,mted X TnvppT (4)

where, G is perpendicular radiation at the arrays’ surface (W/m?). P,;, ., is rated power of
each PV array at G=1000(W /m?) and 7,ppy is the efficiency of PV’s DC/DC converter

and Maximum Power Point Tracking (MPPT).

2.3 The storage batteries

Since both wind and PVs are intermediate sources of power, it is highly desirable to
incorporate energy storage into such hybrid power systems. Energy storage can smooth out
the fluctuation of wind and solar power and improve the load availability [Borowy et al.,
1996].

When the power generated by WGs and PVs are greater than the load demand, the surplus
power will be stored in the storage batteries for future use. On the contrary, when there is
any deficiency in the power generation of renewable sources, the stored power will be used
to supply the load. This will enhance the system reliability.
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In the state of charge, amount of energy that will be stored in batteries at time step of f is
calculated:

Eg(t)=Ep(t-1) +((Pw + va)(t) — Proad (t)/’linv.)ﬁBat ©)

In addition, Eq. 6 will calculate the state of battery discharge at time step of t:

Eg (£) =By (£= 1)+ Peoaa (8) / o, = (P + By ) () 15 ©)

where, Eg(t), Ez(t—1) are the stored energy of battery in time step of t and (-1). P, P,
are the generated power by wind turbines and PV arrays, P;,,(t) is the load demand at
time step of t and 7, is the efficiency of storage batteries.

2.4 The power inverter

The power electronic circuit (inverter) used to convert DC into AC form at the desired
frequency of the load. The DC input to the inverter can be from any of the following sources:
1. DC output of the variable speed wind power system

2. DC output of the PV power system

In this study, supposed the inverter’s efficiency is constant for whole working range of
inverter (here 0.9).

3. The reliability assessment

A widely accepted definition of reliability is as follows [Billinton, 1992]: “Reliability is the
probability of a device performing its purpose adequately for the period of time intended
under the operating conditions encountered”. In the following sections, reliability indices
and reliability model that is used in this study is described.

3.1 Reliability indices

Several reliability indices are introduced in literature [Billinton, 1994, XU et al., 2005]. Some of
the most common used indices in the reliability evaluation of generating systems are Loss of
Load Expected (LOLE), Loss of Energy Expected (LOEE) or Expected Energy not Supplied
(EENS), Loss of Power Supply Probability (LPSP) and Equivalent Loss Factor (ELF).

In this study, ELF is chosen as the main reliability index. On the other word, the ELF index
is chosen as a constraint that must be satisfied but it could be possible to calculate the other
indexes as is done in this study (such as EENS, LOLE and LOEE indexes).

ELF is ratio of effective load outage hours to the total number of hours. It contains
information about both the number and magnitude of outages. In the rural areas and stand-
alone applications (as this study), ELF<0.01 is acceptable. Electricity supplier aim at 0.0001
in developed countries [Garcia et al., 2006]:

prp - L § Q) N

~HiZ D(h)

where, Q(h) and D(h) are the amount of load that is not satisfied and demand power in h"
step, respectively and H is the number of time steps (here H=8760).
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In this study, the reliability index is calculated from component’s failure, that is concluding
of wind turbine, PV array, and inverter failure.

3.2 System'’s reliability model

As mentioned, outages of PV arrays, wind turbine generators, and DC/AC converter are
taken into consideration. Forced outage rate (FOR) of PVs and WGs is assumed to be 4%
[Karki et al., 2001]. So, these components will be available with a probability of 96%.
Probability of encountering each state is calculated by binomial distribution function
[Nomura 2005].

For example, given nwg fail out of total Nwc installed WGs, and npy fail out of total Npy
installed PV arrays are failed, the probability of encountering this state is calculated as
follows:

. ; fﬂll _ fail fail full il fai

1 1 n Nyg-n n Nopy -1

frerv(”fi’é'”ff):KNWG]XAWV(;G ch(l—ch)nWGH[NPV x Ay x (1= Apy )7 | ()
WG PV

The outage probability of other components is negligible. But, because, DC/AC converter is
the only single cut-set of the system reliability diagram, the outage probability of it is taken
consideration (it's FOR is considered 0.0011 [Kashefi et al., 2009]).

In [Kashefi et al., 2009] an approximate method is used that proposed all the possible states
for outages of WGs and PV arrays to be modeled with an equivalent state. This idea is
modeled by Eq. 7.

E[Pren]zNWGXPWGXAWG+NPVXPPVXAPV ©)

4. Problem formulation

The economical viability of a proposed plant is influence by several factors that contribute to
the expected profitability. In the economical analysis, the system costs are involved as:

- Capital cost of each component

- Replacement cost of each component

- Operation and maintenance cost of each component

- Cost costumer’s dissatisfaction

It is desirable that the system meets the electrical demand, the costs are minimized and the
components have optimal sizes. Optimization variables are number of WGs, number of PV
arrays, installation angle of PV arrays, number of storage batteries, and sizes of DC/AC
converter. For calculation of system cost, the Net Present Cost (NPC) is chosen.

For optimal design of a hybrid system, total costs are defined as follow:

NPC; = N, x (CC; + RC; xK; + 0 & MC, x1 / CRF(ir,R)) (10)

where N may be number (unit) or capacity (kW), CC is capital cost (US$/unit), O&MC is
annual operation and maintenance cost (US$/unit-yr) of the component. R is Life span of
project, ir is the real interest rate (6%). CRF and K are capital recovery factor and single
payment present worth, respectively.
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4.1 The cost of loss of load

In this study, cost of electricity interruptions is considered. The values found for this
parameter are in the range of 5-40 US$/kWh for industrial users and 2-12 US$/kWh for
domestic users [Garcia et al.,, 2006]. In this study, the cost of customer’s dissatisfaction,
caused by loss of load, is assumed to be 5.6 US$/kWh [Garcia et al., 2006].

Annual cost of loss of load is calculated by:

NPC,,., = LOEExC,,., x PWA (14)

0SS

where, C, is cost of costumer’s dissatisfaction (in this study, US$5.6/kWh). Now, the
objective function with aim to minimize total cost of system is described:

Cost = Y NPC; + NPC, (15)
i

0SS

where i indicates type of the source, wind, PV, or battery. To solve the optimization
problem, all the below constraints have to be considered:

0<N; <N
10<H,,, <20

0<bpygpyr < % (16)
Ebut .- Ebat < Ebat

min max

E[ELF]<ELF,,,

The last constraint is the reliability constraint. Equivalent Loss Factor is ratio of effective
load outage hours to the total number of hours. In the rural areas and stand-alone
applications (as this study), ELF<0.01 is acceptable [Tina, 2006]. For solving the optimization
problem, particle swarm algorithm has been exploited.

5. Operation strategy

The system is simulated for each hour in period of one year. In each step time, one of the

below states can occur:

- If the total power generated by PV arrays and WGs are greater than demanded load,
the energy surplus is stored in the batteries until the full energy is stored. The
remainder of the available power is consumed in the dump load.
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- If the total power generated by PV arrays and WGs are less than demanded load,
shortage power would be provided from batteries. If batteries could not provide total
energy that loads demanded, the load will be cut.

- If the total power generated by PV arrays and WGs are equal to the demanded load, the
storage capacity remains unchanged and all of the generated power will be consumed
at the load.

By consideration these states and all the constraints, the optimal hybrid system is calculated.

6. Optimization method

For size optimization of components PSO algorithm is used. Direct search method
(traditional optimization method) heavily depends on good starting points, and may fall
into local optima. On the other hand, as a global method for solving both constrained and
unconstrained optimization problems based on natural evolution, the PSO can be applied to
solve a variety of optimization problems that are not well suited for standard optimization
algorithms. Moreover, the GA can also be employed to solve a variety of optimization
problems. Compared to GA, the advantages of PSO are that PSO is easy to implement and
there are few parameters to adjust. PSO has been successfully applied in many areas.

6.1 The PSO algorithm

Particle swarm optimization was introduced in 1995 by Kennedy and Eberhart. The
following is a brief introduction to the operation of the PSO algorithm. The particle swarm
optimization (PSO) algorithm is a member of the wide category of swarm intelligence
methods for solving global optimization problems. PSO is an evolutionary algorithm
technique through individual improvement plus population cooperation and competition
which is based on the simulation of simplified social models, such as bird flocking, fish
schooling and the swarm theory [Jahanbani et al., 2008].

Each individual in PSO, referred as a particle, represents a potential solution. In analogy
with evolutionary computation paradigms, a swarm is similar to population, while a
particle is similar to an individual.

In simple terms, each particle is flown through a multidimensional search space, where the
position of each particle is adjusted according to its own experience and that of its
neighbors.

Assume x and v denote a particle position and its speed in the search space. Therefore, the
ith particle can be represented as x; =[x; ,x;,,..,X; ,...X; ] in the N-dimensional space. Each
particle continuously records the best solution it has achieved thus far during its flight. This
fitness value of the solution is called pbest. The best previous position of the ith particle is
memorized and represented as:

pbest; =[pbest; ,pbest; ,..., pbest; ,...,pbest; ] 17)

The global best gbest is also tracked by the optimizer, which is the best value achieved so far
by any particle in the swarm. The best particle of all the particles in the swarm is denoted by
gbest,. The velocity for particle i is represented as v; = [vi1 1iy rever Uiy UiN] .

The velocity and position of each particle can be continuously adjusted based on the current
velocity and the distance from pbest;; to gbest:
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0;(t+1) = w(t)o; (£) + ey (B (F) = X; (1)) + como (G(E) — X (1)) (18)

X, t+D)=X;(t)+ yv;(t+1) (19)

where ¢; and ¢; are acceleration constants and r; and r; are random real numbers drawn
from [0,1]. Thus the particle flies trough potential solutions toward P,(t) and G(f) in a
navigated way while still exploring new areas by the stochastic mechanism to escape from
local optima.

Since there was no actual mechanism for controlling the velocity of a particle, it was
necessary to impose a maximum value V., which controls the maximum travel distance in
each iteration to avoid this particle flying past good solutions. Also after updating the
positions, it must be checked that no particle violates the boundaries of search space. If a
particle has violated the boundaries, it will be set at boundary of search space [Jahanbani et
al., 2008].

In Eq. (20), o(t) is employed to control the impact of the previous history of velocities on
the current one and is extremely important to ensure convergent behavior. It is exposed
completely in the following section. w(t) is the constriction coefficient, which is used to
restrain velocity. y is constriction factor which is used to limit velocity, here y =0.7 .

7. Simulation results

The first goal of each planning in electrical network is that the system meets the demand.
For satisfying this goal, the cost of costumer’s dissatisfaction is considered as well as the
other costs. Flowchart of the proposed optimization methodology is shown in Fig. 4. The
hourly data of wind speed, vertical and horizontal solar radiation and residential load
during a year is plotted in Fig. 5, Fig. 6 and Fig. 7, respectively. The data that used in this
study is the data of Ardebil convince that is located in the North West of Iran (latitude:
38°177, longitude: 48°15", altitude: 1345 m). The peak load is considered as 50 kW. In table 1,
data that used in the simulation are listed.

| Hourly speed wind

| Hourly solar radiation

Hourly consumer

power requirements

Optimal sizing by Selected the combination

PSO

Does the computed
sizing  satisfy  the
system constraints?

of components with

| Hourly speed wind
lowest cost

| Wind turbine Specs.

| PV array Specs.

Converter DC/AC
Specs.

| Battery Specs.

Fig. 4. Flowchart of the proposed optimization methodology.
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System parameters values System parameters values
Efficiency of SB 85% Replacement price of PV~ 63 15/ unit
array
Efficiency of inverter 90% Replacement price of SB 700 US$/unit
. . Replacement price of .

Life span of project 20 . 750 US$/ unit
inverter

Life span of WTG and PV 20 OM costs of inverter 8 US$/ unit-yr

Life span of SB 10 Cut-in wind speed 3m/s

Life span of inverter 15 Rated wind speed 13m/s

PV array price 7000 US$/ unit Cut-out wind speed 25m/s

. 19400

WTG price US$,/unit Rated WTG power 7.5 kW

Inverter price 800 US$/ unit Minimum storage level of 3 kWh
battery

Replacement price of 15000 . .

WIG US$,/unit Maximum total SB capacity 40 kWh

Table 1. Data used for simulation program [Tina et al., 2006, Khan et al., 2005]
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Fig. 5. Hourly wind speed during a year.
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Fig. 6. Hourly vertical and horizontal solar radiation during a year.
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Fig. 7. Hourly residential load during a year.

It is noticeable that the technical constraint, related to system reliability, is expressed by the
equivalent loss factor. The reliability index is calculated from component’s failure, that
includes wind turbine, PV array, battery and inverter failure. The power generated by each
wind turbine and PV array can be derived by Eq. (1) and Eq. (3), respectively. The total
power that can be generated with Nwg wind turbines and Npy PV arrays that nwg and npy of
all wind turbines and PV arrays are out of work, respectively, will be calculated as follows:

Py = (NG = twg) X Awg * Py + (N py —1py ) x Apy x Ppy (20)



Optimum Design of a Hybrid Renewable Energy System 243

As previously mentioned, the reliability constraint is considered as the penalty factor in the
objective function. To consider the constraint of reliability in Eq. (16), the excess amount of
inequality constraint is multiplied by 1010 and then, this additional cost is added to the
objective function in Eq. (15). With this method, the NPC of the system that couldn't satisfy
the reliability constraint will increase, and then this system would not be chosen as the best
economic system.

One of the best methods in the planning area is using scenario method. To choose the best
plan (the minimum cost) different scenarios is implemented. In this study, the optimal size
of components for hybrid system is calculated in three scenarios based on proposed
approach. These systems are PV/battery system, wind/battery system and
PV/wind/battery system. For each system the minimum cost and reliability indices is
calculated. The results are shown in the following.

As mentioned before, in this study particle swarm optimization algorithm is used for optimal
sizing of system’s components. Each particle has 6 variables that are defined as below:

Number of | Number of Battery . Inverter
wind turbine | PV array Angle of PV capacity Height of hub capacity

Fig. 8. A typical vector for a particle

Each population consists of 30 particles that are calculated for 120 iterations. The fitness
function is defined in Eq. (15). It must be considered that if the costs of loss of load are more
expensive than the cost of bigger system, the bigger system will be chosen because it is
economically reasonable.

7.1 Scenario I: Wind/PV/battery hybrid system

In this case, a stand-alone hybrid system is considered that is including of wind and PV
energy sources and storage batteries. Convergence curves of the PSO algorithm, for five
independent runs, are shown in Fig. 9. It is observed that the algorithm converges almost to
the same optimal value.

Hourly generated power of PV arrays, WGs is shown in Fig. 10 that could be comparing
with load. The hourly expected amount of stored energy in the battery is shown in Fig.
10, too. It is significant that reliable supply of the load at each time step, strongly,
depends on the amount of the stored energy. When stored energy in battery reaches its
minimum allowable limit, if renewable system cannot satisfy the load, the load will not
be supplied. On the other hand, if renewable system can satisfy the load, the extra
generated energy will be saved in the battery (and battery is in the state of charge). It is
worth pointing out that when the battery has the maximum charge its energy will not
increase anymore.

In Fig. 11, the hourly reliability indices in the year are plotted. The amount of hourly
demand and load pattern is another important factor in reliability assessment of the system.
The size of each component is also calculated and is shown in table 2.

As shown in the above figures, each time step could be analyzed. For example, at around of
6500th time step, the power that is generated by PV arrays and wind turbines is decreased
(Fig. 10) and it is not enough to satisfy the load. Also, the energy that saved in the batteries
in this step is around the minimum allowable level. So, some of the demand is lost and ELF
index is equal to 0.5 (Fig. 11).
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Fig. 9. Convergence of the optimization algorithm

NWG NPV NBzzt Pinv (kVV) BP 1% Hhub(m)

1 89 12 44 52.61 15.85

Table 2. Optimal combination for hybrid system

ELF LOEE (KWh/yr) EENS LOLE(h/yr)

0.0036 759.49 0.0034 64.57

Table 3. Reliability indices of PV-wind-battery system
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Fig. 10. Hourly generated power of PV arrays, WGs and hourly expected amount of stored
energy in the battery during a year.



246 Renewable Energy — Trends and Applications

1
E 05[] I
| | | | | | \“ | |
0
0 1000 2000 3000 4000 5000 6000 7000 8000
1
g 05 |
0
0 1000 2000 3000 4000 5000 6000 7000 8000
30
E 10| I
Il | N “‘ Il
0
0 1000 2000 3000 PR (houo 6000 7000 8000

Fig. 11. Hourly reliability indices during a year

In this scenario, the mean of ELF index in the year is 0.002 which is less than the maximum
ELF tconstraint (0.01). So, this system would not pay for penalty cost. The NPC, which is
calculated for this case, would be equal to 1.29769 MUSD that 31272.02 USD of this cost
would be for costumer’s dissatisfaction.

7.2 Scenario Il: Wind/battery system

This system is including of wind source energy and storage batteries. The optimal size of
system components is presented in table 4. In this case, the reliability constraint is activated,
so it is fixed on maximum allowable value. Because of this, the NPC of system is increased
and is reached up to 2.25009 MUSS$. The generated power by wind turbines and amount of
energy in storage system is shown in Fig. 12.

As mentioned, in this system, the ELF index is reached to 0.0063 which satisfy the inequality
constraint of reliability constraint. Thus, it must not pay the penalty cost and the costumer’s
dissatisfaction cost would be 0.032424 MUS$.
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Fig. 12. Hourly generated power of WGs and hourly expected amount of stored energy in
the battery during a year.

Nwg Npy Nt Pino (kW) Opy Hpuw(m)
80 - 230 445 - 19

Table 4. Optimal combination in wind-Battery system

ELF LOEE (KWh/yr) EENS LOLE(h/yr)
0.0063 1315.6 0.0063 77.56

Table 5. Reliability indices of wind-battery system

7.3 Scenario lll: PV/Battery systems

The last scenario is a system including of PV source energy and storage batteries. The size of
system components is shown in table 6. Total cost and ELF index corresponding to this case
are 0.803237 MUS$ and 0.0022 respectively that, 0.032423 MUS$ would be paid as

costumer’s dissatisfaction cost. The output power of PV arrays and battery energy is shown
in Fig. 13.
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Fig. 13. Hourly generated power of PV arrays and hourly expected amount of stored energy

in the battery during a year.

Nwe Npy Nat Piny (kW) Opv Hiyup(m)
- 96 13 443 56.74 11
Table 6. Optimal combination in PV-battery system
ELF LOEE (kWh/yr) EENS LOLE(h/yr)
0.0022 504.79 0.0024 49.59

Table 7. Reliability indices of PV-battery system

With compare of these scenarios together, it could be seen, the number of batteries in wind-
battery system is more than the hybrid system and PV-battery system. That's reasonable
because in this region (and almost all of regions) fluctuations of wind are more than the
fluctuations in radiation, so, when the wind turbine is used, we needed to add more storage
system to be sure that the load would be met in all steps. Also, in this region, the peak load
is nearer to the peak of PV generation compared with the peak of wind generation. On the
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other hand, Because of this, the reliability index in the system with wind turbine is less than
the system with PV array and subsequently, because of increase in costumer’s dissatisfaction
cost, the cost of the system with wind turbine is more than the system with PV array.

In any of the scenarios, the reliability constraint is not activated and each scenario will be able
to satisfy the inequality constraints without penalty cost. As mentioned before, it is possible to
analyze each point of the results to investigate the relation between changes of wind, solar
radiation and load with ELF index and charging and discharging states of batteries.

8. Conclusions

In this paper, a hybrid generation system is designed for a 20-year period of operation for
the North west of Iran. The major components are PV arrays and wind turbines. The major
advantage of these components is that when used together, the reliability of the system is
enhanced. Additionally, the size of storage systems can be reduced as there is less reliance
on one method of power production. Often, when there is no sun, there is plenty of wind
and vice versa.

The number of components is directly dependent on the load pattern. The region has a cold
climate thus electricity demand in summer is not significantly more than the demand in
winter. This is an advantage because the needed battery will decrease and the design system
will be more economical.

In this study, the batteries are employed as the energy storage system. Optimal combination
of components is achieved by particle swarm optimization. The optimization problem is
subject to economical and technical constraints. Best configuration with considered
reliability constraint is achieved and the system is simulated.

In the future work of this study, uncertainty factors such as generator failures and renewable
power availability will also be taken into account in calculating system reliability indexes.
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