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Asymptotic behaviour of a pile-up of
infinite walls of edge dislocations

Abstract We consider a system of parallel straight edge dislocations and
we analyse its asymptotic behaviour in the limit of many dislocations. The
dislocations are represented by points in a plane, and they are arranged
in vertical walls; each wall is free to move in the horizontal direction. The
system is described by a discrete energy depending on the one-dimensional
horizontal positions x; > 0 of the n walls; the energy contains contributions
from repulsive pairwise interactions between all walls, a global shear stress
forcing the walls to the left, and a pinned wall at x = 0 that prevents the
walls from leaving through the left boundary.

We study the behaviour of the energy as the number n of walls tends
to infinity, and characterise this behaviour in terms of I'-convergence. There
are five different cases, depending on the asymptotic behaviour of the single
dimensionless parameter 3, corresponding to 8, < 1/n,1/n < B, < 1, and
Brn > 1, and the two critical regimes ,, ~ 1/n and ,, ~ 1. As a consequence
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we obtain characterisations of the limiting behaviour of stationary states in
each of these five regimes.

The results shed new light on the open problem of upscaling large num-
bers of dislocations. We show how various existing upscaled models arise as
special cases of the theorems of this paper. The wide variety of behaviour
suggests that upscaled models should incorporate more information than just
dislocation densities. This additional information is encoded in the limit of
the dimensionless parameter 3,,.

1 Introduction
1.1 Dislocation plasticity

One of the hard open problems in engineering is the upscaling of large num-
bers of dislocations. Dislocations are defects in the crystal lattice of a metal,
and their collective motion gives rise to macroscopic permanent or plastic
deformation.

For systems of millimeter-size or larger there is a fairly complete theory of
macroscopic plasticity, in which dislocations are not modelled explictly (see
e.g. [27,29,28,5]). For smaller systems, however, the so-called size effect [25,
34,20] suggests that it is necessary to take the distribution of dislocations
into account. In this point of view the size effect arises when the length scale
of the system becomes similar to the typical scale at which the dislocation
density varies.

To address these small-scale effects a number of competing (mainly phe-
nomenological) dislocation density models have been derived by upscaling
large numbers of dislocations (e.g. [16,17,21-23,31,35]). The unknowns in
this type of model are various types of dislocation densities, whose evolution
in time is described via conservation laws equipped with constitutive laws
both for the velocity of the dislocations and for their interaction.

The use of densities (as opposed to keeping track of the behaviour of each
dislocation) seems reasonable, since the typical number of dislocations in a
portion of metal is huge. For topological reasons dislocations are curves in
three-dimensional space, and therefore the density of dislocations has dimen-
sions of length/volume or m~2. A dislocation density of 10*® m~2 (typical for
cold-rolled metal [30, p. 20]) translates into 1000 km of dislocation curve in a
cubic millimeter of metal. This high number explains the interest in avoiding
the description of the individual behaviour of each dislocation, and focussing
on the collective behaviour instead. It also explains the general belief that
this should be possible.

The research done here, however, suggests that the situation is more sub-
tle. It was triggered by the earlier study [36]. The outcome of [36] and the
results in this paper suggest that the dislocation density alone is not capable
of describing the evolution of large numbers of dislocations. To put it suc-
cinctly, a density simply does not contain enough information to characterise
the behaviour of the system, even in aggregate form. This is because the
density only characterizes the local number of dislocations per unit area, and
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needs to be supplemented with more information on their spatial arrange-
ment in order to give a satisfactory answer. We show below how this point
arises from the results of this paper.

A separate reason for the analysis of this paper is the uncommon form of
the energy. Although it is a simple two-point interaction energy in one spatial
dimension, the behaviour in the many-dislocation limit does not fit into any
of the standard cases as described e.g. in [12]. This is due to the combination
of all-neighbours-interaction (each pair interaction is counted, regardless of
distance), and an interaction potential that is globally repulsive.

1.2 The model of this paper

We consider a system of pure edge dislocations whose dislocation lines are
straight and parallel to one another as in [36]. These dislocations can be
modelled as points in the plane orthogonal to the direction of the dislocation
lines, and this identification has been done systematically in the literature.
The slip planes are horizontal, i.e. parallel to the z-coordinate, which implies
that the dislocations can only move in the horizontal direction (see Figure 1).
In addition, the dislocations are organized in vertical walls with a uniform
spacing of size h (in metres, m). In the model below there will be a finite
number n of such walls, which each will extend indefinitely in the vertical
direction. The total degrees of freedom of the system are therefore the hor-
izontal positions 0 < 1 < -+ < &, (in m) of the walls. A constant global
shear stress forces the walls towards a fixed barrier which is modelled as an
infinite wall of pinned dislocations at g = 0.

Q
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Fig. 1 The dislocation configuration considered in this paper. Infinite, vertical
walls of equispaced dislocations are free to move in the horizontal direction. A wall
of fixed dislocations is pinned at £o = 0 and acts as a repellent.
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We assume that the dislocations are spaced significantly farther apart
than the atomic lattice spacing, which implies that the interactions between
dislocation walls are well described by conventional formulae based on linear
elasticity.

Given these assumptions, the system is driven by the discrete energy

- Ko (- ~
g(:cl,...,xn)222v<h>+gzxi, (1)
=1 j=0 1=1
j#i

where K := Gbrr/2(1 — v), G (in Pascals, Pa) is the shear modulus, b (in
m) the length of the Burgers vector, v the dimensionless Poisson ratio of
the material, and o (in Pa) the imposed shear stress. The (dimensionless)
interaction energy V is

1 1 2 1
V(s) = = cothms — = log(2sinh7s) = 71-(627r||ss||_1) - log(1 — e~ 2715l
(2)

and its derivative is the (dimensionless) force exerted by a wall on another

wall at distance s,
S

Vis) == sinh?(7s)
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Fig. 2 The interaction energy V.

The first term in the discrete energy £ in (1) is fully repulsive: each
pair of walls repels each other, with a potential that diverges logarithmically
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as the walls approach each other (see Figure 2). The second term of the
energy, accounting for the global shear stress, drives the walls to the left.
The repelling nature of the left barrier is implemented by pinning a wall at
Zo = 0.

Stationary points of this energy are equilibria of the mechanical system,
and under the assumption of a linear drag relation (see e.g. [30, Sec. 3.5])
the evolution of the system is a gradient flow of this energy.

Although the model is highly idealised, it has a number of properties
that make it both interesting and not unrealistic. The fact that multiple
dislocations move along exactly the same slip plane is natural, because of
the way they are generated from Frank-Read sources (e.g. [30, Sec. 8.6]).
Moreover, although the assumption of an arrangement in equispaced vertical
walls is clearly an idealisation, it is on the other hand not unrealistic since
equispaced vertical walls are minimal-energy configurations. Walls of edge
dislocations are locally stable, in the sense that if one of the dislocations
deviates from its wall position, either horizontally or vertically, it experiences
a restoring force from the other dislocations that pushes it back. Finally,
the vertical organization in walls is also justified by correlation functions
calculated from numerical simulations (e.g. [40]).

Another interesting aspect of this model is that existing, phenomenolog-
ical dislocation-density models can be applied to it to give predictions of the
upscaled behaviour—which can then be tested against the rigorous results
of this paper. In Section 1.5 we discuss three of these, whose predictions for
this system are summarized in Table 1:

Table 1 Various predictions for the limiting behaviour of this system of dislo-
cations. The system is characterized by the density p of dislocations; oint is the
prediction of the stress field generated by p. Parameters have been absorbed into
C and ¢ for simplicity. We give a full discussion in Section 1.5.

Reference Stationary state Oint
Head & Louat 1955 [26] p(z) =/ <= -
Groma, Csikor & Zaiser 2003 [23] p(x) =Ce 7"  —d.p/p

Evers, Brekelmans and Geers 2004 [19]  p(z) = C — oz —0Oup

As we show below, the results of this paper allow us to make sense of the
three different predictions in this table.

1.3 Main result

The main mathematical result of this paper is the characterization of the
limit behaviour of £ as n — co. Since this behaviour depends strongly on the
assumptions on the behaviour of the whole set of other parameters in this
system, that is h, K (or G, b, and v), and o, we assume that all parameters
depend on n. In fact the parameter space is only one-dimensional, since the
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problem can be rescaled to depend only on the single dimensionless parameter

K, G by,
B = V nonh,  \l 20(1 — vp)ophy (3)

In mechanical terms, 3, measures the elastic properties of the medium (de-
scribed by K,) in comparison with the strength of the pile-up driving force
on. Large (8, therefore, corresponds to weak forcing, and small 3,, to strong
forcing

We characterize the limiting behaviour of the system by proving five I'-
convergence results, for five regimes of behaviour of £, as n — oo, after
an appropriate rescaling of £ and (Z1,...,%,) (rescalings that lead to the

functionals E,(Lk)(xl, .oy &y), for k€ {1,2,3,4,5}, defined in Theorem 1). A
consequence of I'-convergence is the convergence of minimizers.

Both the I'-convergence of the energy and the convergence of minimizers
depend on a concept of convergence for the set of wall positions (Z;)?_,, or
their rescaled versions (z;)_;, as n — co. A natural concept of convergence
for such a system of wall positions is weak convergence of the corresponding
empirical measures (which we prove being equivalent to the weak convergence
of the linear interpolations of the wall positions in the space of functions with
bounded variation, see Theorem 3). For a vector 2z € R™ define the empirical

measure as
1 n

The weak convergence of u, to p, written as p,, — p, is defined by

/ oY) pn (dy) =3 / o(y) p(dy) for all continuous and bounded ¢,
o) 2

where (2 := [0,00). This is the concept of convergence that we use in this
paper.

Theorem 1 (Asymptotic behaviour of &) In each of the cases below,
boundedness of the functional E,(Lk) implies that the empirical measures p, :=
% Z:-l:l 0z, are compact in the weak topology. In addition, the functional Eflk)

I'-converges to a functional E®) with respect to the same weak topology.
Case 1: If B,, < 1/n, then define the rescaled positions x1, ..., x, in terms
of the physical positions T1,...,%T, by

~ On
and define
ED (1, 2n) =~ £, 1 En) + —os (log 200?52 — 1).

Then Efll) I'-converges to

EO() = — 5 / /Q ogle — yl udy)p(ar) + /Q = p(dz).
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Cases (2—4): If B, ~ 1/n, 1/n < B, < 1, or B, ~ 1, then define the
rescaled positions x1,...,T, as

on
i =T K 6
z x,/n o (6)

and define
ECD(zy, ... x,) = S E(E,. .., Ey).
Vn3K,hyon

Then E,(12_4) I'-converges to

E® (1) ifnB, — ¢,
EG)(u)  ifi<pa<l,
E(4) (H’) Zf 6TL — Ca

where

E®(n) = ;//m V(e(x —y)) pldz)u(dy) +/ p(dx), (7)

9]

E® () = ;(/R V) /Q,o(as)2 dz —|—/ zp(x)dx  if p(dz) = p(z) da

2 )
+ 00 otherwise
(8)
wi . [ e[ V(55 pado+ [ apterde i udo) = pla) da
B () = 12 p(x) o ;
+ 00 otherwise
(9)
and the function Veg in (9) is defined as
Veer(s) := »_ V(ks).
k=1

Case 5: If B, > 1, then define the rescaled positions x1,...,%T, as
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Then Er(f) I'-converges to

EG) () = /pr(x) dx if w(dx) = p(x)dx and p<1 L-a.e.

+ o0 otherwise
(10)

where L is the Lebesque measure.

The limiting energies have the nice property of strict convexity, either
with respect to the linear structure in the space of measures, or in the sense
of displacement convexity [32]. This gives uniqueness of minimizers:

Theorem 2 (Existence and uniqueness of limiting minimizers) For
each k € {1,2,3,4,5}, E®) has a unique minimizer in the set M(£2) of
non-negative, unit-mass Borel measures on 2.

As a consequence we can characterize the behaviour of sequences of min-
imizers:

Corollary 1 (Convergence of discrete minimizers) Let the asymptotic
behaviour of B, be as in case k € {1,2,3,4,5} of Theorem 1. Let (Z},...,Z7)
be a sequence of n-vectors such that for each n, (Z¢,...,Z%) is minimal for
E. Then, rescaling (Z},...,Z") to (x¥,...,z") as in Theorem 1, the corre-
sponding empirical measure i, = %Z:L:l gz converges weakly to the global

minimizer of E*).

The proof of Theorem 1 is the subject of Section 3; Theorem 2 and Corol-
lary 1 are proved in Section 4.

Figures 3-7 show some numerical examples of the matching between dis-
crete and continuous energies. Note that the optimal discrete density p,
plotted in the Figures below is defined for every i =2,...,n — 1 as

2A,
pn(Ti) = ————,
Tit1 — Ti—1
where (x1,...,%,) is the minimiser of the discrete energy E,(Abk)7 for k =
1,...,5 and A, is a normalization factor ensuring that the area below the

linear interpolant of p,, is one.

1.4 Five regimes

The role of 3,, and of the different asymptotic regimes can be understood as
follows. Define the average dimensional distance between two walls (assuming
n even) as

5= jn/Q
: n/2 .
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Dislocation positions

Fig. 3 Optimal densities relative to B and E®, for n = 150 and 3, = 6/(ny/n).
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—

X pn
60| g
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404 1
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0 I N ;
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Dislocation positions

Fig. 4 Optimal densities relative to Ey(lg) and E(2), for n =150 B, = 5/n.

Note that Z,/, is a ‘middle’ wall, and therefore a reasonable indication of
the size of the pileup. Assuming cases 2—4, we can then rewrite (6) as

A
If the empirical measures j,, in (4) converge, then x,, /5 = O(1); this equality
therefore indicates that (3, is a measure of the aspect ratio AZ/h,, or, put
differently, n(,, is a measure of the total length of the pileup, relative to h,,.
Cases 24, therefore, can be understood heuristically as follows:
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25 ‘
— L

x pn
20F —
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. . . . L —

0 . .
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Dislocation positions

Fig. 5 Optimal densities relative to E)(?) and E®), for n = 150 and 8, = 1/y/n=
1/4/150.

—

0 .
0 0.05 0.1

015 . 02 . 025 03 0.35
Dislocation positions

Fig. 6 Optimal densities relative to E,(f) and E®, with n = 150 and 3, = 1.

— If B, — 0 and nf, — oo (case 3, and Figure 8(b) below), then the range
of the ratio |Z; — Z;|/h,, which appears as an argument of V in (1),
asymptotically covers the whole range from 0 to co. In this case the
discrete system effectively samples the integral [V, and this integral
therefore appears in the limit energy (8).

— If 5, = ¢ > 0 (case 4 and Figure 8(c)), then the sampling of V' does not
refine, but remains discrete, and instead of the integral [V we find the
discrete sampling Veg (9).
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2 T
—
1.8f * Pn [
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0.6 J
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Fig. 7 Optimal densities relative to E and E® | with n = 200 and 8, = 10°.

— If nB, — ¢ > 0 (case 2 and Figure 8(a)), then the pile-up is not long
enough to cover the whole of the integral of V. In addition, in this case
the length scales of u,, and of V are exactly the same, and a convolution
integral results.

1
1
1 1
1 1 V
1 1 1
1 I 1 I
1 1 1 1 1
AT nAZzL AT nAzx
hn hn hn hn
(a) nBr — c: total d) 1/n < Bn < 1: (¢) Bn — c: the first
length of the pile-up the full range [0, 00) is dislocation 1 ~ AZ is
nAz remains O(hy) sampled of the same order as h,

Fig. 8 Cases 24 of Theorem 1. Since 3, is a measure of the aspect ratio AZ/hy,
the scaling of 3,, determines which values the ratio (Z; — Z;)/hn takes in the argu-
ment of V in (1).

Case 1, where 3, is so small that ng, — 0, is a variant of case 2, but
now the dislocation walls are pushed completely into the logarithmic singu-
larity of V' at the origin (since by (5) the typical total length of the pile-up
isnk, /o, = hy,n? 721, and this is small with respect to h,). We observe that
by the definition of 8, (3) this situation corresponds to strong forcing, which
pushes the dislocation walls closer to each other. Because of the scaling de-
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pendence of the logarithm, a multiplicative rescaling in space (in order to
make the sequence p,, converge to a non-trivial limit) results in an additive
rescaling of £. The corresponding picture is similar to Figure 8(a).

In case 5, where (3, is large, the value of (Z; — Z;)/h, also becomes large;
even the two closest dislocation walls have distance asymptotically larger
than h,. Then the dislocations only sample the exponential tail of V. By the
definition of 8, (3) this case corresponds to very weak forcing. The degenerate
nature of the limit of the interaction energy, which is zero if p = pdz with
p <1, and 400 otherwise, arises from the ‘winner takes all’ behaviour of the
exponential function.

Other possibilities for B,. One might wonder whether other scaling behaviour
of B, could give different results. Although it is certainly possible to con-
struct sequences 3, that do not fit into the five classes above, by taking
subsequences one can reduce the behaviour to one of these five possibilities.
Of course, if different subsequences have different asymptotic behaviour, then
one does not expect the functionals to converge; this non-convergence is a
further indication that one should separate the cases by dividing into subse-
quences.

1.5 Comparison with mesoscopic models in the engineering literature

As mentioned above, one motivation for this research is the derivation of a
model describing the behaviour of densities of dislocations from a more fun-
damental microscopic model described by the discrete energy (2). The need
for a rigorous derivation of such a dislocation-density model is underlined by
the fact that multiple models exist in the literature (see Table 1) that are
inconsistent with each other and whose range of validity is not clear.

In the case of this paper, straight parallel edge dislocations in a single
slip system, the upscaled evolution equation for the dislocation density (or
measure) p is expected to be of the form

O + O (vp) = 0. (11)
Here v(x,t) is the velocity of dislocations at (z,t), and is usually taken to be

v = é(o’int — o). (12)
Here B is a mobility coefficient, o is the externally imposed shear stress
(as above) and oy, is the shear stress field that the dislocations themselves
generate, which is assumed to depend on the dislocation density and on the
gradient of the density, i.e., oint = Ging(x, 1, Ozpt). The structure (11)-(12)
arises naturally from the evolution equations for the discrete system,

e Lo, e, i) = - iv’(@_@) SN E))
—T; = ——=05E(Z1,...,Tn) = ——=— — ) - =,
dt B Bh h B

J#i
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which suggests that oy, should be the upscaled limit of the interaction forces,
represented by the sum in (13).

The different models proposed in the engineering literature differ in the
form of the internal stress o, they suggest, as shown by Table 1, and the
arguments leading to the specific choice of ;¢ can not always be rigorously
justified.

In contrast to these mostly phenomenologically derived expressions, the
convergence results of Theorem 1 offer a rigorous characterization of the
limiting internal stress oj,¢ in the different cases corresponding to our limit
models & = 1,...,5. The Euler-Lagrange equations of the limit functionals
E®)expressed in terms of the measure u or the density p, are (taking c =1
for simplicity):

1 1

(k=1) —ﬁax (log*p) +1=0; o*i(it) = ﬁax (log ) ;

(k=2) Op (V) +1=0; o2 =—0,(Vxpu);

(k =3) </R V(t) dt) Oup+1=0; o) =— </R V(t) dt) B p;
1 1 gy 1 1

k=4 — e”()az ~-1=0; o :v;”()&z.

( ) pg i p P int p3 i o P

We leave out the case k = 5 since its Euler-Lagrange equation is too
degenerate to be useful.

The Euler-Lagrange equation in case k = 1 coincides with the one derived
by Eshelby, Frank, and Nabarro [18] and Head and Louat [26] in the case
of n dislocations in one slip plane-rather than n dislocation walls. This is
consistent with the fact that when f8,, < 1/n, the dislocation walls are much
closer to each other horizontally than the vertical spacing h,, (see the dis-
cussion of f3,, above), and therefore an approximation by a single-slip-plane
setup seems appropriate.
I(Ii) coincides with the one proposed by Evers, Brekel-
mans and Geers [19]. As far as we know, the limiting energies E(*) for k = 2,4
and the internal stress associated with them have not been mentioned in the
engineering literature yet.

The internal stress o

Groma, Csikor, and Zaiser [23] derived the internal stress Ui(nc:cz) =

—0,p/p (up to constants) starting from a discrete distribution of dislocations
where the horizontal and vertical separation of the dislocations is of the same

order. In our formulation this corresponds to the case k = 4, 3,, ~ 1. There-

fore it is interesting to compare Ui(ﬁcz) with o i(ﬁcz)

int *
can be formally obtained from ai(ft) by making two approximations. The first
consists in disregarding the interaction between walls that are not nearest
neighbours, which is equivalent to replacing the effective potential Vi with
V. The second approximation is to substitute the force V'(s) with its first-
order Taylor-Laurent expansion close to zero, namely —%. Via these two

(4) (Gez)

int int

As it turns out, o

approximations o; ! reduces (up to a constant) to o
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Although this derivation can formally be made, it can not be made rig-
orous, since the two approximations are mutually incompatible. In fact, if
Taylor-expanding V is sensible, then the logarithmic singularity of V' implies
that there is interaction with all neighbours, as is always the case for log-
arithmic interactions (and as is the case for case k = 1 above). Therefore
neglecting all but nearest neighbours is unjustified. Moreover, the Taylor ex-
pansion of V) and of V' close to zero are quite different since when s is
small,! V(s) ~ —1/m2log |s|, while

V(o) ~ 51 [ v (14)

Therefore truncating to nearest neigbours (replacing Veg by V) and then
Taylor-expanding V' results in a large error. We refer to the companion
paper [37] for further discussions on this point and for a more detailed com-

. . k . .
parison between the internal stresses O'i(nt) obtained from our derivation and

the models proposed in the engineering literature.

1.6 Related mathematical work on discrete-to-continuum transitions.

The model of this paper lies halfway between one and two dimensions. Writ-
ten as (1), it is a one-dimensional system, and an example of the general
class of two-point interaction energies. There is a large body of research on
this type of energy, which roughly falls into two categories. When the inter-
action energy is superlinear at infinity, the system models the behaviour of
elastic solids, and examples of Gamma-convergence of such functionals are
given in [12, Th. 1.22] (see also [1] and [2]). When the functional is bounded
at infinity with a global minimum at finite distance, such as in the case of
the Lennard-Jones potential r — r~'2 — 76 or the Blake-Zisserman poten-
tial  — min{r? 1} [8], such two-point interaction energies lead to models
of fracture (see e.g. [10], [9] and [13]). The functional V' in (2) is neither of
these, being purely repelling and convex away from the singularity. While
the methods that we use are inspired by the general works in this area, we
know of no work that deals specifically with this type of functional.

There are various previous works that focus on the behaviour of mini-
mizers rather than on the functional. The early work by Eshelby, Frank and
Nabarro [18] mentioned before studies the case of a single row of dislocations

! This follows from the two inequalities (we recall that V is a decreasing function
in (0, 00))

(oo}

Virls) = S Vi(ks) < 302 /( vd =1 [T v

k=1 =1 S (k-1)s

and
(k+1)s

Var(s) = 3 V(ks) Zgﬁ/ks V() dt = E/s V(t) dt.

k=1
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(h = o0) and proves rigorously the asymptotic distribution of the disloca-
tions. Hall [24] studies the wall setup, chooses the specific regime 3, ~ n-1/2
and proves convergence of stationary states using formal methods. Finally
we should mention the numerical study [15] in which the correct asymptotic
scaling of the regime 1/n <« 3, < 1 was already found. Mesarovic and col-
laborators [6,33] derive a continuum dislocation model from the discrete wall
setup by means of a two-step upscaling: first the dislocations are smeared out
in the slip plane and then in the vertical direction. Upscaling in the two di-
rections separately, though, produces a significant error (referred to by the
authors as “the coarsening error”) that needs to be corrected by adding an
ad hoc term to their continuum model.

At the same time, the structure of the walls in Figure 1 is an attempt to
make some progress in the problem of upscaling two-dimensional collections
of dislocations. This is a hard problem, and the main difficulty can be recog-
nized as follows. If we consider a field of edge dislocations in two dimensions
at points {x;}; C R?, and formulate the corresponding empirical measure
on R?,

1 N
AN = N Zéxz
i=1

then the interaction energy for this system is essentially

/ / Veage (x — y)py (dx) i (dy),
R2 xR2

where

Gl

1
‘/edge((l“hm)) = ~3 log (] + 3).

2 2
T] + x5

The function Viqge is singular at the origin, and therefore a simple weak
convergence of px in the sense of measures to some p does not allow us to
pass to the limit.

To make things worse, Oy, Veqge takes both signs along the line z; =
constant. This indeterminacy causes a phenomenon of cancellation, and sur-
prisingly this cancellation can be complete [36]: if we consider a continuous
vertical line of smeared-out edge dislocations (i.e. the limit of a wall when
h — 0), then the total force exerted by this continuous wall on any other
edge dislocation vanishes [36]. This cancellation is the reason why the tails
of V' decay exponentially, even though Veqge only decays logarithmically.

Because of the multiple signs of 0y, Vedge and this cancellation, also a
more advanced argument along the lines of [39] does not apply. Indeed, the
results of this paper show how the relative spacing in horizontal and vertical
directions has a major impact on the limiting energy. This relative spacing,
the aspect ratio of the lattice of dislocations, is weakly characterised by ,,
which we discuss below.
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1.7 Comments

In this section we collect a number of comments on the discrete model and
on the results of this paper.

Conditions on V. While we perform the calculations in this paper for the
exact functional V' in (2), with minor changes the results can be generalized
to any function V satisfying

1. V: R — R is non-negative, even, and convex on (0, 00);

2. V has a logarithmic singularity at the origin;

3. V has exponential tails.

On the choice of I'-convergence. Our I'-convergence result implies conver-
gence of minimizers, and is stronger in a number of ways. For instance, I'-

convergence of E,(Lk) implies that E,(Lk) + F' also I'-converges whenever F' is
continuous. This allows us to deduce a similar convergence result, for in-
stance, for a functional of the form

SYv (T )+ Y s,
i=1 j=0 i=1
J#i
for any continuous function f, allowing us to consider more general, non-
constant forcing terms. If in addition liminf, ,~, f(z) = 400, then a similar
compactness result also holds. Note, however, that such a functional obvi-
ously behaves differently under rescaling of the z;.

A second reason why I'-convergence is a stronger result is the role that
it plays in convergence of the corresponding evolutionary problems, i.e. the
ordinary differential equations (13). That system is a gradient flow, and a
method such as in [38] makes use of the I'-convergence of £ (and other
properties) to pass to the limit n — oo in such a system.

Connection between the limit functionals. The transitions between the five
different limiting functionals of Theorem 1 are continuous. For instance, if
in B in (7) we take the limit ¢ — oo, then s — cV(cs) converges to
(/' V)6, and we recognize the corresponding single integral in (8). In the case
of E® | in the limit ¢ — 0 we approximate Vyg(s) by its leading order Taylor-
Laurent development at the origin, which is (1/2s) [ V' by (14), upon which
E® becomes equal to E®).

Similar transitions exist from E®?) to EM) in the limit ¢ — 0, and from
EW to EG®) in the limit ¢ — oo.

Boundary layers. Figure 5 shows a good match over most of the domain, with
a sharp boundary layer near the origin. The reason for this boundary layer can
be recognized in the fact that 1/ng, = 0.08 is about one order of magnitude
smaller than the domain of the density. Such boundary layers are well known
in the theory of interacting particles with next-to-nearest neighbours (see
e.g. [9]), and we believe that the effect here is similar. Note that in Figure 6
the boundary layer is thinner, and indeed there 1/ng,, =~ 0.006.
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Generalisations. Baskaran et al. [6] and [33] study the same setup with ar-
bitrary angle between the slip planes and the obstacle. They point out that
orthogonal slip planes are a special case among all angles, and an obvious
avenue of generalization is to understand the general case. Other generaliza-
tions include dislocations of multiple signs, creation and annihilation effects,
and convergence of the evolution equations.

1.8 Organisation of this paper

In Section 2 we prepare the stage for the main proofs, by introducing equiv-
alent formulations for the rescaled energies and a characterization for the
lower-semicontinuity of the limit functionals. Section 3 is devoted to the
proofs of the five cases of Theorem 1, and Theorem 2 and Corollary 1 are
proved in Section 4.

2 Preliminaries

In this section we collect a number of preliminary steps leading to the proof
of Theorem 1. We start with rewriting the discrete functionals in a number of
different, equivalent forms. In Section 2.3 we derive an equivalent characteri-
zation of the weak convergence of measures, and in Section 2.4 we characterize
the lower semicontinuous envelope of functionals of the form [ f(u’).

2.1 Notation

Here we list some symbols and abbreviations that are going to be used
throughout the paper.

n domain [0, co)

L one-dimensional Lebesgue measure restricted to (2
M(£2) non-negative Borel measures on {2 of mass 1
Cv(A) continuous and bounded functions in A C R
[lllrvcay total variation of p € M(£2) in A C 2

dv/dp Radon-Nikodym derivative of v with respect to u
i, B p, Un ® pn without the diagonal terms (see (15))

Eék), ke {1,2,3,4,5} discrete energies (see Theorem 1 and Section 2.2)
E®™ ke{1,2,3,4,5} limit energies (see Theorem 1)

Also, we write e.g. [, f dp instead of [ f dy, since the latter is ambigu-
ous when p has an atom at zero.

2.2 Rewriting the functionals

The continuum limit functionals EM) and E®) are convolution integrals, and
this suggests reformulating the corresponding functionals at finite n also as
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convolution integrals. For given u, = %Z?:l 0z,, we define the measure
tn X w1y, as the product measure p, ® u, without the diagonal:
i, R (A) := % ;;5(%%)(14) for any Borel set A C 22.  (15)
J#i
Omitting the diagonal does not change the limiting behaviour:
Lemma 1 If p, — p, then p, R pu, = 1 & p.

Proof Take ¢ € Cy(£2?). Then

2 2
/wdun@unf/ pdp @ p
2 2

2

2
= / e d(pn X iy, — i @ pin) +/ ©d(pin @ pin — 1 @ ).
0 0

The second term on the right-hand side converges to zero since u, — u, and
the first is bounded by ||¢||o/n and therefore also converges to zero.

With this notation we can write Er(bl) in a number of different, equivalent

forms:

1 . . 1
E;l)(l'l, . 7'1"7L) = Wﬁ(xl, e ,LI;n) —+ ﬁ(logQﬂ'RQﬂfL — 1)
1 non_ 1 n
=55 SN V(B2 (s — ) + - >
i=1 j=1 i=1
J#i
1 n nfk~ 1 n
=3 DS VamPB(win — ) + - >
k=1 j=1 i=1

1%
— 5 [ V282 — ) o By + [ ().
7 o
(16)
Here V,,(s) := V(s)+n2(log(2nn?B2)—1) is a renormalized energy, obtained

by removing a core energy from the energy density V.
Similarly we rewrite

ED (@1, x0) = B (@, w0) = B (21, )

n

B

= WK, E(Zyy. .y Tp)
B n n—=k 1 n
= f DN VmBa(wiin — 7)) + - >
k=1 j=1 =1

2
- ”25"//0 V(nfn(x = y)) pn B pn (dady) +/Ql’“n(d“7)’
(17)
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and

2 B
nKy log (242)

o0 n n—=k 1 n
= g (B 5262 ZZV(l (5 )(xj+kxj)>+n2zj.

k: 1j=1 =1
(18)

Er(LS)(mlwnaxn): 5(5’1,...,{3,1)

2.3 Convergence concepts and compactness

As already discussed in the introduction, there are two natural ways of de-
scribing the positions of a row of dislocation walls:

(i) The position z]" as a function of particle number i. One can make this
formulation slightly more useful by reformulating it in terms of increasing
functions £ : [0,1] — 2, such that £"(i/n) = a7, with linear interpola-
tion.

(ii) A measure pi, = = 1" Ggn.

In the introduction we mentioned the formulation in terms of measures
as the basis for convergence results. However, in the proofs it will sometimes
be useful to use the formulation in terms of functions £". Since we intend the
resulting I'-convergence to be independent of which formulation we choose,
we choose a single concept of convergence and formulate this equivalently for
&™ and for p,,. This is the content of the next theorem.

Theorem 3 Let (a') be a sequence of n-tuples such that xf = 0 and z <
xjy for every n and for every i =0,...,n — 1. Let £* : (0,1) — Ry be the
affine interpolations of x, i.e.

&) =t +atat o) (s= 1), por s (LU )

n

and define the measures i, € M(£2) by

Ly 1= % Z Sar (20)

Then the following convergence concepts are equivalent:

(i) €" converges to &€ in BV (0,1 —6) for each 0 < 6 < 1 (we indicate this as
‘convergence in BVipe(0,1)’);
(i) p, converges weakly to .

If the limit function £ is strictly increasing, then it is a.e. approrimately
differentiable with derivative £, and it is related to the limit measure p by
the formula

dy

p(dy) = W (21)
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Finally, if
su xy < 00, 22
wp 2 (22)
then the sequences i, and £™ are compact in this topology.
Note that the weak topology on the space of non-negative Borel measures
M(£2) of unit mass is generated by a metric (see e.g. [4, Remark 5.1.1] or [7,

p. 72]), and therefore there is no need to distinguish between compactness
and sequential compactness.

Proof First we prove (i) = (ii). Let £ : [0,1] — R, denote the piecewise

constant function such that En(s) =z} for 5 € (izl,%], for every i =
1,...,n. We have for sufficiently large n,
1—-§ 1 [n(1-6)]
0< [ @@-eEdss 3 (ol al)
0 i=0
1 n n—oo
< ﬁ”f l7v(0,1-5/2) — O,

so that f — £ in LIOC(O 1) and, after extracting a subsequence without

changing notation, f — & pointwise a.e.
Let now ¢ € C’b( ) be a test function (for the weak convergence of mea-
sures); then

it+1

| etwntin = Z@ )= e+ Y [T e s

— - i
o0 =0 " "7n

1 Vo
L0+ [ o€ () as

and since £, — ¢ a.e.,

1

1
i [ (@ () ds = / o (€(s)) ds.

n—o0 0

By the uniqueness of this limit the whole sequence p,, converges. By defining
u € M(£) through

Vo € Cy(R) : / " o) n(dy) = /0 o(€(s)) ds. (23)

— 00

we have proved that u, — u.

The identity (23) expresses the property that p is the push-forward under
¢ of the Lebesgue measure ds on (0,1). It follows by [4, Lemma 6.5.2] that
whenever £ is strictly increasing and a.e. approximately differentiable, then

dy

M) = )
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Next we prove (ii) = (i). Since p,, is assumed to be of the form (20),
we can construct the positions z]' and the linear interpolation £” as above.
The convergence of u, implies that the sequence u,, is tight, which implies
in turn that for each 6 > 0,

sup sup ] < 09,

n 4:i/n<l—4§
and therefore that sup,, £"(1 — 0) =: M < oo.
Therefore, since £™(0) = 0 by (19), we have the bound

1-6 1-6
[ a-sermis=sca-s [ e e
0 0

Therefore, using the monotonicity of 2™ we have that

1-6 1-6
M> / (1 - 5)(E"Y(s) ds > / (€Y (s)] ds.

This provides a uniform bound for (¢™)" in L (0,1—4), and by integration also
a uniform bound on £™ in L!(0,1—6). Hence the sequence (£") is equibounded
in W11(0,1 — §), and therefore converges in L'(0,1 — §) and weakly-* in
BV(0,1 — ) to a function £ € BV(0,1 — §).

Finally, the compactness of the sequence p, follows from the tightness
implied by (22) and the estimate

1 1
W(dr) = [ e (s)ds < =S al.
J i) = [Cleras < 3

Remark 1 Note that the limit function £ introduced in the previous theo-
rem is increasing, since it is the pointwise limit of a sequence of increasing
functions.

2.4 Lower semicontinuity and relaxation

This section is devoted to a lower semicontinuity result for functionals defined
on the space of special functions with bounded variation. More precisely, the
next theorem provides an integral representation for the relaxed functional
in a special case.

Theorem 4 Let f : (0,00) — R be a convex and decreasing function such
that lim;_,o f(t) = 0.
Let F': BVjoe(0,1) = RU {00} be the functional defined as

1
u')dt if we Wh1(0,1), uincreasing,
R ) A I 0.1) PR
+00

otherwise.

Let H denote the lower semicontinuous envelope of F (relaxation of F') on
BVic(0,1) with respect to the BVio.(0, 1)-convergence defined in Theorem 3.
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We introduce the functional F : BVj,.(0,1) — R defined, for u increasing,
as

F(u) :z/O fu)dt, (26)

where u' denotes the absolutely continuous part (with respect to the one-
dimensional Lebesgue measure) of the measure Du, which is the distributional
gradient of u. Then we have

F=H.

Proof We first note that by construction 7 < F on BV,.(0,1). Since F
is lower semicontinuous with respect to strong convergence in L] (0, 1), by
e.g. [3, Proposition 5.1-Theorem 5.2], it follows that

F<H.

For the opposite inequality we need to show that, for a given u € BV,.(0, 1),
u increasing, there exists an approximating sequence (u’) C W1(0,1), u®
increasing for every ¢, such that v — u in L} . and

1 1
: Y /
hmsup/O F (W) dt < /0 f')dt. (27)

£— 00

For the construction of the sequence (u’) we proceed as follows. We first
approximate the distributional gradient Du of u with L' functions, say w?,
with respect to the weak convergence in measure. Then we construct approx-
imations u’ as (properly defined) anti-derivatives of w’ and will be therefore
in Wb by construction. This argument is strictly one-dimensional, since it
makes use of the property that every function is a gradient.

We now go through the details of the proof.

Step 1: Approzimation of Du with L' functions. We decompose the dis-
tributional gradient Du as Du = u' + D®u into its absolutely continuous
part and singular part with respect to the Lebesgue measure. Since u is
increasing, both v’ and D*u are non-negative measures (being mutually sin-
gular). We notice that the absolutely continuous gradient «’ (identified with
its density with respect the Lebesgue measure) is by definition a nonnegative
L'-function; therefore it is sufficient to approximate the singular measure
D*u with nonnegative functions in L'. Let (g%), with g* € L'(0,1) be such
an approximation and define

w' = + g% (28)

then w’ € L'(0,1), w® > 0 a.e. and w* — Du weakly in measure.

Step 2: Approzximation of u. We notice that, for the construction of the
approximating sequence, we can assume that S, = (). Indeed, let us assume
instead that S, # 0; by the locality of the argument we are going to use, it
is not restrictive to assume that S, = {t*}.
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We define continuous approximations of u as

u(t) te (0,t" —e)U(t* +e,1)
ue(t) :=
u(tr —e) 4 WX (g o) te (tF — et + o).

Then, clearly,
u'(t) if te(0,t*—e)U(t*+¢,1)

u(t*+e)—u(t*—e)

= if t e (t* —et* +e).

For the approximating sequence u. we have

AU@@W

- / F(u'(s))ds + /t - f (“(t* +e) —u(t' - 5>> ds
(0,1)\(t* —e,t* +€) tr—e 2e

_ /(071)\(]&*_67“%) (! ())ds + 2 f (u(t* +¢) Q—Eu(t* _ 5))
< /01 (u'(s))ds + 2¢ f <u(t* +€)2_€u(t* — 6)) .

The decay at infinity of f implies therefore that

umwAUM@msAVW@m.

e—0

Therefore we can assume that u is continuous.

We define the primitive of the function w’ defined in (28) as

Uz =u t'lUE S S.
(t @+A (s)d

It follows that u’ € W1(0,1), u*(0) = u(0) and (u*)’ = w’, which converges
weakly to Du in measure.

Since (u’) is bounded in W' then it converges weakly in BV to a
function v € BV(0, 1). By the weak convergence of (u‘)’ in measure it follows
that Du = Dwv and therefore, since v(0) = u(0), that u = v. Hence, we have
constructed a sequence (uf) C W11(0,1) such that u* — w in BV(0,1), and
hence in BW,c(0,1).

Step 3: Upper bound for the energies. Since (uf)’ = u’ + g* and g* > 0 we
have by construction that

1 F((u))ds < 1 fu')ds
0 0

for every ¢, since f is a decreasing function. The bound (27) follows immedi-
ately.
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3 Proof of Theorem 1

We separate Theorem 1 into the five different cases, and state and prove each
case separately.

Theorem 5 (Case 2, first critical regime: 3, ~ 1/n) Let ¢, := nf, —

¢ > 0 as n = oco. For this case the functional E7(12) in (17), which can be
rewritten as

2
D) = 5 [ Viewe =)o Bpen(dnd) + [ 2 (),

I'-converges with respect to the weak convergence in measure to the functional

E®@) defined for n € M(2) as

E@(u / / ) u(de) p(dy) + /Q zp(dr). (29)

In addition, if Eflz)(un) s bounded, then p.,, is weakly compact.

Proof The compactness statement is a direct consequence of Theorem 3, since
the interaction potential V' is non-negative. The remainder of the theorem
we first prove under the assumption that ¢, = 1.

Liminf inequality. Let 1 € M({2) and let p,, be a sequence of measures
of the form pu, = %Z?:l dgzn such that w,—p weakly in measure. Since

V >0 is lower semicontinuous on R? and p,, ¥ p,, — p ® pu by Lemma 1,

lim inf // ( — y) pn X p, (dady) > // (x — dx)p(dy).
n—oo

For the second term we have a similar bound, and therefore

lim inf E® (1) > B ().

n—oQ

Limsup inequality. It is sufficient to prove the limsup inequality only
for a dense class,

d
A= {,u € M(£2) : supp p bounded, u < £, and ﬁ € Loo}.

This set is dense in M(£2), and for any y € M(2) with E®(u) < oo an

approximating sequence (ur) C A can be found such that pr — p and
E®@) (uy,) — E@ (). This can be seen, for instance, by defining

pr(dr) = pr(x)de  with pp(z) = ku([z, z +1/k)).
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Then by Fubini,

//: V(z —y) pr(dz) px (dy)

i [ /Q V- / T e /y " ) dady

2 € n
:/// / KV (x — y) dyda p(d€) p(dn).
2 Je—1ms Jm-1/m)4

Now one recognizes in the inner two integrals the convolution of the function

(z,y) = V(z —y)xe(®)xe(y)

with the characteristic function of the square [0,1/k)?, so that the expression

above converges to
2
[ v utasuian)
0

This shows that it is sufficient to prove the limsup inequality for all u € A.
Take such a measure u € A with Lebesgue density p € L*°({2), and

construct an approximation p, = % Z?Zl dzn by defining the points z; by

Then

o — x| > .
P 2 S

Since supp p is bounded, all z}' are uniformly bounded, and

n—oo

lim | xp,(dx) = / x p(dx).
Q Q
Turning to the convolution term, for fixed m > 0 we write

1 [/ 1 [[? 1 [/
3 [ v =5 [0 nm 5 [0 =0 )
2 2 2 2 2 2

In the first term the function V' A m is bounded and continuous, and this
term therefore converges to

1 [/ 1 [[?
5// (VAm)u®u§§// Vp®p.
(9] (9}
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If X,, > 0 solves V(X,;,) = m, then we estimate the second term by

1
// VAm))Mn@un_2//{ lX}VunXMn
T—Y|<Xm

n n—=k

a2 ZZV ik = TP jar,  —an <X}

k=1 j=1
1 |_X7nan”:>oJ n—k

3 Yo D Vi —a)
k=1 j=1

[Xmnllplloc]

> V(n”,]f”w)

k=1
[Xmnllplloe ]

IN

IN

IN

[lolloo

X'YL
< [lollos / V(s) ds.

Therefore
Xom
fimsup £ (i) < O + ol [ Vo)
n—00 0

Since m > 0 is arbitrary, and since lim,,, o X;» = 0, this proves the limsup
estimate

limsup E) (1,) < E®) (). (30)

n—oo

In order to allow for ¢, # 1, we define the scaled measure

n
1
= E g 5cnac¢7
=1

with which

E®(, / / ) in B i (dady) + /Q @ fin(dz).

The two prefactors in this expression do not change the arguments above,
and upon back-transformation the result of the theorem is found.

Theorem 6 (Case 1, subcritical regime: (8, < 1/n) Let 8, > 0 be a

sequence such that nf, — 0 as n — oo. Then the functionals ET(ll) defined in
(16) I'-converge to the functional E) defined on measures u € M(£2) as

B0 = 51 | / logla — gl dy)p(de) + [ antdo). (31)

In addition, if B )(,un) is bounded, then p, is weakly compact.
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Proof Compactness for the measures fi,. This is the only one of the five
cases in which the compactness is non-trivial, since V,, in (16) takes both
signs; therefore a bound on Eﬁl) does not translate directly into a bound on
the second term % >~ x;. However, by combining the first two terms, such a
bound can be obtained, as we now show.

First we show that

N 1 —log2n|t
V) > V(t) = #ﬂu for all £ # 0. (32)
This follows by remarking that for ¢t > 0
. t 1
Viit)-V'(t)= ———+ = >0, 33
®) ®) sinh® 7t w2t~ (33)

and using the expression

2t 1
V(t) = — — log(1 — e~ 2™
() ey og(l—e ™)
we compute that for t > 0
lim V(t)— V(t) = i [L+i{71 (1—e2™)—1+log?2 tH -0
P10 o m(e2™t —1) 72 ogli—e oLty =
(34)
From (33) and (34) we deduce (32). )
Therefore the renormalised interaction energy V,, satisfies
- log(2mn?p32) — 1
Tu(n2B20) = V(n220) + 2BCT1 ) 1
™
1 —log(2mn?B2|t|)  log(2mn?p2) — 1
= 2 + 2
™ T
1
= log [¢]. (35)

Note that for all ¢t # 0
~ 1 1 1 1 2
292
Va(n2820) + 31t = 51t = —5 logt] = — (1 -1og =) > 0.

Let u, be a sequence of measures of the form u, = %Z?zl dzn such that

Er(Ll)(un) is bounded. We now estimate

EM (1)
=3 522%(71 5n($i—$j))+12 (i + ;) +%in
=1 j=1 =1 j=1 =1
J#i
1 & T 1 1 &
> s DY | Va8 @i — ) + Gl | + - D
i j_;:él_ =
J#i

Y%
gl=
™

L
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The boundedness of Efll)(,un) and Theorem 3 then provide compactness of
the sequence .

Liminf Inequality. Let now u, be a sequence of measures of the form
L = %Z?:l 7 that converges weakly to p, and note that by Lemma 1,
o X i, = @ p. By (35) we have the bound

B ) 2~ [ / gl = o100 B pn(dody) + [ 10 (d) (36)

:// *ﬁlog\x*yHg(Hy)] unﬁun(dwdy)Jr/ T py (d).
! BET

The function between brackets is lower semicontinuous, and by a similar
argument as we used for the compactness above it is also bounded from
below. Therefore the functional in (37) (and hence the right-hand side in
(36)) is lower semicontinuous with respect to weak measure convergence.
This implies that

lim inf BV (11,) > ——// log |z — y| p(dy)u(dz) + /xu(dm)

n—oo

— E(l)(

Limsup inequality. For the construction of a recovery sequence we first
prove a second inequality on V for ¢t > 0:

2t 1 —27t
< L1 [ 2t + log(e*™ — 1)}
“n2 2

1
< — {1 + 27t — log 27715},
T

from which follows the estimate for all ¢ £ 0,

Vun2a2e) = V2 + ECT I “ L Lionagz tog ). (39)

The remainder of the argument follows largely the proof of Theorem 5.
Given a similar limit measure p and approximating sequence p,,, we estimate

ED () = 1 / / 262 (z — 4) B pin (drdy) + /Q 2 pn(d)
< 1 X u, (dzd i)+ Pn
_%//ﬂ o8 o=l o B pady) + | 0, () + 22

Decomposing — log |« —y| into a part that is bounded and a remainder, as in
the proof of Theorem 5, and repeating the corresponding estimate, one can
show that the right-hand side converges to E(l)(,u). This proves

limsup B (1) < EM (p).

n—oo
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Theorem 7 (Case 3, intermediate regime: 1/n < 3, < 1) Let 8, >0
be a sequence such that B, — 0 and nf, — oo, as n — oo. Then the

functionals ET(?) defined in (17) I'-converge with respect to weak measure
convergence to the functional E®) defined on measures i € M(£2) as

B 1 ;( / V> | @it [ sprde itn=pin 0

400 otherwise,

which is the same as

EOE) = ( / V) /0 1 Ok /0 Ces)ds. (10)

when written in terms of & € BViee(0,1), £ increasing, and p and & are linked
by (21). In addition, if E7(L3)(,un) is bounded, then ., is weakly compact.

Proof Again the compactness statement follows from Theorem 3.
For the liminf inequality we will make use of the expression (17) for
the energy, i.e.,

PO ) = 08 [ | V3o =) B o) + [ (). a1

We will prove that for any sequence u,, — u,

liminf E®) (1) > E® (). (42)

n—oQ

Take a sequence p,, — p such that E(3)(,un) remains bounded. Since the

second term of E,SS )(,un) is bounded, Theorem 3 guarantees that there exists
a measure p such that p, — p in measure, at least along a subsequence,
and we switch to that subsequence without changing notation. The support
of the limit measure p lies in 2 = [0,00) by the definition of the extended
measures [i,. We split the rest of the proof into three steps.

Step 1: Rewriting the energy in terms of convolutions. Let us define
V() == nB,V(nByt); we claim that V;, converges to ([ V)do in distribu-
tions. Indeed, let ¢ € C§°(R); then

lim | Vo(s)d(s)ds = lim [ V() (t> dt = (/R V(t)dt) b (0),

n—oo Jp n—oo Jp nBn
which proves the claim.

Now we use the fact that V.= W « W, where W = U and U = \/‘T/7 as
proved in the Appendix (Subsection A). In addition to W we will also use
its truncation W™ := min{W, m} for any fixed m > 0.

Let W,, be defined as W,, := Un, with U,, = v/ Vn By the scaling proper-
ties of the Fourier transform it follows that W, (t) = nS, W (nfB,t). Similarly
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we define W' (t) := nf, W™ (nf,t). We note that, like in the case of V,,, the
distributional limits of W;, and W are ( [, W) & and ([, W™) Jo. Moreover,

/W(t) dt = W(0) = VV(0) = /V(t) dt. (43)
R R

Note that since V. =W x W,

= / Wz —2)W,(z —y)dz,
R

and therefore

n n—=k
1
v o= 15
o k=1 j=1
1 n n—k
- EZZ/Wn(2*$j+k)Wn(zij)dz.
k=1 j=1"R
We then estimate
1 m )
3 Jy (W * ) (44)
n n—=k ) n
_TLZZZ/W Z_xﬁ'k) én(z_x])dZ‘FWZ/W;n(Z—l‘])zdz
k=1 j=1 =
n n—=k

1 1,
F39 Z/W (= = ) Wz — ) d+ 5 W73

// W)t B8 i (dady) + 7|\Wm\|2 <c (45)

Therefore we obtain weak convergence in L?(R) along a subsequence of
W™ % p1,, to some f € L*(R).

Step 2: Identification of f. In order to find the relation between f and u
we compute the distributional limit of the sequence W p,,. Let ¢ € C§°(R)
be a test function; then we have

lim [ (W ) (2)9p(2) do = Tim [ (W™ 00) () pn (d). (46)

n—oo

Note that W ¢ — (fR Wm) 1 uniformly, since W % 1 converges to
(J W™) 4 strongly in H*(R). The uniform convergence of W™ ¢, together
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with the weak convergence of u,, to p, guarantee that the limit in (46) is:

lim [ (W o) (@)b(e) de = lim | (W« ) (@) (do)

n—roo R n—oo

:(A%i)éwwmmy (47)

Therefore, by the uniqueness of the limit of (W % p,,) we deduce that f =
( fR Wm) . Hence, p is absolutely continuous with respect to the Lebesgue

measure with a density in L?(R), i.e., there exists p € L?(R), p > 0 a.e., such
that u = pdx.

Step 3: Lower bound. From (45) it follows that

1 [[? 1 2
lim inf = // Vi(x — y) oy X gy (dxdy) > = (/ Wm> / 0% (z) de.
n—oo 2 J Jg 2 \Jr Q

Taking on both sides the supremum over m > 0 we find

2 2
lim inf 1 // Vo (z — y)pin, B pi, (dady) > 1 </ W) / p? () da

:i( /R V) /!2 P(x)de,  (48)

where in the last equality we used the relation (43). For the second term of
the energy we have that, for every M > 0,

n—oo n—oo

M
liminf/ x pn(dz) > liminf/ T fin,(dzx) :/ xp(x)de, (49)
R [0,M)] 0
so that, taking the supremum on all M >0

lim inf /R x pin (dz) > / zp(z) dz. (50)

n—oo o)

In conclusion, from (49) and (50) follows the inequality

liminf £ (1) > % (/R V> /QpQ(x) dw-i—/ zp(z)dz = E® (p),

n— oo 0
which is (42).

We now continue with the proof of the limsup inequality: for each
& € BWVoc(0,1), there exists a sequence (z™),, of n-vectors (z7,...,a") such
that

1 1
lirrlri)sotipE,(LB)(z?,...,JCZ) <E®(¢) = % (/R V) /0 f/ES)dS_F/O &(s) ds.
(51)

By Theorem 4 we can assume without loss of generality that & € W1(0,1).
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So, let £ € W1(0,1) be an increasing function such that E®)(¢) < oco.
We can assume that there exists € > 0 such that £’ > ¢ uniformly on (0,1).
Indeed, we can otherwise approximate £ by the sequence & (t) := &(¢) + et.
Clearly & — € in W1 as e — 0; moreover for the absolutely continuous part
of the distributional gradient of & we have that £ = ¢’ + . Hence &, > ¢,
since £ is increasing. Also, since &, > ¢ and f(t) = 1/t is decreasing we have

[ e e

limsup E®) (&) < E®)(¢).

e—0

so that

Therefore, from now on we can assume that £ > ¢ for some ¢ > 0.

For every n € N we define the piecewise affine function £" and the points
3

i by &" (5) =l =§ (%) Clearly the sequence £™ converges to & strongly
in W1, We consider the energy for this sequence,

n n—k n

E@®) (a7, ... 2™ ﬁ”ZZV (Ban(afyy, — ))Jrlzx?'

k=1 i=0 =0

As the second term of the functional is the Riemann sum of the integral of ™
n (0,1), we focus on the first term. By the convexity of the energy density
V' we have that, using Jensen’s inequality,

v (ﬁnn(xzﬂk — xf)) = %V (BnkZ/ z (€Y (s) ds)

itk

ST ARLCERIO

forevery k=1,...,nand every i =0,...,n—k. Since forevery k = 1,...,n,
n—k 1 % 1
Soi [ vkeyends < [ vk d
i=0 W 0

we have the following estimate for the first term of the energy:

n n—k

S SV (Bt - <ﬂnz/ (Buk(€7)'(s)) ds

k=1 i=0
1 1 n
:/m( ;v (Bu(€7)(5))) ds
(52)
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We define 6,,(s) := £,(£™)'(s). Since by assumption ()" > € a.e. in (0, 1),
it follows that nd,(s) — oo for a.e. s € (0,1). Moreover, since &’ is finite for
a.e. s, 0,(s) — 0. It follows that for a.e. s, the expression

$) YV (kbn(s))

k=1

is a Riemann sum for the integral fooc V(t)dt = (1/2) [ V. Therefore letting
n — oo and by virtue of (52), we have the following bound for the energies

E,({O’):

limsupEff)(ac?,...,xZ)Q(/ )/ 0 ds+/§ ds = E®(¢).

This proves (51).

Theorem 8 (Case 4, second critical regime: 8, ~ 1) Let 8, > 0 be a
sequence such that 8, — ¢ >0 as n — co. Then, as n — oo, the functionals

E,(L4) defined in (17) I'-converge to the functional E® defined in terms of
measures [ € M({2) by

C .
E(4)(u) = C/Q Veg(m)ﬁ(x) dx + /pr(x) dz if u = pdz, (53)
oo otherwise,

or in terms of increasing functions & € BV},.(0,1) as

EW(g) = ¢ / Vagr(c€'(s)) ds + / £(s) ds

where Veg (t) := > o, V(kt) for every t € R, and pu and & are linked by (21).
In addition, if E7(14)(,un) is bounded, then p, is weakly compact.

Proof Again the compactness follows from Theorem 3. We first prove the
theorem under the assumption that ¢ = 1, and comment on the general case
at the end.

Liminf inequality. We will show that for every sequence (z%,...,z%),
of n-tuples, converging to £ in BV}, in the sense of Theorem 3,

liminf E® (27, ..., 2") > EW(¢). (54)
n—oo
Take such a sequence (27, ..., z"),. We first rewrite the functional EY ina

more convenient way. For every k € N we define the function V*(t) := V(kt).
Hence from (17) we have

n n—k

EW(an, ... an) = %ZZ (”’“ x) Zx (55)
k=1 =0 n
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The expression in the argument of V* resembles a gradient, and we make
the gradient term appear explicitly using the affine interpolant £™ of the
x (see (19)). For fixed k € {0,...,n — 1} and ¢ € {0,...,n — 1} and for
1<l <k+i—1, we have

Tl —xy 1 ! TPttt — Topm 1 & ! m
B o2 Y Temi Teem 2 € (s+2)  6)

m=i—~{ n m=i—~{

for every s € (£ i) Then

G )1k—1 it 1;: 1—j m

J=t—1 " k ny/

Cn L (e )
k2 o (km;(f) s+ ) s

Therefore, we can rewrite the first term in (55) in terms of the function Z, as

ii‘”(“) kZMZ/ (kf@”)( n))ds

=0 j=0 m=—j

S (e )

m=—j

>
;ZO/ I vk (; kfj(ﬁn)’ (s + 7:)) ds,

m=—j

and the first term of the functional Er(fl) becomes
n—k n
DRNGETS
k=1 1=0 n
n_q kot 1-k=i=t 1 k—1—j m
_ - ) I ny/ o
-3 ) [ % (k Zl(é)(s—kn))ds. (57)

m=—j

Now fix 6 > 0 and note that by Theorem 3, £" converges to £ weakly
in BV (0,1 —¢). We claim that for every fixed integer N the following lower
bound is satisfied:

1-5 1-6
liminf EW (27,... 2") > / V(€' (s)) ds + / &(s) ds, (58)
0 0

n—-+o00

where the energy density VA is defined as V. (¢) := Zszl V(kt) for every
t € R. This claim implies the lower bound (54) by the arbitrariness of N and
of 4.
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As in the proofs of earlier theorems we focus on the first term of the
discrete energy E7(l4); indeed, since " — ¢ in LY(0,1 — §) (by the BV-
convergence), the bound on the second term of the energy in terms of the
integral of £ on (0,1 — ¢) follows.

Let N be fixed (independent of n). Then, for n > N,

ig{/}q( x?)
k=1 i=0 n
N k—1 _k=j—1 k—1—j
S (;ﬁ Z}(gn)/(ﬁj;))ds.

m=—j

We note that, since j and k run through a finite set independent of n, for
every 1 > 0 there exists an integer v(n) such that, if n > v(n), then

k—j—1 k—j—1

/jl_ L (; Z'(g")’ (5—1—73)) ds
. /771—6—77 k (llf kfl(gn)/ (s .\ 7:)) "

m=—j

for every j and for every k. Moreover, for every k and j, also the convex

combination
k—j—1

i) =7 > & (s+ )

m=—j

converges to & weakly in BV (n,1— & — ), since it is bounded in Wht(n, 1 —
§ —n) and has the same L!-limit as the sequence £". Therefore, for every k
and j

1-6—n 1-6—nm
tminf [ VI sz [ VHEGDds (59)
since the integral functional in (59) is lower semicontinuous with respect to
the weak convergence in BV, by e.g. [3, Proposition 5.1-Theorem 5.2]. In
conclusion,

liminf BEY (27, ...z

n—oo

1k 1 r1-6-—n . 1-6
Z/ VE(e (s))ds+/0 &(s)ds

j=0
5—

/1
n
—0—

n

1-5
'(s))ds +/0 &(s)ds

n

I
J\JEMZ EMZ

1—-6
N S S S
VA(E(s))d +/0 £(s) ds,

and the claim (58) follows by the arbitrariness of 7.



36 M.G.D. Geers et al.

Limsup inequality. By Theorem 4 we can reduce to proving the exis-
tence of a recovery sequence for a function & € Wh1(0,1).

Therefore, let ¢ € W1(0,1) be an increasing function such that E(*)(¢) <
oo. For every n € N we define the piecewise affine function £” and the points
i by " (%) =l = 5(%) The sequence £™ converges to £ strongly in
Wl and therefore also in BVige.

As in (55) we write

n n—=k
NG ZZV'“< ) Zx

k=1 j=1

Since the second term of the functional converges to the integral of ¢ in
(0,1), we focus on the first term. As in the proof of the previous theorem the
convexity of the function V¥ implies, by Jensen’s inequality,

n n—k n n—k itk
ZZV’f( ) ZZV’f( / §'(s)ds>
k=1 j=1 k=1 j=0

n n— k itk
"

<ZZ / VE(E (s)) ds. (60)

k=1 j=0

Since

J-Hs 1
Z / ))ds < / VE(E (s)ds forevery k=1,...,n,
n O

we have the following estimate for the energy:
n n—=k " 1
TSI - <Z/ VE(e ds</ Ve (€/(s)) ds,
k=1 j=1 0
which proves the desired inequality,

limsup EW (27, ..., 2") < EW(¢).

n—roo

General c. The case of general ¢ = lim,, ,, 8, follows by rescaling, as in
the proof of Theorem 5. In terms of the scaled measure

1 n
= E Z 6ﬂn Zi
=1
the functional E,(L4) reads

E® () = "B // unﬁun(dzdy)+ﬂ— / o 7in(d).
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Since 3, is bounded away from zero and infinity, the same arguments apply,
and we find that the right-hand side I'-converges to

E(‘l)(ﬁ) — C/Q %ﬂ(%)ﬁ(z) dx + i/ﬂxﬁ(x) dr if i = pdzx,

400 otherwise,

where 1 and i are linked by

/ o(z) p(dx) = / p(cx) p(dr) for all p € Cy(12).
o)

9]

Back-transformation gives the I'-convergence of the unscaled EY to the B@W
defined in (53).

Theorem 9 (Case 5, supercritical regime: 3, — o) Let 8, > 0 be
a sequence such that B, — oo as n — oo. Then the functionals Eff) de-
fined in (18) I'-converge with respect to the strong convergence in Li,, to the

loc
functional E®) defined for & € BVjoe(0,1), € increasing, as:

1
s)ds if & (s) > 1 for a.e. 0 < s <1,
g | [ €0 e =15 o
400 otherwise,
or equivalently, in terms of measures p linked to £ by (21),
o~ | [ ontan) in<c
+00 otherwise.

Note that the inequality p < £ is intended in the sense of measures, i.e.

u(A) < L(A) for all A C {2 measurable. Equivalently, one can require that

u < Land dp/dL < 1.

Proof First of all, we define the sequence «,, := % log (% 6,21) and rewrite the
energy (18) in terms of the new sequence, as

2 n n—=k n
T e 1
EO) (zy,...,2,) = 3 Z Z V (nog (zj4r — ;) + - Zasj. (62)
k=1 j=1 j=1

Notice that 82 = %e%a“ and that «,, > 1, since 3,, > 1.

Liminf inequality. Let (z7,...,z") be a sequence of n-vectors such that

rYn

the piecewise affine interpolation £", as defined in Theorem 3 converges in

BVioe(0,1) to some £. As for the other cases, the second term in the discrete

5) . . . . .
energy Er(L) is lower semi-continuous with respect to this convergence, and

therefore we focus on the first term.
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The energy satisfies the trivial estimate

n n—k n—1
Z Z V (nan (], — a)) = Z V (nan (27, — m?)) )
k=1 i= i=0

since every term in the sum is nonnegative. Now, following the proof of the
liminf inequality in Theorem 8 we can write

i+l

%V <an m“fx) z/i "V (an (€M) (s))ds,

n

and therefore

n—1 1

1 n n n

LV (anlati —al) = [ VieuEys)is
i=0

Hence, we have the following bound for the first term of the energy:
27T04n n n—k 1
By 2o 2V (nanleli —a7)) 2 | vty s
P27ra"

where V,,(t) := §,—V(ant). We claim that for any ¢, — ¢,

. 4+oo f0<t<1,
§ <
HBRTValin) 2 Veolt) = {0 it e> 1. (63

By e.g. [11, Prop. 2.2], this inequality implies that

liminf E®) (27, ..., 27) > E®)(¢).
n—r oo
To prove (63), we only need to show that if 0 < ¢ < 1, then V,,(¢,) — oc.

This can be easily proved in the following way. Since 0 < t < 1 can be
rewritten as t := 1 —n (for 0 < n < 1), then for a sequence ¢, converging to
t, we can assume that |t, —t| < 7, and in particular ¢, < 1 — Z. Since V,,
is decreasing for every n, we have the bound V,,(t,) >V, (1 — g) for n large
enough. Therefore

liminf V;,(¢,) > lim V, (1 — g) = 00,

n—oo n—oo
which concludes the proof.

Limsup inequality. We can once more invoke Theorem 4, since f(t) =
(sc™ Vo) (t) satisfies the assumptions of the theorem, and construct a recovery
sequence only for increasing functions & € W11(0, 1) such that E®)(¢) < oo.

By density we can further reduce to & piecewise affine.

Let us first assume that ¢ is linear, i.e., £(s) = (1 4 £)s, for £ > 0 (since
E®) (&) < 00).
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The recovery sequence x7' can be constructed in the following way. Let
dn > 0 be a sequence such that 6, — /; then we set 2} := (1 + d,), for

i=0,...,n. The sequence (z') is increasing, z{; = 0 for every n, and
2ra n n—k
(5) (1 n me "

Ey (xla"'7$n) :E nay, sz(na”( Titk — ZCL’
k=1 i=0

2ra n—k n

T e Ton (1 —|— On)
:Enmlggzgv( nk(1+6,) 2;

We claim that the sequence §,, can be chosen so that

n n—k
I k(1
nl)néo o ZI;V a +,)) = (65)

We focus on the term k& = 1 in the sum in (65); we note that it is an upper
bound for the other terms in the sum, corresponding to k£ > 2. Using the
form of V for large values of ¢ recalled above, we can rewrite the term k = 1
as

2Ty,

n(an(l + 5n))e—2ﬂ(an(1+6n))

noy,
= (1 + 8,)e 2monon

up to a remainder going to zero exponentially fast as n — oco. Clearly, the
sequence 0, can always be chosen so that the last expression converges to
zero (indeed, even if £ = 0 we can choose d,, — 0 such that «,d, — ).

Therefore, the claim (65) follows directly, since every other term in the
sum is estimated by the term k = 1; in conclusion,

limsup E®) (z") <

n—oo

1+¢) = /01 z(s)ds = E® (z).

l\')\»—t

To illustrate the general case of x piecewise affine we can reduce to x of the

form
(1+0)t if <t
x(t) = (66)
(14 6) (t—t*) + (14 £1)t* if t>t*,

where, for example 0 < ¢; < {3, and t* € (0,1). Then assuming that nt* € N,
the approximating sequence is defined as

- {(14‘(1)

i if 0<i<nt
L+ 6) (2 —t)+ 1+ L)t if nt*<i<n

(67)

Clearly z7 converges to = in L.
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We claim that for every ¢ and k

vy — g > (14 51)% (68)
Before proving (68) we notice that it implies the required bound for the
energy. Indeed, it allows us to reduce to the case of one single slope, which
was already treated in the first part of the proof.

It remains to prove (68). We first notice that if 7,4 + k < nt* or i,i +
k > nt*, then (68) follows immediately, since ¢; < ¢3. So we assume that

i< nt* <i+ k. Then
xiy —xp = (14 £2) (:L —t*) + (T +6)t" = (1 +€1)%

7 k
= (b2 — 51)5 + (1 +42)

n

(by — £1)t*

> (= )%+ (L) — (=) (F)

where the last inequality follows from the assumption i < nt* < ¢+ k. The
last term is exactly (1 + ¢1)%, and therefore the claim is proved.

4 Uniqueness and convergence of minimizers

We now prove Theorem 2 and Corollary 1.

Proof (Proof of Theorem 2) To show existence, we take each of the cases
k = {1,2,3,4,5} in turn and consider a minimizing sequence p.,, for each
of them. Note that we only need to prove compactness, since each of the
I-limits is automatically lower semicontinuous. For E?) E®) E®  and
E®)| the compactness is immediate, since boundedness of E®*)(p,,) implies
boundedness of |, o T dpm (), and therefore tightness. For EM we use the
same argument as in the proof of Theorem 6 to show that fnxum(dx) is
bounded

We prove uniqueness by proving strict convexity, either in g or in £. Note
that convexity of & — E*)(£) corresponds to displacement convexity. Also
note that the term [, zpu = fol £(s) ds is convex in both senses, and therefore
We(zk())nly need to prove strict convexity of the interaction terms in each of the
EY),

We treat the cases separately. The functional p — E(3)(,u) is strictly
convex because the function p — p? is strictly convex. Similarly, since s
Vet (s) is strictly convex for s > 0, the function & — E®(€) is strictly convex.
Writing E(?) as

@ =5 [ [ Vietew o) s+ [ toas
- 1 / "V (elet) - £(s))) st + / e(s) s
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Since s + V/(s) is strictly convex for s > 0, it follows that E(®) is strictly
convex. For E(M) a similar argument applies.

The functional E®) is non-strictly convex; but one finds in a straightfor-
ward manner that g = E’ 0,1] is the unique minimizing measure.

Proof (Proof of Corollary 1) Fix the case k € {1,2,3,4,5}. Given a sequence

of minimizers (z7,...,z7) of EY | we again set fn = 250 dzn. Taking

i to be the unique minimizer of E®*) given by Theorem 2, by Theorem 1
there exists a recovery sequence fi,, — p along which o (1tn) converges and
therefore remains bounded. Since u, are minimizers, Eﬁlk)(pn) < E,(Lk)(ﬁn)
also remains bounded. By the compactness statement of Theorem 1, this
imples that p, is compact.

Therefore u, converges along a subsequence ny to a limit jz; the mini-
mality of y,, transfers to jz, so that fi is also a minimizer of the limit E*)
(this is a standard argument in I'-convergence, see e.g. [14, Corollary 7.20]).
By Theorem 2 this minimizer is unique, g = u, and the whole sequence p,
converges.

A V as a convolution

In this section we prove that V can be written as a convolution. Our definition of
the Fourier transform and its inverse is

o) = / I () de,  f(z) = / €2 £(£) d.

We claim that V = W s« W, where W := U, U := ﬁ, and V > 0.
First of all we notice that, if the function W is well-defined, then V =W « W.
Indeed, since
V=WsWeaV=WW,

by elementary properties of the Fourier transform and by the definition of W and
U we have A - )
V:W*W:W2:U27

which proves the claim.

Now we prove that the function W is well-defined.

We first observe that since V' is even, V is real-valued. Moreover, the Fourier
transform of V' can be computed explicitly, as we now show.

A.1 Fourier transform of V

We start computing the Fourier transform of the function ¢(z) =

X —
sinh2(7mx) —

—V'(x). We can rewrite the function ¢ as

x d
p(x) = T coth(wz).
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In order to compute the Fourier transform of ¢, we first note that ¢ has a non-
integrable singularity at the origin; therefore ¢ should be considered a tempered
distribution, whose effect on a Schwartz function 1) is defined as the principle-value
integral

(p, ) == fPV/IR %(% coth(ﬁx))w(:c) de = lPV/Rcoth(mr)%(:c;/)(sﬂ))daﬂ.

™

Below we show that

—

coth(m-)(§) = —i coth(n§), (69)
from which it follows by the properties of Fourier transforms that
26) = - % (ccoth(ne))  and V() = ~= L (ccoth(ne)).
™ d¢ 2m2€ dg

From the explicit expression of V we can see that it is nonnegative. Since V is an
even function, it is sufficient to check that it is positive for £ > 0. Writing more
explicit the last term in (69) we have

B & 1 s
9 (5 COth(ﬂf)) = coth(r¢) — sinh?(7€¢)  sinh(m€) (COSh(ﬁé) - M) .

And, since sinht > ¢ for t > 0, from the previous expression we get

O (5 coth(wf)) > (cosh(mg) — 1),

1
sinh(7¢)
2

which is positive for & > 0 since cosht

V(&) >0 for £ > 0.

1 for every t. Then this proves that

This proves in turn that the function U is well defined, and it is even, since
V is even. Hence the function W is real (once again, since W is defined as the
inverse Fourier transform of U and U has a non-integrable singularity at the origin,
U should be considered a tempered distribution).

To prove (69) it is convenient to use the representation of the hyperbolic cotan-
gent in terms of a series, i.e.,

> 1 1 > T
cothm:mk;w k272 4 x2 - E—’_Q}; k27r2+x2;

then we have
1 > T
coth(me) = 242D

Therefore, using the previous expression, we have

. 6727ri§z o0 o T
th(m)(€) = dz + 2 [ QN S— Y 70
com(m)() = [ vty [ ot (10

We compute the two integrals in the right-hand side of the previous expression
separately. For the first term we have

67271'1'&1
/ dx = —isgn(§). (71)
R

T
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For the second term we claim that

—2mig z _ b —2knle]
/}Re e [ dzx = —e sgn(€). (72)

To prove this we need some preliminary steps. First of all, elementary calculations
show that

—2mifx X dr = La / —2mi€x 1 d 73
/Re k22 4 g2 0T on % R c k22 + m2g2 O (73)
Moreover, the Fourier transform of the function f defined as
2a
@)= a? + (2rx)2

is (&) = e~ ¢!, using this formula in our case leads to

_omi 1 1 _
2mifx de = — 27Tk\§|' 74
/Re k2m2 + w2x2 Tk (74)

Therefore, combining (73) and (74) we have

—omitx T 1 1 onke @ —2rklg]|
e ——— —dr=—0:—¢ =——sgn(&e ,
/R k2mw? 4+ w2x? or Sk s (©)

which proves the claim (72). Finally, from relations (70), (71) and (72) we have

—

coth(m-)(§) = —isgn(§) — 2isgn(€) Z e~ 2mRIEl (75)

At this point we make use of the expression of the hyperbolic cotangent in
terms of an infinite series, for negative values of its argument, i.e.,

cothz = —1 —22621“, x < 0;

k=1
then (75) reduces simply to
coth(r)(€) = isgn(€) coth(m(~[€])) = —i coth(r€). (76)
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