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Preface

Background of This Book Energy is the driving force of social and economic
development, and it is the important material basis for human survival. The use of
energy varied over time, from the age of firewood to the coal age of fossil energy,
the age of the oil and gas, the electrical age, and by now the era of clean energy
represented by wind, solar energy, water energy, and biomass energy. The change
of utilization of energy is accompanied by great progress of human civilization and
a great leap in the productive forces of society and economy. Social development
and scientific and technological progress increase human’s dependence on energy.
Thus taking the third industrial revolution as an opportunity, establishing a safe,
efficient, economic and environmental new energy supply model has become a
great challenge in the process of sustainable development of human society.

On the basis of the idea of free transmission and open sharing of Internet
information, the practitioners of the energy industry propose to build a new
environmental-friendly energy network, with the characteristics of open intercon-
nection, interactive sharing, and economic-information-energy integration, to
achieve low carbon production and consumption of energy and ensure the sus-
tainable development of energy. Therefore, the Energy Internet comes into being
and attracts widespread attention from energy and correlated industries worldwide
within a short time. People try to interpret it from many aspects such as society,
environment, economy, technology. However, what is the definition of Energy
Internet? Is the energy network with various types of energy sources connected the
Energy Internet? Is it a combination of energy and the Internet? Or is it a network
just so-called smart grid 2.0? Perhaps all of opinions mentioned above depict
features of Energy Internet partially, but not all characteristics of Energy Internet.
The authors believe that the Energy Internet is a network with high complexity
where information and energy are integrated in depth and share equal access to
multiple types of energy resources through a variety of energy transmission media.
What’s more, it is a novel energy production, transmission, and consumption
network which can realize the open sharing of information and energy internally
and achieve efficient and environmental-friendly utilization of energy.
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Since the Internet and the Energy Internet are inextricably linked, does the
Energy Internet inherit all the characteristics of the Internet? Can information at any
point of Energy Internet be obtained by the whole network? Can information be
duplicated and restored infinitely in Energy Internet? Can any user in Energy
Internet be the publisher and receiver of information at the same time? In order to
answer these questions better, this book presents the concept of We-Energy, a novel
energy interaction mode based on a cyber-physical-economy-energy model. On the
basis of this concept, we will interpret the Energy Internet and its energy conversion
process.

We-Energy is a combination of energy producers, energy storage devices, and
consumers, it is capable to transform various types of energy such as electricity,
district heat, and natural gas into desired energy types. It can exchange with others
using advanced communication, electronic conversion, and automatic control
technology. We-Energy is located at the bottom of the information network and
energy network; it can absorb energy from the energy bus and can also provide
energy for it. Unlike traditional energy suppliers, We-Energy adopts a structure
which allows bottom-to-top power interaction from users. What’s more, it holds a
concept of point-to-point energy transmission. We-Energy has some important
characteristics such as source and load coordination, multi-energy complementarity,
peer-to-peer access, energy-information-economic coupling, and plug-and-play.
We-Energy promotes the efficient use of energy and achieves the transformation
from traditional vertical power dispatch pattern to a distributed and coordinated
power dispatch pattern. Furthermore, it completes the transition from fossil energy
to renewable energy and ultimately brings human society into the era of zero
marginal energy costs.

Unwittingly, Energy Internet has attracted great attention worldwide; from being
rarely known, various related technologies have sprung up. However, it still calls
for great effort of all aspects from technology and economy to national policy to
achieve the landing of Energy Internet down to earth. What is worth of mentioning,
how to make more researchers and energy users to know Energy Internet and
realize their positions in Energy Internet, and how to promote the generation and
connection to grid of We-Energies have become the key factors during the smooth
landing of Energy Internet. Over the past few years, the authors have been pro-
moting related academic work through Energy Internet forums, reports, and con-
ferences. Therefore, in this book, rather than present intricate formula deduction
and complex system analysis, the authors strive to present Energy Internet to
readers in an intuitive way by using straightaway sentences and diagrams.

This book is divided into two parts. The first part including Chaps. 1–4 mainly
makes an overall introduction of Energy Internet and its integrated applications. In
this part, the authors briefly introduce the origin of the concept of We-Energy and
depict the structural features of the Energy Internet. Analysis on the network
characteristics and security of information physics technologies have been done as
well. The second part including Chaps. 5–10 focuses on specific research on Energy
Internet. Coordinated control strategies for power management of hybrid micro-grid
and distributed coordination control of multi-agent have been proposed. Research
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on energy router has also been done including its control strategy and stability
analysis. What’s more, the modeling and dual control strategies of energy hubs
have been presented in this book. The energy flow calculation of the multi-energy
system has been carried out including power flow calculation under steady state
and reinforcement learning-based distributed energy flow calculation. Additionally,
issues on optimal operation of Energy Internet have been done and consist of
distributed cooperative management and reinforcement learning-based multi-WE-
energy management.

As a complex network with energy, device, information, and economic coupling,
Energy Internet needs to be viewed from a new perspective. The book tries to depict
the characteristics of Energy Internet from multiple aspects, such as electrical,
thermal, and information, for the first time. The authors hope to provide a helpful
reference for readers.

The authors would like to acknowledge all of the help and encouragement
received in the development of this book. Many of our graduate students and
colleagues have contributed to the materials of this book. They are Jianguo Zhou,
Fei Teng, Yushuai Li, Bingyu Wang, Yuyang Li, Rui Wang, Jingwei Hu, Lingxiao
Yang, Ning Zhang, Danlu Wang, Yi Zhang, Xiaoting Yu, Qianyu Dong, Qian Sun,
Dehao Qin. Finally, Qiuye Sun has checked the whole book carefully. At the same
time, I want to thank the researchers for their efforts on Energy Internet so that I can
successfully complete the book.

Shenyang, China Qiuye Sun
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Chapter 1
Energy and Energy Internet

Abstract Energy is the foundation of the development of the world economy. The
human society cannot live without energy. Throughout human history, the advance-
ment of the human society is closely related to the exploitation and utilization of
energy. The reformation of the energy construction cannot live without the develop-
ment of science, while the connection between development of the economy and the
support of energy cannot be separated. Energy, science and economy are mutually
reinforcing and restriction. From the view of the sustainable development of society,
the exploitation and utilization of the renewable energy and taking place of the tradi-
tional fossil fuel are important direction for the human to reform the construction of
the energy. However, the existing grid construction is impossible to meet the demand
of promoting energy conversion between different kinds of energy and improving
the efficiency of the energy utilization. In order to solve this imminent problem,
people begin to do research on a novel energy network construction which is known
as Energy Internet. Constructed with the concept of the Internet, Energy Internet is
a wide area network which combines economics, information and energy. Through
building a large power grid as the backbone network and forming an open, equal
economic, information and energy integrated framework, Energy Internet realizes
the bidirectional energy transmission and dynamic balance utilization to maximize
the adaptation to the access of the new energy. Moreover, in Energy Internet, energy
is able to be conversed among electric energy, chemical energy and heat energy,
meanwhile, as the hub of the energy conversion, power system should undertake the
core energy conversion. This chapter introduces a novel energy network construction
and makes a detailed discussion on the concept, characteristics, construction and the
contained energy types of Energy Internet.

1.1 The Situation of World Energy

In recent years, the structure of energy consumption has changed dramatically, the
United States, China and India have become the largest energy consumption coun-
tries, and made a big difference to the world.
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2 1 Energy and Energy Internet

1.1.1 Energy Reserves and Distribution

At present, half of the world’s ten largest oil producing countries are non-OPEC
countries. Until 2013, the world’s oil reserves are 1.6879 trillion barrels, which can
satisfy 53.3 years global need. Over the past ten years, the world’s oil proved reserves
have increased by 27%.Moreover, at the end of 2013, theworld’s proved coal reserves
amounted to 8600 billion tons. The United States, Russia, China, Australia, India
and Germany were the world’s top six coal resources countries. The six countries
accounted for 80% of the world’s coal resources. According to the latest data, by
the end of 2013, the world’s proved reserves of natural gas are 185.7 trillion cubic
meters, enough to guarantee the need of 54.8 years. Iran has replaced Russia and
become the world’s largest natural gas resource country. In the field of production,
the United States has replaced Russia and become the world’s largest producer of
natural gas.

In non-fossil energy sources, the total installed capacity of nuclear power gener-
ation increased year by year. By the end of 2013, with a total installed capacity of
372 million kilowatts, there are 436 nuclear power reactors could operate all over
the world. In terms of regional distribution, North America, Europe and the Far East
are still the main areas of nuclear power use. Meanwhile, hydropower development
varies from place to place. The focal point of development of developed countries in
North America and Europe has been transferred to the renovation and reformation of
existing hydropower stations.Most developing countries in Asia, South America and
other regions havemadedevelopment plans.However, in the less-developed countries
of Africa and other regions, the hydropower development is still facing many diffi-
culties due to the constraints of capital and technology. Moreover, the development
pace of wind power has slowed in Europe and America, but it is rapidly advancing
in Asian countries. In 2013, the EU’s wind power installed capacity reached a mile-
stone of 100 million KW. But because of the European sovereign debt crisis and the
global economic recession, the demand for fans in Europe will remain at a stable
level in the coming years. In Asia, in 2013, China’s installed capacity increased by
16088.7 MW and the increase was 21.4% year-on-year. The data of new installed
and accumulative installation rank first in the world.

1.1.2 Energy Consumption

Emerging economic entities are still dominant in global energy demand. In 2013, the
growth of energy demand in emerging economic entities accounted for 80%. Energy
consumption in the EU has continued to decrease, reaching its lowest level since
1995, and energy consumption in Japan has declined to the lowest level since 1993.

(1) The consumption of fossil energy

At present, the world’s energy consumption is still dominated by emerging economic
entities. However, in EU, along with its economic development to a certain extent,
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some national energy demand amount decreased gradually from the beginning of
1995, in 2013 the demand for energy has reached the lowest energy since 1995.
Moreover, the total energy demand in Japan in 2013 has reached a minimum value
since 1993. In 2013, the world’s demand for oil energy increased by 1.4%, but the
world’s total oil extraction only increased 0.8%, growth in demand exceeds supply
growth. In terms of coal consumption, the Asia Pacific region, the Americas and
Europe are the largest coal demand regions. In the field of natural gas consumption,
the global gas consumption increased by 1.4%, and natural gas accounted for 23.7%
of the primary energy consumption. China and the United States have the most
significant increase in natural gas consumption, 10.8 and 2.4%, accounting for 81%
of the global growth in natural gas consumption. The EU’s gas consumption reached
the lowest level since 1999.

(2) The consumption of non-fossil energy

In recent years, with the depletion of fossil energy and the increasing pollution, most
of the countries in the world have paid more and more attention to the development
of renewable energy. The development of renewable energy has been strongly sup-
ported worldwide. In 2013, the global consumption of renewable energy accounted
for 2.7% of total energy consumption, increased by 0.8% since ten years ago. China
has the largest growth rate of renewable energy consumption, followed by the US,
while the major energy consumers in Europe like Germany, Spain and Italy are
below average growth rate. On the global scale, wind energy consumption increased
by 20.7% over the previous year, once again occupying more than half of the growth
of renewable energy generation. The growth of solar power generation in the first
half of the year has increased by 33% faster than the previous year; nuclear power
generation accounts for 4.4% of global energy consumption, and it is the lowest
since 1984. But nuclear power has increased by 0.9%, and the first growth is from
2010. The growth of nuclear power in the United States, China and Canada has com-
pensated the decline in nuclear power generation in South Korea, Ukraine, Spain
and Russia. Nuclear power accounts for 4.4% of the world’s energy consumption,
and hydropower accounts for 6.7% of the world’s energy consumption. Although
the proportion of non-fossil energy consumption is increasing, it still cannot sig-
nificantly alleviate the world’s energy and environmental difficulties. At present,
electric vehicle and solar charging pile are still in research and popularization stage,
while other energy conversion technologies are still in a small pilot stage, and their
capacity is not enough to support people’s daily life. Due to some large wind farm
output increasing at night, it contradicts to the traditional power grid generation and
there is no good solution. Therefore, to motivate the non-fossil energy to really enter
the human energy development history, we also need to build a broader application
platform.
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1.2 Energy Conversion Technology

Energy is able to be divided into two categories: primary energy and secondary
energy. As the energy and source which directly acquired from nature without
any conversion, primary energy includes raw coal, crude oil, natural gas, oil shale,
nuclear energy, solar energy, hydraulic power, wind power, wave energy, tidal energy,
geothermal energy, biomass energy, ocean temperature difference energy and other
energy. Secondary energy is the energy product which converted from primary
energy, which includes electricity, steam, gas, gasoline, diesel, medium oil, liquefied
petroleum gas, alcohol, biogas, hydrogen, coke and other energy. Moreover, primary
energy is able to be further divided into renewable energy and non-renewable energy.
As the energywhich is recyclable and renewable in nature, renewable energy includes
solar energy, hydraulic power, wind power, wave energy, tidal energy, geother-
mal energy, biomass energy, ocean temperature difference energy and other energy.
Meanwhile, non-renewable energy which includes raw coal, crude oil, natural gas,
oil shale, nuclear energy is impossible to renew in nature.

The utilization of primary energy and secondary energy reflects the development
of a country. According to the analysis of the energy supply structure of the main
countries, the developed countries have almost already accomplished the conversion
from primary energy to secondary energy. Moreover, in developed countries, the
traditional biomass energy utilization disappeared, the ratio of the coal utilization
decreased sharply, the ratio of oil and natural gas utilization increased evidently,
and the utilization of nuclear power, hydro power and biomass energy have already
become themain body of the non-fossil energy.However,with the gradual exhaustion
of resources, the utilization of wind power and solar energy should become the main
direction of the future energy utilization. Compared with the developed country,
the developing country has not accomplished the conversion from primary energy
to secondary energy, the ratio of oil and natural gas is still low in primary energy
structure, and the exploitation of nuclear power, hydropower and biomass energy
still have great potentialities. From the energy consumption, taking the situation of
China which is a typical developing country as a case, the consumption of coal, oil
and natural gas still account for a large part, and it is of vital significance for China
to motivate the conversion from primary energy to secondary energy. However, the
energy development strategy of the developed country and the developing country
are different, the former should mainly develop wind and solar energy, and the latter
should develop nuclear energy, hydropower and biomass energy.

1.3 The Introduction of Energy Internet

Energy is the material basis for contemporary social and economic development.
Considering that the traditional fossil fuels are gradually depleted and the global
environmental pollution is worsening by the minute, it is high time what we should
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stimulate the development of the energy transition. The emergence of Energy Inter-
net, which is the key to the third industrial revolution, is able to encourage the
energy transition. Nowadays, the encouragement of Energy Internet development is
an effective method to gradually replace fossil fuels with renewable energy sources,
shift the structure of energy consumption to a low-carbon economy, and establish a
green, sustainable energy utilization system. Because of the advancement of Energy
Internet, Energy Internet has aroused great concern among governments and scholars
from all over the world.

Energy Internet, as a new generation of more intensive, more environmentally
friendly and more sustainable energy utilization pattern, plays a constructive role
in the development of human life, society, economics and other aspects. To some
extents, Energy Internet is able to be regarded as an integrated productwhich contains
the field of energy, automation, information processing, network communication and
others. Moreover, Energy Internet is able to be understood as a novel open energy
ecosystemwhich regards power network, thermal network, natural gas network, traf-
fic network and other complex networks as physical entities, regards energy technol-
ogy, advanced control technology, intelligent optimization technology information
processing technology and other technologies as the implementation methods. With
the development of Energy Internet, the efficient utilization of renewable energy and
the increase of the proportion of renewable energy in the production and consumption
of primary energy are able to be achieved.

Figure 1.1 shows the development course of Energy Internet. In the 1930s,
R. Buckminster Fuller (American thinker and non-specialist, 1895–1983) realized
that if we interconnected the world through an electrical energy grid, the energy
demand of population centers was able to be supplied by renewable resources from
distant locations [1]. To the World Game seminar of 1969, R. Buckminster Fuller
presented integrated, world-around, high-voltage electrical energy network concept
[2]. Moreover, R. Buckminster Fuller presented the concept of global energy grid
and concluded that “the global energy grid is the World Game’s highest priority
objective” in his book “Critical Path (1983)”. Then in 1986, Global Energy Net-
work Institute (GENI) was founded in 1986 by Peter Meisen to investigate the global

Fig. 1.1 The development course of energy internet
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electric energy grid which proposed by R. Buckminster Fuller. The GENI conducts
research and education related to interconnect electrical power grids between coun-
tries and continents, thereby creating an interconnected global energy grid, with
an emphasis on linking local and remote renewable energy resources (wind, solar,
hydro, geothermal, tidal and biomass) [3]. However, with the immaturity of the
energy technology and the lack of the specific implementation steps, these are just
quite a few future prospects for the future power system. The researchers fromall over
the world did not engage in the research of the contemporary Energy Internet until
“The Economist” published an article called “Building the Energy Internet” in 2004
[4]. Then in 2008, many countries began to encourage the development of Energy
Internet successively. In the United States, funded by the National Science Foun-
dation, the future renewable electric energy delivery and management (FREEDN)
systems center of North Carolina State University pointed out that in order to realize
the plug and play of large-scale distributed renewable energy and distributed energy
storage equipment, the power electronics technology and the information technology
should be introduced into the power system, and the future power distribution net-
work Energy Internet should be realized through the energy router and other power
conversion or intelligent control equipment of the Energy Internet [5]. At the same
time, FederalMinistry of Economics and Technology (BMWi) in Germany proposed
the concept of E-Energy and with E-Energy, an “Internet of Energy” is developed.
E-Energy is an energy system of future based on novel information and communica-
tion technologies (ICT). “The primary goal of E-Energy is to create E-Energy model
regions that demonstrate how the tremendous potential for optimization presented
by ICT can best be tapped to achieve greater efficiency, supply security and environ-
mental compatibility in power supply, and how, in turn, new jobs and markets can
be developed”. Besides, BMW appropriated up to e140 million which be mobilized
for the development of six E-Energy model regions [6]. Similarly, in September
2008, the book “Hot, Flat, and Crowded: Why We Need a Green Revolution—And
How It Can Renew America”, which is written by New York Times Foreign Affairs
columnist Thomas Friedman, discussed detailly the Energy Internet [7]. In 2011,
Jeremy Rifkin in his book “The Third Industrial Revolution: How Lateral Power
Is Transforming Energy, the Economy, and the World: Library Edition” pointed out
that Energy Internet is an important symbol of the third industrial revolution. Jeremy
Rifkin also presented the main purpose of the Energy Internet is that in order to
realize the sharing of the renewable energy, the reduction of the fossil fuels utiliza-
tion, and the solution of the energy crisis and environmental pollution problems,
we should build a new energy system network that meets the diverse energy needs
of users based on the traditional power system and the coordination control of a
large number of distributed renewable energy, energy storage equipment and load
through the Internet technology [8]. The third industrial revolution and the modern
Energy Internet quickly attracted the attention of a large number of country’s lead-
ers. In September 2015, Chinese President Xi Jinping proposed to satisfy the global
electricity demand in a clean and green way through Energy Internet in the United
Nations Development Summit. Then in 2016, the Global Energy Interconnection
Development and Cooperation Organization (GEIDCO), with its permanent office
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domiciled in Beijing, China, is founded to promote the sustainable development of
energy worldwide. The GEIDCO is launched by the State Grid Corporation of China
and it is also the first cooperation and coordination organization of the global Energy
Internet [9]. In May 2017, the European Commission held a high-level meeting on
the interoperability to create the Internet of Energy [10]. In November 2017, the
first IEEE Conference on Energy Internet and Energy system Integration (EI2 2017)
was held in Beijing, China. The conference aims to promote the interconnection,
openness, sharing and coordination of various energy resources and shaping a green,
low-carbon, efficient and low-cost energy ecosystem [11].

1.4 The Basic Definition of Energy Internet

As the next generation of the energy system, Energy Internet attracts a large amount
of attention of the researchers from the United States, the European Union, China
and other countries. Researchers have studied the Energy Internet from different lay-
ers, such as system design, physical entity, core technology, key equipment, resource
configuration and other aspects. However, considering the compatibility and com-
plexity of Energy Internet, the development of Energy Internet involves the different
technologies from quite a few disciplines. Therefore, it is arduous to make a com-
prehensive and accurate definition of Energy Internet. Moreover, researchers from
different fields have a different understanding of Energy Internet. Therefore, it is not
likely to make a consensus definition of Energy Internet in a short term. Nowadays,
there are four main definitions of Energy Internet which receive a wide range of
recognition.

From the aspect of the purpose of building Energy Internet and the system design,
Energy Internet is mainly based on the use of Internet technology to realize the coor-
dination of distributed power, energy storage equipment and load in the wide area
and realize the transformation from centralized fossil energy utilization to distributed
renewable energy utilization. Therefore, Energy Internet should possess four prin-
cipal characteristics. (1) The renewable energy is the main primary energy source.
(2) Support the grid-connection of the large-scale distributed generation system and
distributed energy storage system. (3) Realize the energy sharing in a wide area based
on the Internet technology. (4) Support the electrification of the traffic system.

From the aspect of the physical entity of the complex network in Energy Internet,
Energy Internet is a complex multi-energy flow system which couples tightly with
the natural gas network, traffic network and other systems. Meanwhile, the power
system is the core of Energy Internet, the Internet and other advanced information
technology are the main means and the renewable source is the main primary energy.

From the aspect of the core technology and the key equipment of Energy Internet,
some researchers point out that energy router is the key equipment of Energy Internet.
Meanwhile, through the application of intelligent terminal, information acquisition
and processing, prediction analysis, collaborative control, cloud computing, Internet
of things, large data and power transformation control and other related technologies,
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Fig. 1.2 Broad sense energy internet and narrow sense energy internet

Energy Internet realize the interconnection of the network nodes which composed
of a large number of distributed energy acquisition and storage devices and various
kinds of loads. Moreover, Energy Internet is able to realize energy transaction and
sharing network of the bidirectional energy and information flow.

From the aspect of global energy resource distribution, Energy Internet can be
regarded as the advanced stage of the development of strong smart grid.With the clean
energy as the predominance and Ultra-High Voltage (UHV) as backbone network,
various functions can be realized such as the power grid interconnections between
different countries and continents, the global energy distribution of energy resources,



1.4 The Basic Definition of Energy Internet 9

the coordinated development of power grids at different levels, and the flexible access
to the strong smart grid of various power sources and users.

From our perspective, according to the research status of Energy Internet, consid-
ering the structure and function of Energy Internet, Energy Internet can be defined
as narrow sense Energy Internet and broad sense Energy Internet. As Fig. 1.2 shows,
broad sense Energy Internet accumulates the scattered energy fragment in a huge
area and form a super energy body with a flat structure. It deeply combines all kinds
of energy resources and information resources which are utilized by human beings
in different regions, such as energy-based network of current society (traffic, elec-
tric power, petroleum and other fields) and the information network which based
on advanced information technology, to realize the interconnection and sharing of
the production and consumption of the wide area energy resources and information
resources. Comparedwith broad sense Energy Internet, narrow sense Energy Internet
is a network which composes of certain topologies of energy production, consump-
tion, and storage devices in a certain region, and realize coordination and complemen-
tation of the traditional energy networks through energy router and other energy con-
version equipment. The interconnection of the different narrow sense Energy Internet
combines all the energy-based networks and form broad sense Energy Internet.

1.5 The Characteristic of Energy Internet

Energy Internet is now a new concept, which is lack of entities equipment that can
be used for research. The characteristics of Energy Internet appear in the differences
between Energy Internet and smart grid/microgrid/ubiquitous energy network. This
section will first list the distinctions between Energy Internet and the mainstream
energy networks, based on which the characteristics of Energy Internet can be sum-
marized.

(1) The Difference Between Energy Internet and Smart Grid
The smart grid is a modernized electrical grid with digital data streams, informa-
tion technology, and advanced control methods to more efficiently produce, transmit
and distribute electricity, which in turns to a reliable, secure, economic and envi-
ronmentally friendly electrical grid [12]. The smart grid is designed to satisfy the
electrical demand in the 21st century, which allows multiple kinds of the power sup-
ply (especially the renewable energy resources), optimizing the electricity market to
the economic operation [13].

The main differences between Energy Internet and smart grid are as follows:

1. The power supply. The smart grid is a modernized electrical grid, while Energy
Internet consists of an electrical grid, natural gas network, and heating network.
Energy Internet is not just an integration ofmultiple power networks, but a unified
power system in measurement, modeling, optimization and dispatch.

2. The access control. In smart grid, the distributed control of energy supply or
dispatch is still a local control method, which needs a centralized control center
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to collect information and route commands. In this way, each generator has
to be “permitted” by the control center before it accesses the power system.
Differently, Energy Internet emphasizes the distributed control, in which each
energy generator can have “plug and play” function.

3. The information process. Comparedwith the traditional electricity grid, the smart
grid is more “informationalized” because of its comprehensive database. But its
information process is no better than that in a traditional grid, in which informa-
tion system and physical system are two independent systems without integra-
tion. Differently, the cyber-physical system is an essential part of Energy Internet,
which shows the interaction between information system and physical system.

(2) The Difference Between Energy Internet and Microgrid
Compared with the traditional power grid, the microgrid is a relatively small elec-
tricity network with multiple distributed generators and their loads. It can operate
in parallel to the grid through static switch [14] or operate in island mode. When a
microgrid is in island mode, it can be seen as an autonomous system.

The differences between Energy Internet and microgrid are as follows:

1. The function establishment. Amicrogrid is a supplement of the traditional power
grid, and the relation between them is subordinate and principal.Amicrogrid con-
sists of a locally distributed generator, energy storage and electricity loads, and
it can minimize the disturbance towards the power grid in turns to improve reli-
ability. Differently, Energy Internet aims at comprehensive energy optimization,
which is to realize the autonomous access of multiple generators. The relation
between Energy Internet and the traditional power grid is paratactic.

2. The network structure. The microgrid is based on master-slave structure, gen-
erally with a centralized control center. In a microgrid, the users follow orders
from the control center, which means they have little autonomy. Differently, in
the Energy Internet, each energy user has no authority to take orders. The energy
dispatch is optimized with a distributed control to realize different targets such
as cost minimization. Users of Energy Internet have more autonomy than those
of the microgrid.

3. In amicrogrid, the kinds of energy supply and the information process are similar
to those of a smart grid. The differences in these aspects are discussed above.

(3) The Difference Between the Energy Internet and the Ubiquitous Energy
Internet
The concept of a ubiquitous Energy Internet is similar to the E-Energy in Germany,
which is an advanced network consisting of the current electricity grid and heating
system and other energy systems. The ubiquitous Energy Internet aims at high energy
efficiency, taking coordinated control in each part of the network such as energy
supply, storage, usage and recycle, resulting in a synergy between energy input and
output. In a ubiquitous Energy Internet, efficiency control system can give orders to
realize cascade utilization in each energy flow, so that the network is of the highest
efficiency and the structure is highly ordered.
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The differences between Energy Internet and ubiquitous Energy Internet are as
follows:

1. The hub of energy transportation and energy transformation. The ubiquitous
Energy Internet generally has a ubiquitous energy hub (the energy hub in E-
energy), to control the energy transportation and energy transformation. That is
to say, there is still a control center, and the ubiquitous Energy Internet is star
structure. Differently, in Energy Internet, each energy supply is equal, and the
structure ofEnergy Internet is similar to the busbar construction in the information
field. The same type of energy can be transported and transformed through the
bus line, and different types of energy can be transformed through the energy
conversion devices.

2. The design target. A ubiquitous Energy Internet is an energy network, which
emphasizes the efficient comprehensive utilization of different types of energy.
The key problem of energy network is energy transform. Differently, Energy
Internet considers more than just the energy utilization. With the combination of
physical entity and information network, the Energy Internet aims to realize the
energy optimal utilization on the basis of safe and stable operation.

3. The main energy participant. The ubiquitous Energy Internet emphasizes the
utilization of different kinds of energy, and the key problem is to improve the
efficiency of energy transform. The main participants are energy enterprises.
Differently, themain participants ofEnergy Internet are the users of the traditional
power system. In Energy Internet, the users can be energy providers because of
the bilateral energy network. In this way, the energy can be balanced on the spot,
which reduces the cost of energy transport and in turns improves the energy
utilization ratio.

(4) Conclusion
Based on the analysis above, the Energy Internet is an advanced complex energy net-
work with multiple energy supplies, a high degree of integration of information and
energy, a flat structural network, and a real-time energy trade-off. Its characteristics
are as follows:

1. Energy Internet has multiple energy supplies and different energy access control.
Because of the space-time feature of these different kinds of energy, the influences
resulting from the intermittency and volatility of the renewable energy resources
can be reduced, in order to guarantee the stability of the energy network. With
multiple energy supplies, the efficiency of renewable energy resources is greatly
improved, and the coordination between energy system and the environment is
realized.

2. In Energy Internet, the energy network is highly integrated with an information
network. With advanced methods of information collection, transmission and
processing, combining with corresponding strategy of information calculation,
estimation and perception, the Energy Internet has global observability and con-
trollability. These control methods guarantee the safe and stable operation of
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Energy Internet in every part such as energy production, energy transportation,
energy storage and energy consumption.

3. Energy Internet has a flat structural network, which guarantees every eligible
energy provider can be distributed accessed and can realize “plug and play”
function. This horizontal structure promotes local produce and local consumption
of the renewable energy, reduces the cost of energy transportation, and ensures
the common sharing of multiple energy supplies in the Energy Internet.

4. Energy Internet has an equal, free and real-time energy trade-off, which prune the
redundant link to realize a straight trade between energy producers and energy
consumers. It provides a convenient transaction of low cost for all participants,
promotes energy revolution.

1.6 The System Structure of Energy Internet

Energy Internet is an advanced complex network integrated energy system with
information technology, control technology, and communication technology. Based
on the current study, the analysis of the system structure of Energy Internet is as
follows.

As the next energy system, the development of Energy Internet draws continuous
attention in academia. Energy Internet has high compatibility and complexity, whose
development comprises many technologies such as energy, information, control,
communication, etc. Each research area has unique emphasis, so in the short run,
the consensus on the framework of Energy Internet is difficult to be found. Based on
existing research results, this section will analyze the framework of Energy Internet.

(1) Energy Internet of Energy Configuration in Large Regions
Energy Internet of energy configuration in large regions focuses on the configuration
range and the regulation ability of energy resources, and it emphasizes the resource
sharing among wild-area energy and energy configuration between nations and con-
tinents. Based on the strong smart grid, State Grid came up with the theory that
the ultra-high voltage is the skeleton of the global Energy Internet. By means of
wide interconnection of grids between nations and continents, a better global energy
configuration can be achieved, hence a new energy system with wide service range,
high configuration ability, high reliability and low-carbon characteristics can be con-
structed. The target of global Energy Internet is to connect power station in the North
Pole and the equator, large energy bases in countries and continents and all kinds of
distributed generation together, so as to transform clean energy such as solar energy,
wind energy, hydro energy and ocean energy into electric energy used in industry
and civilian by breaking through the lack of resources, the strong environmental
constraints and the restrictions of space and time.
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(2) Energy Internet of Multiple Resources Connected
Energy Internet of multiple resources connected is a structure of future energy sys-
tem, which is a new energy supply system highly coupling from electrical grid, gas
network, oil network, and transportation network.

Energy Internet formedby the interconnection between twoormore typical energy
networks is the prototype of future energy supply system. By means of various
equipment for energy productivity, energy usage, and energy storage, the complex
energy networks such as electricity network, thermal network, traffic network and
petrochemical network can be connected by the “plug and play” facility, it turns to
form a low-carbon combined energy supply systemwith renewable energy resources
being the primary energy.

This kind of Energy Internet is a complex energy network in the broad sense,
which connects distributed energy suppliers together in order to dispatch and man-
age them in a united way. It transforms primary energy which mainly is renewable
energy to secondary energy which is easy to transport electricity and heat, so as to
realize energy interconnection and sharing in large regions. Also, this Energy Inter-
net can be applied to a small energy supply system which is comprised of energy
production, transformation, storage, and usage. With primary energy being renew-
able energy resources, by means of distributed generation technology, small power
stations connected with photovoltaic/thermal systems can power residential areas,
hospitals, and factories, contributing to a low-carbon city.

(3) Energy Internet Emphasizing on Optimal Use of Energy
As the name implies, this kind of Energy Internet focuses on the “plug and play”,
the ability of access device for large-scale smart terminals such as distributed energy
resources and electric vehicles, as well as bidirectional energy flow in the network.
There are profound changes in facilities for energy management/transition, frame-
works and operation modes of the energy system. When energy balances locally,
optimal utilization of energy resources can be realized. According to the types of key
equipment, this kind of energy has two categories.

One is considered as amultiple energy carrier networks, whose core is an interface
—energy hub—between energy supplier and user. Based on energy need in the
network, energy hub can achieve the transformation from the primary energy such
as renewable energy, clean energy and fossil energy to the secondary energy such as
electricity, heat and cold energy, in turns to allocate energy resources properly and
energy sharing environmentally when the renewable energy is the majority of the
primary energy.

The other one is considered as an energy supply systemmainly based on the power
grid. When building the Energy Internet, the major consideration is to design a smart
energy transformation/regulation equipment—energy router, which can achieve the
electricity transition between high/low voltage and dc/ac power in different kinds of
generation facilities based on energy need in the network. At the same time, it can
achieve voltage compensation, failure isolation and harmonic isolation to provide
electric energy of high quality. By using advanced control theory, energy storage
technology, and information technology, it can achieve intelligent management for
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the large-scale distributed generation, energy storage and energy user in the network.
The smart control scheme of energy router is based on the bidirectional energy-
information flow in Energy Internet and the tendency of integration in energy and
information. And the target of the scheme is to empower the Energy Internet to
achieve multiple tasks such as energy dispatch, allocation, quality test and load
switching autonomously and in parallel, in order to guarantee the operation stability
of Energy Internet.

(4) Energy Internet Based on Transformation of Existing Energy Network
This kind of Energy Internet takes internet concept for reference, mixing information
technology with energy supply technology to form a clean energy network centering
information and using renewable energy as the primary energy, making existing
energy network more intelligent, environmental and low-carbon. It can ensure the
coverage for all the physical entity of equipment from information internet to Energy
Internet,which canpromote efficiency, flexibility, andopenness of the existing energy
network. It can empower the distributed generation with the “plug and play” ability,
achieve the equipment integration and configuration for energy supply, storage, and
usage, andmanage energy resourceswith high efficiency.This kindofEnergy Internet
is regarded as the future energy system.

In the network, the energy producer can communicate with the consumer through
the informationnetwork and typical energynetwork to realize their connection in both
informational and physical way. Energy flows by data package bilaterally between
energy producer and consumer, which is the same with how information flows on
the internet. Based on the cooperation between energy producers and information
sharing with the grid, the Energy Internet can realize the intelligent energy dispatch,
reliable energy transportation, and safe energy supply.

The four kinds of Energy Internet above have different emphasises but the same
target which is to contribute to a low-carbon and sustainable future energy usage.

As the picture (graph) shows, the four kinds of Energy Internet explain the future
energy usage in “solid-plane-line-dot” levels. Energy Internet of energy configuration
in large regions is led by international and regional energy strategy,whose complexity
is farmore than a simple energy tradingby involving international politics, diplomacy,
and security;

Energy Internet of multiple resources connected mainly considers the conception
of interconnection between multiple energy, which has massive challenges doing
with society, institution, environment, and economics;

Energy Internet emphasizes on the optimal use of energy and Energy Internet
based on transformation on existing energy network emphasize the inner framework
of theEnergy Internet and its implementation of the expected functions,which require
more specific technology development.

This paper puts the former two kinds of Energy Internet into a category which
promotes a low-carbon energy utilization with interconnection with multiple energy
resources across regions. And the latter two are more specific, focusing on the key
equipment in the network and its operational control problems, which is more inter-
ested in academia.
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1.7 The Energy Systems in Energy Internet

Based on the current study, the Energy Internet can be classified into the global
Energy Internet, the generalized Energy Internet, and the narrow-sense Energy Inter-
net. Among them, the global Energy Internet has studied the major strategic issues
and solutions of the world’s energy sustainable development from a global perspec-
tive, and proposed a global energy concept that addresses energy issues in a global,
historic, differentiated and open position. The generalized Energy Internet aggre-
gates fragmented energy resources in a wide area into a “super energy” in which
primary energy inputs are converted to secondary energy consumption and energy
flows mainly in the network as electricity or heat, which integrates all the energy
dispersed in different regions. And all kinds of energy are distributed, managed and
scheduled in a unified manner. With the communication network, the optimal dis-
tribution of energy can be achieved, and the currently concentrated structure can
be converted into a flat structure. In this highly decentralized and highly central-
ized energy system, the most notable feature is energy interconnection, sharing and
user interaction. It contains all the energy-based networks (such as transport, elec-
tricity, petrochemicals, etc.) and advanced information networks. In the generalized
Energy Internet, the electricity network, transportation network, petrochemical net-
work, heat network, renewable energy network can be connected through a variety
of electrical, cooling and heating equipment. And as a whole energy system, it can be
connected to the narrow-sense Energy Internet through certain interface devices. In
this super-energy, each current energy-based network is connected with the narrow-
sense Energy Internet through the transmission devices of electric energy or heat
energy, and the narrow-sense Energy Internet is divided into two major types of net-
works: electric energy network and thermal energy network. As the electricity being
themost efficient in transmission and transformation, and thermal energy being easy-
to-transform, these two kinds of energy become the core energy of the narrow-sense
Energy Internet. This is also one of the important differences between the Energy
Internet and the smart grid (with the power network as the core) (Fig. 1.3).

1.7.1 The Electricity Network

With the rising oil prices, the world’s energy supply continued to be tight in 21
century. Proper development and utilization of green energy is the main solution to
the energy problems in the future. At present, several common new energy sources
include solar energy, wind energy and biomass energy, all of which are distributed
energy sources.

AlthoughDERs has the advantages of low investment, good environmental friend-
liness and high flexibility, its impact on large power grids is indeed an important issue
to be considered. IEEE P1547 provides a separate grid-connected standard for dis-
tributed energy: when a power system fails, the distributed energy must be taken
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Fig. 1.3 Differences and relations between four kinds of energy internet

out of operation immediately. This greatly limits the full use of distributed energy,
but also indirectly limits the use of new energy sources. In order to make most of
the economic benefits and reliability improvements of distributed generation and
to minimize its impact on the main network, the concept of microgrids has been
proposed.

In 1999, for the first timeCERTSconducted a study on the reliability, economyand
environmental impact of microgrids. In 2002, a complete concept of microgrids was
proposed. The definition ofmicrogrids as given byCERTS is:Microgrids are a system
of load and micro-power supplies that provide both electrical energy and heat; the
conversion of power sources within the microgrid is mainly by the power electronics
and is provided with the necessary control; micro-grid is a single controlled unit of
the connected power grid, and can meet the user requirements for power quality and
power supply security. DERs accessed by CETRSmicrogrids are all small units with
a peak value of 2MW or less, which avoids the use of fast but expensive controls and
makes the system robust. The structure of the microgrid, shown in Fig. 1.4, shows
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Fig. 1.4 The sketch of a microgrid

the micro-power forms of photovoltaic power generation, wind energy, fuel cells,
micro gas turbines, some of which are close to the thermal load and provide local
users with heat sources, thus improving the utilization of energy.

The current USCERTSmicrogrid research is mainly based on the “plug and play”
and “peer” control ideas and design concepts. The preliminary theoretical research
results of the US CERTS microgrid have been successfully tested on the laboratory
microgrid platform. Microgrid demonstration projects such as the Mad River micro-
grid constructed in the northern United States power system have been tested on
microgrid modeling and simulation methods, protection and control strategies and
economic benefits, and the initial micro-grid management policies and regulations
are formulated. From the perspective of the United States grid modernization, the
focus of development of the US microgrid is to improve the reliability of power
supply of important loads, meet the needs of users for a variety of power quality
requirements, reduce costs and realize intelligence. The use and control of power
electronic devices and many new energy sources in the CERTS microgrid provide
a new idea for solving the problems of stabilizing and controlling the potential of
renewable energy.

Japan has also started its research on microgrids based on the growing domestic
shortage of energy resources and its growing load. To this end, Japan has also set up a
special New Energy and Industrial Technology Development Organization (NEDO)
to unify coordination of domestic universities, enterprises and national key labora-
tories on new energy and its applications. Japan’s broadening of the definition of
microgrid and the research on control and energy utilization based on the definition
has provided a platform for the development of small-scale distribution systems and
of large-scale independent systems based on traditional power sources. However, its
development objective is mainly to diversify the energy supply, reduce pollution and
meet the individual power needs of users.

Europe put forward the “Smart Grid” plan in 2005 and introduced its technical
implementation plan in 2006 as the European 2020 and subsequent power develop-
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ment goals. At present, the theories of operation, control, protection, security and
communication ofmicrogrid have been initially formed in Europe. These theories are
validated on the laboratorymicro-grid platform. Itsmission is to focus on researching
advanced control strategies, developing corresponding standards, setting up demon-
stration projects, and preparing for the large-scale access of distributed and renewable
sources of energy and the initial transition from traditional grid to smart grid. China’s
“11th Five-Year Plan” put forward the goal of building 5GWwind power and plans to
build distributed power sources such as wind power and photovoltaic power to access
the power grid. During the 12th Five-Year Plan period, China will set its goal in the
solar energy and wind energy-dominated areas It will also promote the construction
of 100 new energy demonstration cities. In the “13th Five-Year Plan”, it pointed out
that it is necessary to promote the energy revolution, speed up energy technology
innovation, and build a clean, low-carbon, safe and efficient modern energy system.

1.7.2 The Transportation Network

The transportation network mainly refers to the location and capacity of charging
piles, charging stations and other forms of energy supplement stations for the new
energy vehicle under its popularization. As an effective way to solve the problems
of energy shortage of traditional fossils, urban environmental pollution and global
warming, electric vehicles have drawnworldwide attention. At present, electric vehi-
cles have gradually become the focus of governments, automobilemanufacturers and
consumers. Electric vehicle charging pile, charging station planning is the focus of
traffic network research, including site selection and fixed capacity. The planning is
reasonable or not, will not only affect the convenience of electric vehicle users to
travel so as to affect the promotion of the use of electric vehicles, but also affect power
quality of distribution system. The State Council’s Energy-saving and New Energy
Vehicle Industry Development Plan (2012-2020) clearly put forward “by 2015, pure
electric vehicles and plug-in hybrid vehicles are to reach the total production and
sales to reach 500,000; By the 2020 Year, pure electric vehicles and plug-in hybrid
vehicles production capacity is to reach 2000000, total production and sales to reach
more than 5 million “industrial development goals. “2013 State Grid Corporation
of Social Responsibility Report pointed out: The company will fully carry out the
work of alternative energy and energy services to promote “substituting electricity
for coal and oil, electricity from afar.” The policy of “replacing oil with electricity”
related to electric vehicles, and it may become one of the powerful measures to con-
trol urban haze. On February 25, 2014, Xinhua News Agency released the news that
“Beijing will start large-scale construction of new energy vehicle charging pile for
the first time, which would complete the construction of 1000 public quick-fill piles
in 2014. And the report also pointed out that it would build services in the downtown
area Radius of 5 km on average charging area. “ The head of relevant departments
introduced a set of data in the report: Since 2013, with the intensive introduction of
various supportive policies in the country, the output of new energy vehicles in our



1.7 The Energy Systems in Energy Internet 19

country has jumped from 17,000 to 379,000 at an average annual increase rate of
nearly 400%.

The biggest difference between the planning of electric vehicle charging station
with that of the general power systems lies in the fact that it is necessary to consider
the cost caused by network construction and land acquisition, as well as the market
conditions after the charging station is built up and sales efficiency. Taking into
account the electric vehicle ownershipwill be quite large in the futureEnergy Internet,
dispatching agencies directly to each electric vehicle is unrealistic, electric vehicle
mileage has been the focus of consumers. A well-equipped smart charging network
helps alleviate the concerns of potential electric car customers and is crucial to the
development of the entire electric car industry.

The development plan for electric vehicles and charging facilities is restricted to
many factors. According to different development levels of power battery technolo-
gies, the quantity of the electric vehicle, the type of users, the coverage of vehicles,
the differences of charging demand characteristics and the corresponding stages of
charging facilities planning are different, Electric vehicle promotion can be divided
into demonstration, public service, commercial operation:

(1) Demonstration

At this stage, the technology of electric vehicles has not yet been fully developed.
The market for effectively and sustainably promoting the development of electric
vehicles has not yet been established. The total amount and proportion of electric
vehicles are very low. The majority of vehicles are mainly government-supported
vehicles such as electric construction vehicles and rubbish trucks, etc. In addition,
the driving range of electric vehicles are generally designated a smaller area or the
specified route.

(2) Public service

This stage is the rapid development stage of electric vehicle technology, but still at a
low level, and there are hidden constraints such as safety factors. At this stage the total
amount and proportion of electric vehicles are still relatively low, the economic size
is not high, and the development relies on government subsidies, leading publicity.
The electric vehicles can be extended to electric buses, large enterprises and public
vehicles, a few social vehicles.

(3) Commercial operation

At this stage, electric vehicle technology has basically matured. The total amount
reached to a certain scale with more abundant species besides government and enter-
prises car, garbage truck, there are a large number of taxis and private cars, with
larger charging needs. At this stage, EVs have the same or even higher economic
efficiency than fuel trucks. The development mode is market-driven.

At present, electric vehicles are in the demonstration and promotion period. The
convenience of charging electric vehicles will directly affect the purchase behavior
of consumers for electric vehicles. Electric vehicle charging facilities are generally
charging stations and charging piles. Charging modes are charging for the whole
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vehicle (fast or slow) and battery replacement. From the service object, charging
stations can be divided into public charging stations for private cars and taxis, as
well as dedicated charging stations for special vehicles such as electric buses. From
the charging facility operation and practical point of view: public charging station
service should first meet the needs of rapid charging of electric vehicles, only the
rapid charger is used; charging pile for the long-time parking of electric vehicles
to provide slow-charge service; the mode of replacing the battery need to solve the
battery property rights, circulation, standards and other issues, which is currently
more suitable for electric buses and other special vehicles.

Charging piles and dedicated charging station planning is easier to achieve, which
can be set in the public parking or bus terminal stations and other private parking.
Public charging station planning is different, not only to consider the scope and scale
of services, but also consider the charge convenience. Public charging station layout
planning model and calculation method are not yet mature. For the electric private
car, taking into account the differences in the driving habits of the owners, the purpose
of travel and travel lines, there are lots of random factors to provide charging ser-
vices to the public charging station, and the determination process of corresponding
charging load is also more complicated. In general, the layout planning of e public
charging station for electric vehicles is a multi-objective and multivariable nonlinear
optimization problem. The rationality and scientific reason of the scheme are very
important to the sustainable development of smart grid and intelligent transportation
network in the future significance.

1.7.3 The Heat Network

The thermal network, also known as heat pipe network, that is, a network starting
from the boiler room, direct combustion engine roomand heating center, etc., through
the heat source to the thermal entrance of the building heating pipe, consisted ofmany
heating pipes.

Hot water, as the heating medium, its design pressure is no more than 2.5 MPa,
its design temperature is no more than 200 °C; steam, as the heating medium, its
design pressure is no more than 1.6 MPa, its design temperature is no more than
350 °C. According to the different ways of energy heating, the thermal network can
be divided into coal heating, oil heating, natural gas heating, electric heating, nuclear
heating, geothermal heating, solar heating and so on. According to the different
heatingmedium, the thermal network canbedivided into hotwater network and steam
network, in which the steam heat network can also be divided into high pressure,
medium pressure and low-pressure steam heat network according to the pressure
level. According to the different water temperature, the heat energy network can
be divided into the high-temperature hot water heat network (T ≥ 100 Â °C) and
low-temperature hot water heating network (T≤ 95 °C). According to their different
status, the thermal energy network can be divided into first-grade pipe network and
second-grade pipe network. First-grade pipe network is the network from the thermal
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core to the heat station. Second-grade pipe network consists of the pipes from the heat
station to the user. According to different laying ways, the thermal energy network
can be divided into a ditch laying, overhead laying and directly into the ground.
According to the different forms of the system, the thermal network can be divided
into closed systems and open systems. According to the classification of the supply
and return the thermal network can be divided into the water supply networks and
return networks.

As early as 1887, the United States established the first regional heating system
in the world. France in 1893 and the former Soviet Union in 1903 had a district
heating project. After the First World War, the heating industry in the developed
countries as Canada, the Netherlands, Denmark, Hungary and Czechoslovakia, as
well as other developing countries such as Poland, had also made some progress.
After the SecondWorld War, in the restoration and construction of the former Soviet
Union, Eastern European countries and several Western European countries there
were a large number of regional heating projects, and heating projects developed
rapidly. At the same time due to the low fuel prices, the United States and many
countries in western Europe developed heating system relatively slow. Since the
world energy crisis in the 1970s, the district heating technology was re-emphasized
and rapidly developed. Nowadays, the development of foreign heating industry has
entered a period of steady development. Not only in its optimal management within
the heating industry, technological innovation, but in government intervention in
price regulation, access regulation and incentive regulation for the heating industry,
heating industry reform has gained rich experience.

At present, the common heating methods in China are as follows: central heating,
district heating, household heating and terminal heating. Centralized heating mainly
refers to the centralized heat source as themain source of heat supply, the heat sources
including coal-fired cogeneration, cogeneration gas and electricity, large coal-fired
boiler room, large gas boiler room and large oil-fired boiler room, the main compo-
nents are concentrated heat source, urban heat pipe network, heat exchange station,
outdoor pipe network, indoor pipe network and the terminal cooling equipment. The
terminal cooling equipment is mainly the radiator. Themain features of urban central
heating are the huge scale of heating, with the city as the object of heating, and with
large-scale centralized heat source and two-stage heat pipe network. Regional heating
ismainly based on the regional heat source heatingmethod. The regional heat sources
include coal, gas, oil-fired boiler room, electric boiler room, heat pump and cold-heat-
electricity supply (CCHP). The main components are regional heat source, outdoor
pipe network, indoor pipe network and end cooling equipment. The main features of
regional heating are to have a certain scale of heating, the districts as heating objects,
with outdoor heat sources and outdoor pipe network. Household heating mainly
refers to the heat source placed in the home. Indoor heat sources mainly include
coal-fired stoves, gas stoves, electric stoves (thermal storage and non-storage), water
source heat pumps, air source heat pumps and ground source heat pumps. The main
heat sources are the indoor heat source and the terminal cooling equipment. The
terminal cooling equipment is mainly radiators, hot water radiant floor, radiators
with thermostat valve and fan coil. The main features of household heating are the
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limited size of heating.With households as the heating object, the heat source located
indoor. Although there may be indoor pipes exist, the pipes are heat radiators in the
room, there is no heat loss, and no indoor heating indoor pipe network. The terminal
heating system mainly refers to the system with heat source directly on the interior,
in which the heat source is the terminal cooling equipment. The heat source mainly
includes electric film, electric cable, electric heater and phase change energy storage
heater. The heating is simple, the heat source is the terminal. The main feature of the
terminal heating is limited to indoor heat supply, energy is generally electricity.

To achieve energy saving and environmental protection with minimum cost,
the planning and optimization of the heat supply system must be realized first,
including the selection of heat sources, the layout optimization of heat supply
network, location and capacity. As the primary network of the central heating
system can account for about 50% of the total investment of the system, so in the
planning and optimization of the heating system, the network layout optimization
is particularly important. Pipe network layout optimization commonly used simple
tree algorithm. It is the optimal topology in all possible topologies, by respectively
compared with the calculation, according to the weighted minimum. Pipe network
layout optimization must first determine the pipe network cabling and heat exchange
station capacity. Secondly, on the basis of planning and optimization, as well as
the heat source, network topology, and heat transfer station have been determined
on the basis of the pipe network design optimization, mainly the pipe diameter
optimization. Because the actual standard pipe diameter is not a continuous variable,
but a discrete variable, it must be considered in order to make the optimization
results have practical guidance for engineering application.

1.7.4 The New Energy Network

When a lot of new energy is connected to Energy Internet, the Energy Internet will
transform from the single energy allocation to the new energy interactive system
with energy collection, energy transmission, energy storage and energy distribution.
Reasonably planned and designed new energy network can effectively improve the
utilization efficiency of new energy and improve the safety, economy and reliability
of Energy Internet operation. However, if the type, installation location and capacity
of the new energy are not compatible with the internet structure, not only the
positive effects of new energy supply will be weakened, but also negative impacts
will appear, such as increasing energy consumption and limited energy quality, and
substantial increase in the risk of network failure, and so on. On the other hand, the
planning of Energy Internet with new energy sources will be very complicated. The
different investors will directly lead to the uncertainty of new energy’s type, capacity,
installation location and investment time, and due to intermittent characteristics of
some renewable energies, the difficulty of load forecasting is significantly higher.
As a large number of users install new energy sources, it is even more difficult for
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Energy Internet planners to accurately predict the growth of the load, thus affecting
subsequent planning.

1.7.5 The Petrochemical Network

With the development of fossil fuels, the natural gas-based petrochemical network
has become the main way for the petrochemical transmission in the city. In the city’s
overall project of utilizing natural gas, the gas project is one of the important con-
tents. The guiding role of the construction of gas projects is based on the city’s overall
planning and design of the overall gas-specific master plan, of which the natural gas
pipeline network planning and design is an important part. The investment in urban
natural gas system construction is huge. After the project is completed, it should not
be easily rebuilt or expanded. Otherwise, it will affect the urban construction and
affect the living conditions of urban residents, resulting in a hugewaste ofmanpower,
material resources and financial resources. Therefore, to ensure the healthy develop-
ment of urban gas industry, natural gas pipeline network planning and designmust be
scientific. The goal of urban natural gas system engineering planning and design is
not only tomeet the requirements of users and process design but also tominimize the
investment cost of urban natural gas system engineering and to ensure the operation
of the entire natural gas network economically, safely, flexibly and reliably.

Due to the huge natural gas system, complicated structure and many restrictive
conditions, it is difficult to achieve scientific and rational purposes by traditional
manual design. The design of system optimization project must use advanced com-
puter technology to solve the problems of low accuracy, low calculation efficiency
and difficult to optimize the planning and design of traditional methods. It will guide
the urban natural gas system engineering science and orderly construction and pro-
vide the urban managers with Decision-making basis, to achieve safe, economical,
flexible and reliable gas supply, so as to save investment, improve the technical level
and improve economic efficiency.

1.8 Artificial Methods in Energy Internet

1.8.1 AI Method in Single Energy Unit

We define the single energy unit (SEU) as an energy system which without any inter-
connection with other energy system. In other words, the generation, transmission
and consumption of the energy merely happen in the SEU.When apply the AI meth-
ods in the SEU, we are able to categorize the methods in three aspects which include
perception, decision and implement of the SEU.

In the perception of theSEU,we are also able to categorize into three aspectswhich
include system prediction, fault detection, system monitoring and other aspects. The
prediction of the amount of the power generation and consumption are the main
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aspects of the system prediction. When it comes to the prediction of the power
generation, the AI methods are usually applied in renewable power forecasting.
Moreover, besides applying AI methods to the power generation and consumption
forecasting, AI methods are also able to utilized in electric price forecasting and
other aspects. The AI methods are also applied in the power system fault detection
and the fault includes the potential fault and the existed fault. The SEU is able to
occur lots of kinds of faults, and most of faults is able to detected by AI methods and
AI methods often perform more sensitive, fast and accurate than the conventional
methods. Usually, by the means of analyzing the system voltage or frequency, we
are able to detect the events occurring in the system.

In the decision of the SEU, we are able to categorize into optimization or manage-
ment and assessment. The energy management which realized by AI methods can
be categorized into end users management and system management. On the aspect
of the management of end users. When it comes to the management of the SEU,
the AI methods were mainly employed in demand side management in smart grid.
Usually, the SEU state is able to be assessed by the AI methods, such as voltage
stability, frequency dynamics, harmonic distortion, power quality, dynamic security,
state estimation, etc.

In the implement of the SEU, we are able to categorize into the control and plan of
the IES and other aspects. When AI methods applied to the SEU control, the control
is able to be categorized into system control and equipment control. There are also
many power converts’ control which include AI methods. Moreover, the plan of the
IES is mainly focus on the equipment placement and size.

1.8.2 AI Method in Multi Energy Units

In this section, we define the multi energy units (MEU) as an energy system in which
communication network is essential. In other words, cooperation and competition
happen between energy units in MEU to realize a coordinated goal of the whole
system. In this section, we mainly review the AI methods which are utilized in the
MEU.When apply theAImethods in theMEU,we are able to categorize themethods
in two aspects which are consensus control and application of game theory.

In the consensus control of the MEU, there are stability control and optimal
control, in which the communication networks are essential. When it comes with AI
methods, the stability control often includes the consensus of frequency and voltage,
and the power dispatch among energy units. The optimal control of energy internet is
to minimize energy cost or energy consumption by optimize power dispatch, where
AI methods are suitable for big data analysis with the growth of energy network.

In the application of game theory in MEU, especially in energy market, there are
three parts which are energy provider, energy allocation and energy customer. As
for energy provider, AI methods can be applied to assist the system to operate with
the most economic generation plan, which includes generation scheduling, and the
generation proportion of each provider. As for energy allocation, AI methods can be
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effective in solving the problems such as price forecast and price calculation. As for
energy customer, AI method can be utilized to design an optimal pricing strategy for
energy customers to be more benefit to choose from the main power grid or retail
electricity market from the renewable resources.
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Chapter 2
Cyber-Physical Energy Internet

Abstract With the development of information technology, there are many impor-
tant technology innovations in plenty of industries. The more innovations are used in
industry, the harderwe research information technology and traditional industry tech-
nology separately. So there is a new concept: Cyber-Physical Systemswhich are inte-
grations of computation and physical processes [1]. These systems always integrate
computer, communication and control technologies. As mentioned before, Energy
Internet borrows from features of the Internet [2]. Many key technology features of
Energy Internet are realized or will be realized by using Information Technology and
more andmore embedded computers have been designed into Energy Internet [3]. So
Energy Internet which integrates energy technology and information technology can
be seen as a complicated cyber-physical system. For the complicated cyber-physical
system, there are many research interests in the new field. In this chapter, we explore
some cyber-physical characteristics of Energy Internet mainly including the struc-
ture of cyber-physical energy internet, the relationship of the cyber resources and
physical resources and the cyber security and safety of Energy Internet. In these
characteristics, the security and safety of Energy Internet has attracted the attention
of researchers and engineers. As Energy Internet presents an increased dependency
on cyber resources whichmay be vulnerable to attack [4], the cyber-physical security
and safety have become a new hot issue and this issue may include but not limited to
the analysis of the influence of physical system by the cyber calculated attacks and
the influence of structure failures to the whole system. Here we mainly analyze one
of the calculated attacks for the some sub-system of Energy Internet.

2.1 Cyber-Physical Characteristics of Energy Internet

Energy Internet is a typical cyber-physical system, so Energy Internet has the com-
mon characteristics of the cyber-physical system and there are also some unique
characteristics because of the system complexity. This part mainly introduces the
structure of Cyber Physical Energy Internet which improves our understanding on
the system and these abstracted cyber and physical layers will provide us a topologi-
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cal technique which can be used to analyze the security and stability of the structure
under some failures and attacks. Then one of the cyber-physical characteristics of
Energy Internet has been analyzed: the cyber-physical resources co-regulation of
Energy Internet.

2.1.1 The Structure of Energy Internet—Cyber Layer
and Physical Layer

In Energy Internet, energy sources are important material basis of social develop-
ment, while reliable power supply is a crucial support for modern civilization [5].
Once the primary energy is being transformed into secondary energy in the form
of energy carriers, it will be delivered to various users through energy transmission
and distribution networks as end-use energy. The main type of energy carriers are
heat and electricity. So there are two main energy transmission networks in Energy
Internet, power grid and thermal grid.

In the two traditional networks, there exit some network characteristics because of
the feature of different energy carriers. And as the knowledge of these characteristics
has been deepened, some mathematical models with the constraint conditions has
been built. However, these models and conditions can only describe the widespread
characteristic of these networks. The real-time network state cannot be showed,
which may result in some system accidents with economic losses, casualties and
so on. However, this situation has been changed by the development of information
technology, sensor technology and so on. These technologies provide us the chance
to obtain the network state of the whole physical system. And it can be found that
as the existence of the constraint conditions of the physical system, only the needed
node data can be used to describe the state of the whole system. Through these data
and mathematical models, engineers can control and optimize the system by some
control and optimizationmethods.Herewe should note that for different control, such
as optimization methods, the different data and models are used, so it is common that
the redundancy data is always needed [6]. So in order to understand the structure of
cyber-physical systemmore clearly, we can divide the system into two layers—cyber
layer and physical layer, and analyze the two layers by the network abstraction of the
system. As for Energy Internet, the cyber layer and physical layer can also be built.

In Energy Internet, a hierarchical distributed structure in which all computers,
embedded computers and energy devices connect to each other by energy lines (such
as power line, natural gas pipeline) and telecommunication line would be applied.
So here physical devices are abstracted as the physical nodes, embedded computers
and computers with communication function are abstracted as the cyber nodes, the
energy lines are abstracted as the physical links and the telecommunication lines are
abstracted as the cyber links. The cyber-physical structure of Energy Internet are
shown as Fig. 2.1 in which the black part represents the physical system and the
blue part represents the cyber system. As the physical system of Energy Internet has
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been described earlier in the book, here we mainly illustrate the cyber part of Energy
Internet.

As shown in Fig. 2.1, the information model of Energy Internet can be divided
into two parts: measurement information flow part and control information flow
part. Both of the two parts, from the perspective of information flow, modules of
an information can be divided into four categories: (1) data-transmission; (2) data-
processing (3) data-bus; and (4) data-storage modules.

Data-transmission can be defined as data exchange between different cyber
units without any changes of data. It is a one-to-one mapping of data between
different units.

Data-processing can be defined as the data transform. This transformation can be
the changes of data format and the translation of various processes, such as square.

During the operation of Energy Internet, somemodules’ output datawill be assem-
bled together and then be inputted to some other modules. This multi-input and
multi-output unit can be modeled as data-bus, in such a way as to include traditional
data gathering and command issuing. Usually the above three categories of modules
are not independent.

Data storage takes place in every specific device, such as Energy Router. There
are two functions in this module: (1) storing the data which is important to local
control or is redundant for the next data processing in the upper or lower cyber units;
(2) assembling the data from all the redundant data in this specific device nodes and
abandoning them.

Through these cyber nodes and links, we can build the topology structure of
cyber network by matrix functions. These cyber matrix functions can be integrated
with physical matrix functions which are built by the abstraction of physical system
(the related method will be represented in the following chapters). These integration
matrix functions can analyze the influence by the failures and attacks of Energy
Internet, one of the concrete methods can refer to [7, 8].

2.1.2 The Cyber-Physical Characteristics

In Energy Internet, there are many cyber-physical characteristics should be studied.
Here we mainly talk about one important characteristic: the efficiency of both cyber
resources and physical resources. With the development of information technology
and computing technology, it has become imperative for any resource scheduler to
be aware of if, and when, it can scale back resources devoted to reasoning about
the physical system and still maintain good quality of control and optimization [9].
For the complicated Energy Internet, there exist not only the complicated embedded
smart energy devices, but also the complex control and optimization algorithms
depending on the communication technology. The former one is about one specific
energy device which is a under controlled smart device in Energy Internet and the
latter one is about a whole system regardless of the size in Energy Internet. However,
when we talk about the co-regulation of cyber resources and physical resources, the
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Fig. 2.2 Operation regulation

focus is always put on the cyber-physical resources co-regulation of the system and
one of the commonmethods is event-triggeredmethod. The cyber-physical resources
co-regulation of the specific energy device receives little attention. In this part, we
firstly talk about the cyber-physical resources co-regulation of the specific energy
device before the event-triggered method is talked about.

A. The Cyber-Physical Resources Co-regulation

Here we talk about the abstraction of cyber resources of one device. For control
system of the device, when a sample is completed, the control method will be asked
and completed [10]. And computation and time complexity of a control math method
is always same in the smart processors [11]. So the cyber resources utilization of a
control system are related with the sampling frequency. And in the same time, the
higher sampling frequency of one control function or task, the more utilization of
cyber resources [12].

In a DG system, the cyber system becomes the gateway for virtually all aspects of
the system. Control actuation inputs and control method computing, data collection,
communication, voltage and frequency management, and island detection are poten-
tially all being done simultaneously. Here the concept of task λ is used to explain
how the control functions are operated in DSP. In Fig. 2.2, λ1 is a cycle control task.
From begin with a task until the next time it is been recalled again, it is held for Tλ1

seconds, which is the period of task λ1 and Tλ1 is defined as the control task period.
The basic time can be seen as the clock period, in which DSP just completed one of
the most basic action. λ1 always contains many clock periods when the DSP is oper-
ating. When DG system is being controlled, some control tasks are cyclical repeated,
and there are subtasks in these control tasks. These tasks are always being departed
into higher priority tasks and soft real-time tasks. In the reason that alternating cur-
rent is the current whose direction changes periodically in the grid and the PWM
modulating is normally used, the tasks in microchips in the grid-connected inverter
are usually processed periodically and some of them usually share one cycle, which
can be done successively. Meanwhile in control cycle, for preemptive scheduling,the
only thing we know is that λ1 is completed in Tλ1 . And we can hardly know precisely
when the task is executed. For each of the microchip, it can only execute one task at a
time. And since the computing resources in microchips are finite, it is important for
computer engineers to provide hard timing guarantees particularly for safety-critical
physical system controllers with best-effort execution of soft real-time tasks.
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Here the cyber executing rate of a task is introduced from [12], which can be
represented symbolically by λ.

xc(λ) � fλt − n(t) (2.1)

where fλ � 1
/
Tλ is the task executing frequency and Tλ the task period from the

end time of this task to the begin of the next same task, xc(λ) is cyber executing rate
ranging from 0 to 1. n(t) is the cycle task count, n(t)Tλ ≤ t ≤ (n(t) + 1)Tλ. And it
implies that ẋc(λ) � fλ.

Then the cyber resources model can be built ẋc(λ) � [0]xc(λ) + [1] fλ and can
be combined with the physical model (mainly be built under the control methods).
Through the whole model and the method of optimal control, the cyber-physical
resources co-regulation can be realized. Here a gird-connected inverter in a dis-
tributed generation system is used as an example.

In Energy Internet, for the reason that the voltage and frequency fluctuation of grid
and the random output of distributed generation, synchronization control of inverter
is always a challenge. There are three reasons for the inverter to adjust its output: to
maximize energy harvesting, communication with other inverter, or scientific data
acquisition in general. The inverter control strategy must be planned and carried
out within narrow time constraints, and it is critical that controllers be capable of
rejecting disturbances to achieve these goals. For inverter in Energy Internet, there
are also many other tasks such as communication with other inverter and with the
development of smart grid, there will be more other tasks for inverter to handle. All
these tasks are completed in the one intelligent chip in inverter control system. In
order to complete all the task in desired time, the main function of inverter control
system can be accomplished by using smaller cyber resources under the same or
better control performance is wanted. As mentioned before, in the reason that the
power fluctuations and changes in weather, fixed sampling frequency maybe let this
fluctuations to the reference of the output, this is not what we want. So we assume
that the intelligent chip in inverter is running a real-time operating system capable of
dynamically adjusting the period of the control tasks as long as the control tasks are
not running or in an interrupted state. Before the cyber control method is talked to
keep away from these fluctuations and changes, inverter under cyber-physical system
should be modeled considering the control method of physical system. Though the
study of inverter, the main control method can be seen as a change to the state
equation, not the input variables but also the state coefficient matrix. It is easy known
that the state equation remains the same during each sampling period, and after a
sampling period, the state equation will update based on the control method and the
sampling value of physical system. So the cyber-physical system is studied, it should
be modeled considering the influence of sampling and control method. After the
control system can dynamically adjust the period of the control tasks, considering
that the computing complexity of each control task is fixed for the designed method,
we can easy to understand that if the sampling frequency is reduced, the cyber
resource utilization will be reduced.
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For the gird-connected inverter, the two control parts are the model of inverter and
DC/DC converter. The physical model with boost circuit and single phase inverter is
analyzed as example.

(1) Single-phase Inverter Model

The conventional model of single-phase inverter is given

⎧
⎪⎪⎨

⎪⎪⎩

L1 i̇L1 � uinv − uC1 − iC1RC1

L2 i̇L2 � uC1 + iC1R − ug

C1u̇C1 � iC1

(2.2)

where iC1 � iL1 − iL2 .
The PWM voltage inverter can be seen as an amplifying element, and if the

amplitude of triangular carrier wave is Utri , the transfer function of inverter bridge
KPWM � Udc

/
Utri . And formulation (2.2) can be rewritten as follow:
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Here let xi � [
iL1 , iL2 , uC1

]
. Then formulation (2.3) can be rewritten

ẋi � Ai xi + Bi_1um + Bi_2ug (2.4)

In which, ug is the perturbation vector. In current control of grid-inverter, the voltage
distortion exciting in the grid maybe break the stability of the physical system,
so the controller with feedforward grid voltage compensator is used to eliminate
some bad influence. Considering capacitances and inductances in inverter, the gain
of compensator is usually set as the reciprocal of KPWM , i.e. W f � 1

/
KPWM .

After feedforward voltage compensator, the model of single-phase inverter can be
simplified as

ẋi � Ai xi + Bi−1ui (2.5)

For VSIs, the current output usually follows the grid voltage, which means the phase
of grid voltage is the reference of the phase of iL2−re f . The input ui is changed after
one control period.
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(2) DC/DC Converter Model

The boost current is used to analyze the physical model. For boost current, there are
two operation modes: IGBT turn-on mode and IGBT turn off mode.

When IGBT turns on, the model of boost current can be shown as follow:
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(2.6)

where R is the equivalent resistance of the after current.
When IGBT turns off, the model of boost current can be shown as follow:
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As mentioned before, in gird-connected inverter, the first control part changes the
duty ratio value of IGBT and then the voltage output of DC bus can be adjusted.
If we assume the duty ratio of current control cycle is Dk ,then the model of boost
converter as follows:
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Here let xb � [
iL1 , uC1 , uC2

]
. Then formulation (2.8) can be rewritten

ẋb � Ab(Dk)xb + Bb(Dk)ub (2.9)

In this part, the state coefficient matrix Ab(Dk) and Bb(Dk) is changed after one
control period.
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(3) Cyber-Physical Model of gird-connected inverter

In gird-connected inverter, there are two main physical models and for each of them,
there is a control task period i.e. the cyber state variable. Considering one control
period of gird-connected inverter, the continuous state equation can be shown as
follows:
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ẋλ_b

⎤

⎥⎥
⎥
⎦

�

⎡

⎢⎢
⎢
⎣

Ai

Ab(Dk)

0
0

⎤

⎥⎥
⎥
⎦

⎡

⎢⎢
⎢
⎣

xi

xb

xλ_i

xλ_b

⎤

⎥⎥
⎥
⎦
+

⎡

⎢⎢
⎢
⎣

Bi−1

Bb(Dk)

1
1

⎤

⎥⎥
⎥
⎦

⎡

⎢⎢
⎢
⎣

ui

ub
uλ_i

uλ_b

⎤

⎥⎥
⎥
⎦

(2.10)

where xλ_i represents the inverter control task and uλ_i is the frequency of it, xλ_b

represents the MPPT control task and uλ_b is the frequency of it.
The synchronization control with the grid of the inverters is a classic CPS chal-

lenge because of the power quality requirements. For better quality, there are more
functions must be finished on time in gird-connected inverter control system, such
as complex control algorithm, elaborate data processing, communication with other
systems. Considering the main cyber resource is been used to finish the complex
control algorithm for the MPPT and grid-connected control, whether some cyber
resource utilizations can be reduced with same or keep the cyber resource utiliza-
tion with better control quality by changing the control frequency in gird-connected
inverter. As mentioned before, for the exiting grid voltage distortion and a random
change in theweather, the two control frequencies can be adjusted dynamically based
on the performance of each control quality to reduce or keep some cyber utilization.
How to build a cyber control law in gird-connected inverter is analyzed. Before it, the
discrete model of gird-connected inverter is first analyzed, for the real-time operating
system capable of dynamically adjusting the period of the control tasks as long as
the control tasks are not running or in an interrupted state.

(4) Discrete gird-connected inverter Model

With the development of information and embedded technology, an inverter under
control is a hybrid system. It is to say that under a sampling or switching period, the
state variables of the inverter are continuous dynamics and control commands stay the
same. And at the point of next period arriving, the state variables are also continuous
dynamics, but the control commands “jump”,whichmake the state equations change.
So after digital controlling, the physical model of an inverter become discrete. And
for a given sampling period, the discrete inverter model of the inverter can be written.
Here the discrete inverter model under a given period is given.

The model of gird-connected inverter is discrete. The two models of gird-
connected inverter can be seen as linear time invariant system in each period. And
the coefficient matrix for each period can be captured. So after a zero-order held, the
physical system can be written as
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And Gb(k) � eAb(Dk )Tλ_b(k), Gi (k) � eAi Tλ_i (k), Hb(k) � ∫ Tλ_b

0 eAb(Dk )ηdηBb(Dk) and

H i (k) � ∫ Tλ_i

0 eAiηdηBi . From the equation the coefficient matrix is based on task
period T . And xλ_i (k) � 1

/
T

λ_i (k),xλ_b(k) � 1
/
T

λ_b(k). After this, we can design
the cyber control law uλ_i (k) and uλ_b(k) of gird-connected inverter.

(5) Cyber Control Law

In order to design a control law for the cyber inverter model, which consider the
influence of the voltage distortion in grid, the dependence between the cyber and
physical systems should be considered. The gird-connected inverter control system
focuses on the MPPT and the flowing with the grid voltage. Therefore, in order
to guarantee the performance of physical system, the cyber system control law is
designed based on the physical states trajectory. As mentioned before, there are
two cyber state variables in the inverter: the cyber state variable of MPPT xλ_b and
the cyber state variable of the grid-connected control strategy xλ_i . And the two
cyber state variables usually influence each other. So this influence should also be
considered when the cyber system control law is designed. We assume the form of
cyber control law as follows:

uλ(k) � Gλp
(
xp(k) − xp,r (k − 1)

) − Gλ

(
xλ(k) − xλ,r

)
, (2.12)

where Gλp is the physical-cyber gain matrix, Gλ is the cyber gain matrix, xλ,r is
the cyber system reference trajectory, xλ(k) is the sampling frequency at k moment.
For giving detail cyber control law of inverter, these parameters should be set up in
(2.12).

Here we first analyze the situation that the low grid voltage distortion and the
same weather. the cyber system reference trajectories are analyzed, i.e. the desired
sampling rate for λ_i and λ_b. Before choosing the desired sampling, the bounds of
the sampling rate for an inverter should be analyzed.

We should notice that in the common control method the sampling frequency is
usually been set the sameas the switching frequencyof IGBTor higher. This sampling
frequency satisfy theRremann sampling and can hardly influence the control stability
of inverter. And the arithmetic speed of CPU in DSP can be 1 GHz. So considering
the cyber resources of DSP and the stability of physical system, there should be upper
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and lower bounds for sampling rate. For our inverter, we specify 10 times switching
frequency as the upper bound, and switching frequency as the lower bound, both for
λ_i and λ_b.

xc_λ,max � 10 ∗ fsw
xc_λ,min � fsw (2.13)

Then we analyze the physical-cyber gainGλp. In this cyber control law, the cyber
system can adjust the sampling rate according the performance of physical system
is wanted. For MPPT control part, the deviation value between the twice before and
after sampling should be estimated. So when there exits the deviation, the sampling
frequency should be increased. And for inverter control, if it exits the deviation
between the output and reference, the sampling frequency should be also increased.
So we can have that

Gλ_i p �
{
gλ_i p,i , i f x p,i (k) − xp,i,r ≥ 0

−gλ_i p,i , i f x p,i (k) − xp,i,r < 0
(2.14)

Gλ_bp �
{
gλ_bp,i , i f Pλ_b(k + 1) − Pλ_b(k) ≥ 0

−gλ_bp,i , i f Pλ_b(k + 1) − Pλ_b(k) < 0
(2.15)

Last, we analyze the cyber gainmatrixGλ. In a task, when the sampling frequency
is greater than the reference frequency, the sampling frequency should be decrease.
When the sampling frequency is less than the reference frequency, the sampling
frequency should be increased. So gλ,i i > 0. In DG system, that the cyber resource
utilization in MPPT and inverter control are confirmed to leave some resource to
other functions is wanted. So the control precision of the two control parts is a
reciprocal process. That is to say, when the sampling frequency of MPPT is higher
than the reference sampling frequency, the sampling frequency of inverter control
certain degree should be improved. When the sampling frequency of MPPT is lower
than the reference sampling frequency, the sampling frequency of inverter control
certain degree is decreased. On the other hand, the versa. So gλ_i j < 0. So the cyber
control law can be written as follow:

[
uλ_i (k)

uλ_b(k)

]

�
[
Gλ_i p

Gλ_bp

][
xp,i (k) − xp,i,r

Pλ_b(k + 1) − Pλ_b(k)

]

− Gλ

[
xλ_i (k) − xλ_i,r

xλ_b(k) − xλ_b,r

]

(2.16)

Now we consider the grid voltage distortion and the change weather. The grid
voltage distortion usually appears and considers the influence to DG system, that if
the sampling frequency can be decreased i.e. the control frequency of inverter when
the grid voltage distortion is allowedwithin the scope ofDGsystem tofilter out part of
the power grid voltage distortion is hoped. (Abnormal fluctuations trigger DG system
to cut itself from grid.) When the grid normally operating, the sampling frequency
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should be increased to make the DG system follow the grid quickly. Meanwhile,
the environment of DG system is unstable for quickly MPPT, whether the reference
control frequency of MPPT control can be increased?When DG system is running at
the MPP, decreasing the sampling frequency considering the stability of the system
is being hoped.

As mentioned before, one of purposes in this section is to make the cyber resource
utilization remain same for inverter and MPPT control parts. So when the inverter
sampling reference frequency is decreased, the MPPT sampling reference frequency
can be increased or kept. And on normal operation of grid, the inverter control is
increased and the MPPT sampling reference frequency is decreased for interconnec-
tion with grid with accuracy and speed.

For this purpose, a judging criterion for information control law is added. Accord-
ing this, the sampling reference frequency is changed for both MPPT and inverter
control of cyber control law to realize our purpose. The characteristics of the two
levels of control should be considered for this criterion.

For inverter control, considering the voltage stabilization, there is an ideal voltage
value for each bus in the grid. When we connect the inverter of DG system to the
grid, we should also test the voltage value of buses. So a threshold value is chosen
related to it as the judging criteria of reference frequency of inverter control.

ε � αUm ∗ f

fsw
, (2.17)

where α > 1 is the coefficient of the threshold value and it can be chosen by the
current grid operation condition. For cyber control law, the difference between twice
sampling value of grid voltage is judged with the threshold value ε. If the difference
is over ε, the reference frequency of inverter control is decreased. And on the other
side, the reference frequency is increased or kept. Sometimes it can be decreased for
special situation.

For MPPT control method, difference between twice computing output power of
gird-connected inverter should be judged to give the reference value of output voltage
of it. If the difference is big, we consider there is not the MPP of DG system and
the environment outside is changing. Here a threshold value ε1 is given of it, if the
difference is bigger than ε1, the reference frequency of MPPT should be increased.
And if the difference is smaller than ε1, the reference frequency of MPPT should be
decreased or kept. Sometimes it can be decreased for special situation.

Considering there are two control parts for smart processors, when requiring cyber
resources of the conflicting two control parts, it should be dealt with though strong
conditions to judge. The strong conditions contain: (1) the difference between twice
sampling value of grid voltage is over ε; (2) difference between twice computing
output power of DG s bigger than ε1.

After the analysis, the reference sampling frequency of the two control parts can
be as follow (Table 2.1):
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Table 2.1 Step of �xc_λ1 ,�xc_λ2
|P(k) − P(k + 1)| > ε1 |P(k) − P(k + 1)| ≤ ε1

|Uk −Uk+1| > ε2 �xc_λ1 < 0,�xc_λ2 > 0 �xc_λ1 < 0,�xc_λ2 > 0

|Uk −Uk+1| ≤ ε2 �xc_λ1 < 0,�xc_λ2 > 0 �xc_λ1 ≥ 0,�xc_λ2 ≤ 0

xc_λ1,rk � xc_λ1,rk + �xc_λ1

xc_λ2,rk � xc_λ2,rk + �xc_λ2 (2.18)

B. Event-Triggered Update Strategy

Event-triggered update strategy has been proposed to balance the communication
resources and control performance of a whole system. This strategy can determine
the update moment based on the system status, and the unnecessary update moments
can be avoided, which is a general phenomenon in periodic update strategy. Here we
use a microgrid under distributed cooperative control methods which is common in
Energy Internet to analyze the event-triggered update strategy.

For DGs in microgrids, in order to realize the reactive power sharing, the update
conditions of event-triggered strategy should not only based on the status of itself,
but also the status from its neighbors. When the event-triggered update strategy is
designed, the stability and consensus of the microgrid can be realized. However,
some kinds of event-triggered mechanisms which are not properly designed, the
Zeno phenomenon may happen. That is to say, the system may have an infinite num-
ber of sampling instants in finite time. In this section, we will design a periodic
event-triggered update strategy in which a properly designed time interval is added
for the mircogrid motivated by [13]. In this event-triggered update strategy, the Zeno
phenomenon can be avoided since the designed time interval exists. The distributed
cooperative control methods have been introduced to solve the accurate power shar-
ing, voltage and frequency restoration and so on. In this way, the performance of
microgrids can be improved.

The structure of the microgrid system with accurate reactive power sharing is
shown in Fig. 2.3. The strategy consists of two control levels. The primary level
consists of the inner control loop and the droop control of inverters, which can
regulate the output voltage of each DG at an acceptance range of the rated frequency
and amplitude for small load variation. As the large loads variations are always
expected when the system is under isolation and the impedance of each line from
DGs to loads is alwaysmismatched, existingQ-Vdroop controllers can hardly realize
the accurate reactive sharing. This may cause a large-scale current circulation and
the stability and reliability of the system may be broken. Here from reference [14,
15], we assume that the load is relatively close to the DG1. And when the load
reactive power increases at some point, the output reactive power of DG1 increases
sharply to satisfy the load change, and the reactive power of the other DGs increase
marginally since they are located further away from the load. During this process, if
the voltage of the DG1 drops down to the minimum value, the DG1 will take place
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Fig. 2.3 The structure of the microgrid system

in overloading protection and activates the ac load shedding system. Thus, it is of
great significance for multi-DGs to realize the reactive power sharing accurately in
real time. So the secondary level is proposed to ensure the accurate reactive power
sharing through the distributed controllers with the introduced virtual impedance.

A. Droop Controllers and Distributed Consensus Controllers

When two or more DGs are connected, droop controllers are used for the voltage
regulation which can be expressed as

Vi � V d
i − mi

(
Qi − Qd

i

)
, (2.19)

where Vi and V d
i represent the amplitude and the desired amplitude of DGi output

voltage, respectively; mi is the Q-V droop coefficient of DGi ; Qi and Qd
i represent

the output and desired reactive powers of DGi , respectively. As mentioned before,
though the Q-V droop control method is proposed to share the reactive power among
DGs, it suffers from poor results if the line impedance is taken into consideration. It
will cause the current circulation among DGs and limit the maximum output power
of them.

So the secondary control level has been proposed based on adaptive virtual
impedance and distributed consensus controlmethod to accurate reactive power shar-
ing [16, 17]. For the distributed consensus method in the secondary control level,
digraph should be used to introduce the structure of the microgrid. The DGs and their
inverters are usually numbered by a set of nodes, denoted by V � {1, 2, . . . , N },
which means that there are N DGs in this microgrid.
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For themicrogrid, the communication networkmodel of themicrogrid is captured
by a communication digraph G � {V,E, A}, which consists of the node set V, a
communication edge set E ⊂ V × V and the associated adjacency matrix A �(
ai j

)
N×N . If there exists a communication link between node i and node j, denoted

by (i, j) ∈ E, nodes i and j are called as communication neighbors. The set of
neighbors of agent i is denoted as Ni � { j ∈ V|(i, j) ∈ E}. For adjacency matrix A,
ai j is the weight of edge (i, j) ∈ E with

ai j �
{
1, i f j ∈ Ni

0, otherwise
. (2.20)

The Laplacian matrix of the digraph G is defined as L � D − A, where D �
diag{di }with di � ∑

j∈Ni
ai j .We should note that if there is a root nodewith a direct

path from that node to every other node, a digraph contains a directed spanning tree
in the graph. Then the whole system of the secondary control level can be written as

Q̇
∧
(t) � uQ(t), (2.21)

uQ(t) � −CqQ(t), (2.22)

qQ � L Q∧, (2.23)

where the variables are defined as Q∧ �
[
m1Q1 m2Q2 · · · mN QN

]T
,

uQ �
[
uQ1 uQ2 · · · uQN

]T
, qQ �

[
qQ1 qQ2 · · · qQN

]T
, in which qQi (t) �

∑

j∈Ni

ai j
(
Q∧

i (t) − Q∧
j (t)

)
reflects the local neighbor reactive power sharing error,

and C is the coupling gain. And to adapt the virtual impedance correction term δQi ,
a proportional integral (PI) controller Di (s) has been introduced with the reactive
power mismatch shown as following

δQi � Di (s)uQi , (2.24)

where uQi is the reactive power controller at DGi . To keep the system stable, we
should establish the relationship between qQi and δQi though the coupling gain and
the PI control gain, which can be designed and chosen by the theory on optimal and
nonlinear control [19]. In the distributed control approach, a monitor is needed for
each inverter to monitor the reactive power flow Qi (t) of itself and a data receiver is
needed to receive its neighbors’ information of the reactive power flow Q j (t).

When the method and other similar methods have been achieved, DGs are usually
considered as agents. They can exchange state information with neighboring DGs
through the communication network of microgrids.

As the communication over the information network is packet-based, the mea-
surements of neighbors’ reactive power flow are transmitted at discrete instants. As
the input of control system must be continuous, the zero-order holder fashion is
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always used between updates of the information. Then the controller uQi is shown
as

ui (t) � −C
∑

j∈Ni

ai j
(
Q∧

i

(
t ik

) − Q∧
j

(
t jk

))
, t ∈ [

t ik, t
i
k+1

)
, (2.25)

where t ik is the desired update time instant for DGi with k ∈ N.
Typically, the communication between DGs is packet-based. It means that the

state information of DG-agents can only be transmitted at discrete instants. In the
controller (2.25), the reactive power at each DG is measured and coupled with the
Q-V droop coefficient and then transmitted to its neighboring DG at some time
instants denoted by

0 ≤ t i0 < t i1 < · · · < t ik, k ∈ N. (2.26)

Hence at each transmission instant t ik , the value of Q
∧
i is updated until the next

transmission instant t ik+1.
Here we consider the distributed consensus controllers to realize the accurate

reactive power sharing:

Q̇∧
i (t) � ui (t), (2.27)

where Q∧
i � ni Qi . It is easy to know that at steady state, DGi and DG j share their

reactive powers proportionally if equation

lim
t→∞

∥
∥Q∧

i (t) − Q∧
j (t)

∥
∥ � 0, i, j � 1, 2, · · · , N (2.28)

holds. From the distributed consensus control perspectives, this implies that all Q∧
i

achieve consensus as time goes to infinity.
In order to realize the accurate reactive power sharing, the control law for each

DG based on discrete states is proposed as

ui (t) � −C
∑

j∈Ni

ai j
(
Q∧

i

(
t ik

) − Q∧
j

(
t ik

))
, t ∈ [

t ik, t
i
k+1

)
, (2.29)

where C is the coupling gain, ai j are the elements which reflect connected condition
change of DGs in the adjacency matrix and t ik represents the latest event-triggered
instant of DGi . Here it should be noticed that we choose this control law rather

than ui (t) � −C
∑

j∈Ni

ai j
(
Q∧

i

(
t ik

) − Q∧
j

(
t ik ′(t)

))
,where k ′(t) � arg min

l∈N:t≥t jl

{
t − t jl

}
,

because in this control law the update of controller and the triggering times of anyDG
are independent of triggering time instants of other DGs [18]. In order to design the
update strategy, the measurement error eQi (t) � Q∧

i

(
t ik

)−Q∧
i (t), i � 1, 2, . . . , N

of each DG should be used, which represents the error between the value of the
measurement at the last successful control update and the value of the measurement
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at the current time. To determine the event triggering time instants
{
t i0, t

i
1, . . . , t

i
k, . . .

}

for DGi , the triggering condition can be developed, usually as the follow

t Qi
k+1 � min

{
t > t Qi

k

∣∣
∣
(∥∥eQi (t)

∥∥ − σi

∥∥qQi (t)
∥∥ ≤ 0

)}
. (2.30)

In this strategy, the Zeno phenomenon may happen. To avoid it, here we introduce
a periodic event-triggered mechanism

t Qi
k+1 � min

{
t > t Qi

k + hi
∣∣∣
(∥∥eQi (t)

∥∥ − σi

∥∥qQi (t)
∥∥ ≤ 0

)}
, (2.31)

where σi ∈ R>0 is the suitable design parameters and hi ∈ R>0 is a constant waiting
time, where the inter-event times is not less than hi . With the suitable parameter, the
stability of each DG will not be destroyed and the consensus can be achieved.

Let φi (t) � Q∧
i (t) − Q∧

1 (t), i � 1, 2, . . . , N , then for i � 1 φ1(t) �
Q∧

1 (t) − Q∧
1 (t) � 0 which is used in the following proof o. Denote φ(t) �

(
φT
1 (t), φT

2 (t), . . . , φT
N (t)

)T
. For i � 2, 3, . . . , N , from (2.28) the system can realize

consensus if lim
t→∞‖φi (t)‖ � 0. Notice that

φ̇i (t) � ui (t) − u1(t) i � 2, 3, . . . , N . (2.32)

Then we have

φ̇i (t) � −C
∑

j∈Ni

ai jφi (t) + C

⎛

⎝
Ni∑

j�2

ai j −
Ni∑

j�2

a1 j

⎞

⎠φ j (t)

+ (1 − χ(t))

⎛

⎝C
∑

j∈Ni

ai j

∫ t

t−τ(t)
φ̇i (t)dt − C

⎛

⎝
Ni∑

j�2

ai j −
Ni∑

j�2

a1 j

⎞

⎠
∫ t

t−τ(t)
φ̇ j (t)dt

⎞

⎠

+ χ(t)

⎛

⎝C

⎛

⎝
Ni∑

j�2

ai j −
Ni∑

j�2

a1 j

⎞

⎠e j (t) + C
∑

j∈N1

a1 j e1(t) + Cai1e1(t) − C
∑

j∈Ni

ai j ei (t)

⎞

⎠.

(2.33)

where χ(t) �
{
0, t ∈ [sk, sk + h)

1, t ∈ [sk + h, sk+1)
, τ(t) � t− t ik ≤ h, t ∈ [

sik, s
i
k + h

)
, eQi (t) �

Q∧
i

(
t ik

) − Q∧
i (t), t ∈ [sk + h, sk+1). Denote φ̄(t) � (

φT
2 (t), φT

3 (t), . . . , φT
N (t)

)T
,

ē(t) � (
eT2 (t), eT3 (t), . . . , eTN (t)

)T
, and ē1(t) � (

eT1 (t), eT1 (t), . . . , eT1 (t)
)T
.

Thus, the compact form of (2.33) is

˙̄
φ(t) � −H ⊗ Cφ̄(t) + (1 − χ(t)) ⊗ H ⊗ C

∫ t

t−τ(t)

˙̄
φ(s)ds + χ(t) ⊗ (D1 ⊗ C ē1(t) − H ⊗ C ē(t)),

(2.34)
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where

H �

⎡

⎢⎢
⎢⎢⎢⎢⎢⎢
⎢⎢
⎣

∑

j∈N2

a2 j + a12 −a23 + a13 · · · −a2N + a1N

−a32 + a12
∑

j∈N3

a3 j + a13 · · · −a3N + a1N

...
...

. . .
...

−aN2 + a12 −aN3 + a12 · · · ∑

j∈NN

aN j + a1N

⎤

⎥⎥
⎥⎥⎥⎥⎥⎥
⎥⎥
⎦

, and D1

� diag {d1 + a21, d1 + a31, . . . , d1 + aN1} .

Then the consensus analysis of the accurate reactive power sharing control system
has been transferred to the asymptotic stability of system (2.34).

B. Control Update Policy and Consensus Analysis

For the consensus controller, we can choose the coupling gain C that makes all the
eigenvalues of −H ⊗ C are in the open left half plane by the linear system theory
[19]. Then there exist constants γ1 > 0 such that

∥∥e−H⊗C(t−t0)
∥∥ ≤ e−γ1(t−t0), t ≥ t0. (2.35)

And we denote that k1 :� ‖(−H ⊗ C)‖, k2 :� ‖D1 ⊗ C‖ and
k3 :� max{‖(−H ⊗ C)‖, ‖D1 ⊗ C‖}, N̄ � max{Ni }, σmax � max{σi },
b1 � σmax

√
2
(
N̄ +

√
N

√
N̄

)/(
1 − σmax N̄ − σmax

√
N

√
N̄

)
in the following

analysis.

Theorem 1 Consider the reactive power sharing consensus controller system com-
posed of (2.21) and (2.22) and control input (2.29), where all the eigenvalues of
−H⊗C have negative real parts. For the periodic event-triggeredmechanism (2.31),
the consensus can be achieved for all t ∈ R≥0, with σi such that

σmax ≤ γ1(√
2k3 + γ1

)(
N̄ +

√
N

√
N̄

) . (2.36)

And then it exits λ ∈ (0, γ1), which satisfies that
k21e

λh(eλh−1)
λ(γ1−λ)

< 1 and k3b1
γ1−λ

< 1.

Proof (1) When χ(t) � 0 and t ∈ [
sik + hi , sik+1

)
, the system can be rewritten as

˙̄
φ(t) � −H ⊗ Cφ̄(t) + (D1 ⊗ C ē1(t) − H ⊗ C ē(t)). (2.37)

Using the variation of parameter formula, (2.37) can be rewritten as
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φ̄(t) � e(−H⊗C)(t−t ik)φ̄
(
t ik

)
+

∫ t

t ik

e(−H⊗C)(t−s)(−H ⊗ C ē(s) + +D1 ⊗ C ē1(s))ds.

(2.38)

Recalling (2.35), then

∥
∥φ̄(t)

∥
∥ ≤ e−γ1(t−t ik)

∥
∥φ̄

(
t ik

)∥∥ +
∫ t

t ik

e−γ1(t−s)(k1‖ē(s)‖ + k2‖ē1(s)‖)ds, (2.39)

Notice that for DGi , there exists that

h
(
eQi (t), qQi (t)

) � ∥∥eQi (t)
∥∥ − σi

∥∥qQi (t)
∥∥ ≤ 0, (2.40)

so we have that

∥∥eQi (t)
∥∥ ≤ σi

∥∥∥∥
∥∥

∑

j∈Ni

ai j
(
Q∧

i

(
t ik

) − Q∧
j

(
t ik

))
∥∥∥∥
∥∥

≤ σi

∥∥∥∥∥
∥

∑

j∈Ni

ai jφi (t) +
∑

j∈Ni

ai j eQi (t) −
Ni∑

j�2

ai jφ j (t) −
∑

j∈Ni

ai j eQ j (t)

∥∥∥∥∥
∥

≤ σi Ni‖φi (t)‖ + σi Ni

∥∥eQi (t)
∥∥ + σi

√
Ni‖φ(t)‖ + σi

√
Ni

∥∥eQ(t)
∥∥.

(2.41)

Accumulate (2.41) from i � 1 to N , then

N∑

i �1

∥∥eQi (t)
∥∥

≤ √
N

∥∥eQ (t)
∥∥

≤ σmax
(√

N N̄ ‖φ (t)‖ +
√
N N̄

∥∥eQ (t)
∥∥ + N

√
N̄ ‖φ (t)‖ + N

√
N̄

∥∥eQ (t)
∥∥
)

(2.42)

As φ1(t) � 0 has held true for anytime, one can have that
∥
∥φ̄(t)

∥
∥ � ‖φ(t)‖, then

(2.42) can rewrite as follows
(
1 − σmax N̄ − σmax

√
N

√
N̄

)∥∥eQ(t)
∥∥ ≤ σmax

(
N̄ +

√
N

√
N̄

)∥∥φ̄(t)
∥∥. (2.43)

As ē(t) � (
eT2 (t), eT3 (t), . . . , eTN (t)

)T
and ē1(t) � (

eT1 (t), eT1 (t), . . . , eT1 (t)
)T
,

then

‖ē(t)‖ + ‖ē1(t)‖ ≤ √
2
∥∥eQ(t)

∥∥ ≤ b1
∥∥φ̄(t)

∥∥ (2.44)
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Then we have that

k1‖ē(s)‖ + k2‖ē1(s)‖ ≤ k3(‖ē(s)‖ + ‖ē1(s)‖) ≤ k3
∥
∥eQ(t)

∥
∥ (2.45)

Substituting (2.45) into (2.39)

∥∥φ̄(t)
∥∥ ≤ e−γ1(t−t ik)

∥∥φ̄
(
t ik

)∥∥ + k3b1

∫ t

t ik

e−γ1(t−s)
∥∥φ̄(s)

∥∥ds. (2.46)

Then we will prove that

‖φ(t)‖ < e−λ(t−t ik)
∥∥φ

(
t ik

)∥∥ :� v(t), t > t ik, (2.47)

where t > t0, λ ∈ (0, γ1), and satisfies that k3b1
γ1−λ

< 1‖φ(t)‖ ≤ e−λ(t−t ik)
∥∥φ

(
t ik

)∥∥,

t ≥ t ik,
˙̄
φ(t) � −H ⊗ Cφ̄(t) +H ⊗ C

∫ t
t−τ(t)

˙̄
φ(s)ds.

If (2.47) does not hold, there must exist a t∗ > t ik for
∥∥φ∗(t)

∥∥ � v(t∗) and
‖φ(t∗)‖ < v(t∗) for t < t∗. Then by (2.46), we have

v
(
t∗

) � ∥
∥φ

(
t∗

)∥∥ < e−γ1(t∗−t ik)
∥
∥φ

(
t ik

)∥∥ + k3b1
∥
∥φ

(
t ik

)∥∥
∫ t

t ik

e−γ1(t∗−s)−λ(s−t0)ds

� ∥∥φ
(
t ik

)∥∥
(
e−γ1(t∗−t ik) +

k3b1
γ1 − λ

(
e−λ(t∗−t ik) − eγ1(t∗−t ik)

))
. (2.48)

As σmax ≤ γ1

(
√
2k3+γ1)

(
N̄+

√
N

√
N̄

) , we have that 1 − k3b1
γ1−λ

> 0 and there exits that

v
(
t∗

)
< e−λ(t∗−t ik)

∥∥φ
(
t ik

)∥∥ � v
(
t∗

)
. (2.49)

The contradiction shows that (2.48) is valid, and when t � t ik , we have that∥∥φ
(
t ik

)∥∥ < e−λ(t ik−t ik)
∥∥φ

(
t ik

)∥∥ � ∥∥φ
(
t ik

)∥∥, then one has

‖φ(t)‖ ≤ e−λ(t−t ik)
∥∥φ

(
t ik

)∥∥, t ≥ t ik, (2.50)

(2) When χ(t) � 1 and t ∈ [
sik, s

i
k + hi

)
, the system can be rewritten as

˙̄
φ(t) � −H ⊗ Cφ̄(t) + H ⊗ C

∫ t

t−τ(t)

˙̄
φ(s)ds, (2.51)

By the Newton-Leibnitz formula, ˙̄
φ(t) � −H ⊗ Cφ̄(t − τ(t)), which is useful

in the following.
Then by the variation of parameter formula, one can have that

φ̄(t) � e(−H⊗C)(t−t ik)φ̄
(
t ik

)
+

∫ t

t ik

e(−H⊗C)(t−θ)

(
H ⊗ C

∫ θ

θ−τ(t)

˙̄
φ(s)ds

)
dθ. (2.52)
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Fig. 2.4 The simulation test microgrid system

As ˙̄
φ(t) � −H ⊗ Cφ̄(t − τ(t)), then we have that

∥∥φ̄(t)
∥∥ ≤ e−γ1(t−t ik)

∥∥φ̄
(
t ik

)∥∥ +
∫ t

t ik

e−γ1(t−θ)

(
k1

∫ θ

θ−τ(t)
k1

∥∥φ̄(s − τ(t))
∥∥ds

)
dθ

(2.53)

As
∥∥φ̄(t)

∥∥ � ‖φ(t)‖, then we can prove that with the same method as above

‖φ(t)‖ < e−λ(t−t0)
∥∥φ

(
t ik

)∥∥ :� v1(t), t > t ik, (2.54)

and satisfies that
k21e

λh(eλh−1)
λ(γ1−λ)

< 1.
Then the consensus of can be achieved exponentially and the reactive power of

microgrids sharing can be achieved.
To explore the influence for microgrid by DoS attacks, a system shown in Fig. 2.4

has been simulated in MATLAB/Simulation, where the configuration of DG units
with same rated powers is considered. The parameters are presented in Table 2.2.

In this case, the performance of reactive power sharing control method under
the proposed periodic event-triggered mechanism is compared with the conventional
droop control method. And the change of the load is considered. The simulation
process has been divided into three steps: first, conventional droop control without
power sharing method is used; second, at t � 2 s, the reactive power sharing control
method under the periodic event-triggered control is started; third, at t � 6 s, the
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Table 2.2 System parameters

Parameter Value Frequency droop coefficients

DC voltage 400 V 2.18e-5 rad/(w*s)

MG voltage 208 V Voltage droop coefficients

MG frequency 60 Hz 1e-3 V/Var

Line parameters Load parameters

Zline1 0.3� + 0.5mH Pload1 30 kW

Zline2 0.2�+0.6mH Qload1 1.5kVar

Zline3 0.175�+0.95mH Pload2 5 kW

Zline4 0.175�+1.55mH Qload2 0.25kVar

C 15 h 0.01 ms

σ 0.05

load 2 is disconnected; finally, at t � 8 s, the load 2 is connected. The simulation
results are given in Fig. 2.5. As seen in Fig. 2.5b, the reactive powers are shared
without destroying the active power sharing all the times. The event time instants for
each DG’s controller are given in Fig. 2.5c.

2.2 Cyber Security and Safety of Energy Internet

Energy Internet should provide the users with stable and secure energy environment.
So it is a strong need to analyze the safety and security of control system in energy
internet in spite of the presence of malicious attacks [20]. In recent years, several
security incidents have occurred which resulted in an energy internet crush through
malicious attacks on its information system, such as the 2015 Ukraine Blackout
[21]. In these reasons, it is of great importance to study the energy internet control
strategies with cyber-securities despite the malicious attacks.

For micro-girds, there may exit many kinds of attacks, such as injection attacks,
Denial-of-Service (DoS) attacks and so on. Nowadays the attention of researchers
of microgrids has been focused on the injection attacks because of the Ukraine
Blackout [22], and few attention is focused on DoS attacks, which aim to prevent the
communication between system components and are common attacks on internet.

2.2.1 DoS Attacks in Energy Internet

For Energy Internet, there may exit many kinds of attacks, such as injection attacks,
Denial-of-Service (DoS) attacks and so on. Nowadays the attention of researchers
of microgrids has been focused on the injection attacks because of the Ukraine
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Fig. 2.5 The simulation results without DoS attacks: a Reactive power; b Active Power; c The
Triggering Sequence of Each DG
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Blackout [23], and few attention is focused on DoS attacks, which aim to prevent the
communication between system components and are common attacks on internet.
Here we notice that communication between some elements in microgrids must be
keeping guaranteeing the systems’ stability in most of control methods. And as the
using of digital control technologies, micro-gids present hybrid dynamic properties.
That is to say, the state of microgrids is piecewise continuous. The state information
of equipment is sampled at one moment and is always used to control methods for a
period of time until the next sampling instant. And mostly the stability of the system
is relatedwith the keeping period time.WhenDoS attacks happen, theymay lengthen
several or most of the keeping period time, which can influence or even destroy the
stability ofmicrogrids andwe do notwant to see this film. So studying the influence of
DoSattacks intomicrogrids anddesigning the controlmethodswith tolerance forDoS
attacks will become one of the researching detections of the security of microgrids.
Nowadays the research aspects of the security problem of control systems by DoS
attacks are the detection of DoS attacks [24], the system tolerance for DoS attacks
[25–27], optimal DoS attack scheduling [28] and so on. In [25], for a special kind
of DoS attacks, named PWM jammers with the firmed attack frequency and during
time, an event-triggered control update strategy has been studied under the Input-to-
State Stability. A more general DoS attack model has been proposed in [26] with the
consideration of attacker’s strategy for the frequency and duration of attacks and the
Input-to-State Stability of the control system has been learned despite the presence
of the DoS attack model. Then in [27], authors talk about the stability of networked
control systems under DoS attacks. The above literatures mainly study the control
update strategy for a whole system and learn the tolerance of DoS attacks under one
stability condition. These methods can provide references for study the tolerance
for DoS attacks in microgrids. In microgrids, as distributed control methods have
been always used for greater flexibility, such as multi-agent method, attackers may
aim at one or some distributed subsystems, not the whole mirogrid, which can also
influence the performance of microgrids. These should be considered when studying
microgrids under DoS attacks.

2.2.2 DoS Attack and Model

Here we also use the microgrid to analyze the DoS attacks in Energy Internet. In the
secondary control level of the microgrid, the information is transformed between the
DG neighboring agents, then the accurate reactive power sharing can be achieved. It
should and must be based on the reliability and security of the information network
in the secondary control level. However, the information network of the micro-
grid is usually vulnerable for DoS jammers because of the lack of network security
awareness in industry system. As previously mentioned, DoS phenomenon can be
expressed as the periodic denial of the updates of control strategy which can affect
the information network of the secondary control level. It will prevent the controller
uQi from being acted at the desired time instants. Then the reactive power can hardly
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be shared for serious attacks. In such case, when load changes, the reactive power
sharing will fail and the stability and reliability of the microgrid may be broken as
mentioned before. In micro-rids, there are many communication links, and each of
them may be attacked by the jammers. Let hi, jk,k∈N0

denote the time of kth attack

occurrence between DGi and DG j and τ
i, j
k ∈ R≥0 denote the duration of kth attack

between DGi and DGJ . Then for kth DoS attack, we let

Hi, j
k :�

[
hi, jk , hi, jk + τ

i, j
k

)
(2.55)

represent the kth DoS time interval of the communication link between i and j and
Hi, j � ⋃

k∈N≥0
Hi, j

k . Here we introduce a new time sequence Hn∈N≥0
with a new

sequence number n, which denotes thewholeDoS attacks happening in themicrogrid
and H � ⋃

i, j∈N
Hi, j . Let �(T1, T2) and �(T1, T2) represent the sets of time intervals

in which communication is denied and allowed respectively as follow

�(T1, T2) :�
⋃

n∈N0

Hn∩[T1, T2], (2.56)

�(T1, T2) :� [T1, T2]\�(T1, T2), (2.57)

For T1, T2 ∈ R≥0. Then the definition of DoS frequency and duration can be intro-
duced which can represent the natural characterization of DoS attacks.

Definition 1 ([26, 27], DoS frequency). Given any T1, T2 ∈ R≥0 with T2 > T1,
let n(T1, T2) denote the number of DoS off/on transitions occurring in the interval
[T1, T2[. For a given sequence of DoS attacks {Hn}n∈N satisfies the DoS frequency
constraint if there exist μ ∈ R≥0 and ξD ∈ R≥0 that

n(T1, T2) ≤ μ + (T2 − T1)ξD (2.58)

.

Definition 2 ([26, 27], DoS duration). Given any T1, T2 ∈ R≥0 with T2 > T1, let
|�(T1, T2)| denote the length of the interval over which communication is disabled.
For a given sequence of DoS attacks {Hn}n∈N satisfies the DoS duration constraint
if there exist ρ ∈ R≥0 and TD ∈ R>0s that

|�(T1, T2)| ≤ ρ+(T2 − T1)TD (2.59)

TD is the upper bound on the average duration of DoS per unit time

Then from lemma 2 in [26], it is easy to know that for any T1, T2 ∈ R≥0, with
0 ≤ T1 ≤ T2, the interval [T1, T2[ is the disjoint union of �(T1, T2) and, �(T1, T2),
where �(T1, T2) is the union of sub-intervals of [T1, T2[ the condition of (2.31)
holds and �(T1, T2) is also the union of sub-intervals of [T1, T2[. Then there exist
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two sequences of non-negative and positive real numbers {ζm}m∈N0
and {υm}m∈N0

such that

�(T1, T2) :�
⋃

m∈N0

Zm ∩ [T1, T2[, (2.60)

�(T1, T2) :�
⋃

m∈N0

Wm ∩ [T1, T2[, (2.61)

where

Zm : �{ζm}
⋃

[ζm, ζm + υm[, (2.62)

Wm : �{ζm + υm}
⋃

[ζm + υm, ζm+1[. (2.63)

And in fact, for each m ∈ N0, a successful control update occurs at ζm and one
DoS attack occurs at υm , then there is no DoS over Zm and the communication is
denial over Wm . From this lemma, it can be seen that the influence by DoS attacks
is not only depends on the attacks sequence but also the update strategy that the
microgrid adopts. So when analyzing the stability and consistency of the microgrid
under DoS attacks, the update strategies must be considered. As the event-based
update control method has been studied to reduce the communication burden, the
event-triggered update strategy can be widely used in many control systems, also in
microgrids. So the event-triggered control update strategy is further introduced to
analyze the stability and consistency of the microgrid under DoS attacks.

2.2.3 Analysis of Influence from DoS Attacks

Now we derive the main result that: the reactive power sharing control system under
the periodic event-triggered control update rule keep consensus for DoS signal that
satisfies definition 1 and 2 with ξD and TD sufficiently large. The following results
holds.

As mentioned earlier, we can have that for χ(t) � 0,
∥∥eQ(t)

∥∥ ≤ (γ1 − λ)‖φ(θ)‖
and for χ(t) � 1,

∥∥eQ(t)
∥∥ ≤ σmax

(
N̄+

√
N

√
N̄

)

(
1−σmax N̄−σmax

√
N

√
N̄

)‖φ(t)‖. Here we denote σ̃ �

max

{
γ1 − λ,

σmax
(
N̄+

√
N

√
N̄

)

(
1−σmax N̄−σmax

√
N

√
N̄

)

}
, then

∥∥eQ(t)
∥∥ ≤ σ̃‖φ(t)‖ (2.64)

exits when there are no DoS attacks. And it is easy to know that the (2.64) does not
hold in the DoS intervals. Then the analysis of the influence of DoS attacks for the
microgrid is to decompose the time axis into intervals where it is possible to satisfy
(2.64) and intervals where, due to the occurrence of DoS, (2.64) need not hold.
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We here analyze the norm inequality of system in the intervals Zm andWm respec-
tively. Consider the intervals Zm , from (2.54) we have

‖φ(t)‖ ≤ e−λ(t−ζm )‖φ(ζm)‖ (2.65)

for all t ∈ Zm and all m ∈ N0.
For one of DGs in the microgrid, if it has been under DoS attack, the triggering

condition need not hold. Recall that
∥∥eQi (t)

∥∥ ≤ ∥∥φi
(
tk(ζm+υm )

) − φi (t)
∥∥ for all t ∈

Zm , where tk(ζm+υm ) represents the last successful control update up to ζm + υm .
Consider the continuity of Q∧

i (t), we have

∥∥φ̄
(
tk(ζm+υm )

)∥∥ ≤ (1 + σ̃ )
∥∥φ̄(ζm + υm)

∥∥ (2.66)

for all m ∈ N0. Then we can have that

∥∥ēQ(t)
∥∥ ≤ ∥∥φ̄(t)

∥∥ + (1 + σ̃ )
∥∥φ̄(ζm + υm)

∥∥ (2.67)

for all m ∈ N0.
Recall that

‖φ(t)‖ ≤ e−γ1(t−(ζm+υm ))‖φ(ζm + υm)‖ + k1

∫ t

(ζm+υm )

e−γ1(t−s)‖ē(s)‖ds (2.68)

holds for all t ≥ (ζm + υm). Substituting (2.67) into (2.68), we get

(2.69)

‖φ (t)‖ < e−γ1(t−(ζm+υm )) ‖φ (ζm + υm)‖ + k1

∫ t

tk(ζm+υm )

e−γ1(t−s) ‖φ (s)‖ ds

+
(
1 + σ̃

)
k1 ‖φ (ζm + υm)‖

∫ t

(ζm+υm )
e−γ1(t−s)ds.

Then we will prove that

‖φ(t)‖ ≤ eλ̃(t−(ζm+υm ))‖φ(ζm + υm)‖, t ≥ (ζm + υm), (2.70)

where γ1 + λ̃ > k1. There are two parts in this proof:

(1) When t � (ζm + υm), there exists ‖φ(ζm + υm)‖ � eλ̃×0‖φ(ζm + υm)‖.
(2) When t > (ζm + υm), ‖φ(t)‖ < eλ̃(t−(ζm+υm ))‖φ(ζm + υm)‖ :� ṽ1(t) should

hold. If it does not hold, it must exist a t∗ > t0 for
∥∥φ∗(t)

∥∥ � ṽ(t∗) and
‖φ(t∗)‖ < ṽ(t∗) for t < t∗. Then by (2.69), we have
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ṽ
(
t∗

) �∥∥φ
(
t∗

)∥∥ < e−γ1(t∗−(ζm+υm ))‖φ(ζm + υm)‖ + k1‖φ(ζm + υm)‖
∫ t∗

tk(ζm+υm )

e−γ1(t∗−s)eλ̃(t∗−(ζm+υm ))ds + (1 + σ̃ )k1‖φ(ζm + υm)‖
∫ t∗

(ζm+υm )

e−γ1(t−s)ds

�‖φ(ζm + υm)‖

⎛

⎜
⎜
⎝

(
1 − k1

γ1 + λ̃

)
e−γ1(t−(ζm+υm )) +

k1

γ1 + λ̃
eλ̃(t−(ζm+υm ))

+
(1 + σ̃ )k1

γ1

(
1 − e−γ1(t−(ζm+υm ))

)

⎞

⎟
⎟
⎠ (2.71)

ṽ
(
t∗

)
< ‖φ(ζm + υm)‖

⎛

⎜⎜
⎜
⎝

(
1 − k1

γ1 + λ̃
− (1 + σ)k1

γ1

)
e−γ1(t−(ζm+υm ))

+
k1

γ1 + λ̃
eλ̃(t−(ζm+υm )) +

(1 + σ)k1
γ1

⎞

⎟⎟
⎟
⎠

. (2.72)

As e−γ1(t−(ζm+υm )) < 1,then

(2.73)

(
1 − k1

γ1 + λ̃
− (1 + σ ) k1

γ1

)
e−γ1(t−(ζm+υm )) +

k1

γ1 + λ̃
eλ̃(t−(ζm+υm )) +

(1 + σ ) k1
γ1

<

(
1 − k1

γ1 + λ̃

)
e−γ1(t−(ζm+υm )) +

k1

γ1 + λ̃
eλ̃(t−(ζm+υm ))

With γ1 + λ̃ > k1, it makes that

ṽ
(
t∗

)
< eλ̃(t∗−(ζm+υm ))‖φ(ζm + υm)‖ � ṽ

(
t∗

)
. (2.74)

It shows that (2.71) is valid.
Then we will analyze the relationship between DoS frequency and duration and

λ and λ̃.
Before it, first considering the interval W0 � [0, ζ1[, during which there is no

communication. It means that (2.64) does not hold. Then

‖φ(t)‖ ≤ eλ̃ζ1‖φ(0)‖ � eλ̃|�(0,ζ1)|‖φ(0)‖ (2.75)

holds. In the next interval Z1 � [ζ1, ζ1 + υ1[, (2.64) holds, one has

‖φ(ζ1 + υ1)‖ ≤ e−λ((ζ1+υ1)−ζ1)‖φ(ζ1)‖. (2.76)

As
∣∣�(0, ζ1 + υ1)

∣∣ � ζ1 and
∣∣�(0, ζ1 + υ1)

∣∣ � υ1, (2.76) can be rewritten as

‖φ(ζ1 + υ1)‖ ≤ e−λ|�(0,ζ1+υ1)|eλ̃|�(0,ζ1+υ1)|‖φ(0)‖. (2.77)
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In the next interval W1 � [ζ1 + υ1, ζ2[, (2.64) holds, one has

‖φ(ζ2)‖ ≤ eλ̃(ζ2−(ζ1+υ1))‖φ(ζ2)‖. (2.78)

As
∣∣�(0, ζ2)

∣∣ � ζ1 + ζ2 − (ζ1 + υ1) and
∣∣�(0, ζ2)

∣∣ � υ1, we have

‖φ(ζ2)‖ ≤ e−λ�(0,ζ2)eλ̃|�(0,ζ2)|‖φ(0)‖‖φ(ζ2)‖. (2.79)

Then with the mathematical induction, we have

‖φ(t)‖ ≤ e−λ|�(0,t)|eλ̃|�(0,t)|‖φ(0)‖ (2.80)

holds for all t ∈ R≥0.

Theorem 2 For the reactive power sharing consensus controller system composed of
(2.21) and (2.22) and control input (2.29), with the periodic event-triggered mech-
anism (2.31), the consensus can be realized under any DoS sequence satisfying
definition 1 and 2 with ξD and TD such that

1

TD
+ ξDh <

λ

λ + λ̃
, (2.81)

where γ1 + λ̃ > k1.

Before recalling the definition 1 and 2, first we analyze the influence to the system
from the DoS time intervals. As we want to find the tolerance of DoS attacks for the
consensus control of the microgrid, during [T1, T2[, the denial time of DoS attacks
can be upper bounded by the |�(T1, T2)|, which means the total time length of DoS,
plus the number n(T1, T2) of DoS multiplied by minimum triggering-time h, which
is related with the communication periods. And considering that DoS attacks may
occur at the beginning of [T1, T2[, so we have

∣∣�̄(T1, T2)
∣∣ ≤ |�(T1, T2)| + (1 + n(T1, T2))h (2.82)

for all T1, T2 ∈ R≥0 with 0 ≤ T1 ≤ T2. Then we have

∣∣�̄(T1, T2)
∣∣ ≤ ρ+

T2 − T1
TD

+ (1 + μ + (T2 − T1)ξD)h. (2.83)

Let ρ∗ :� ρ + (1 + μ)h and T∗ :� TD
1+ξD�∗TD , then (2.83) can be rewritten as

∣∣�̄(T1, T2)
∣∣ ≤ ρ∗+

T2 − T1
T∗

. (2.84)
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Then

∣
∣�(T1, T2)

∣
∣ � T2 − T1 − ∣

∣�̄(T1, T2)
∣
∣ ≥ T2 − T1 −

(
ρ∗+

T2 − T1
T∗

)
. (2.85)

Substituting (2.84) and (2.85) into (2.80), one has

‖φ(t)‖ ≤ e
−λ

(
t−

(
ρ∗+ t

T∗
))

+λ̃
(
ρ∗+ t

T∗
)

‖φ(0)‖ � eρ∗(λ+λ̃)e
−t

(
λ− λ+λ̃

T∗
)

‖φ(0)‖. (2.86)

So with 1
TD

+ ξDh < λ

λ+λ̃
, we can have that t

(
λ − λ+λ̃

T∗

)
> 0, then the consensus

of the system can achieved.
Here the above example is used to explain the influence on the system by DoS

attacks. When the DoS attacks happen, the communication channel is denied and the
update policies can hardly work. In this case, we talk about the tolerant DoS attacks
for our microgrid. As shown in the before, we can know that γ1 � 60, k1 � 64.603,
k2 � 45, k3 � 64.603, b1 � 0.4501, λ � 30.9216, λ̃ � 4.603. Further we have that

λ
/(

λ + λ̃
)

� 0.8704, which means that the reactive power sharing of the microgrid

can still works under a maximum of 87% of communication denial. In this part, we
will discuss one of the tolerant DoS attacks to the microgrid. First the reactive power
sharing control method under the periodic event-triggered control is used; at t � 3
s, we let the DoS attacks in; finally at t � 6, load2 is disconnected. Here we attack
the acceptor of each DG by H 1 � {[3, 6)}, H 2 � {[4, 5), [9, 10)}, H 3 � {[4, 5)}
and H 4 � {[3, 4), [8, 10)}, so the characters of the DoS attacks can be written as
1
/
TD + ξDh < 0.7134. And the reactive power sharing cannot be influenced, shown

in Fig. 2.6.
When theDoSattacks are serious, the performance ofmicrogrid is influenced.And

the voltage stability can be also being influenced. In this case, we choose that H 1 �
{[3, 7), [9, 10)}, H 2 � {[4, 6), [7, 10)}, H 3 � {[4, 5), [6, 7), [8, 10)} and H 4 �
{[3, 6), [7, 10)}, whichmakes the character of the DoS attacks H 4 � {[3, 6), [7, 10)}
almost close to 1. So the consensus of the system is broken, shown as Fig. 2.7. Here
we should notice that when system is consensus, the DoS attacks cannot influence
the system performance, and the consensus can be broken under DoS attacks if the
system has been changed, such as load change. And it is formal in the true microgrid
system.

From the above simulations, we can find that the system performance can be
influenced by DoS attacks.
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Fig. 2.6 The simulation results under tolerant DoS attacks: a the Control Value of the Consensus
Controller; b the Reactive Power; c the Triggering Sequence
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Fig. 2.7 The simulation results under serious DoS Attacks: a the Reactive Power; b the Active
Power; c The Triggering Sequence
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2.3 Conclusion

Energy Internet can be seen as a complicated cyber-physical system. For the com-
plicated cyber-physical system, there are many research interests in the new field.
In this chapter, we explore some cyber-physical characteristics of Energy Internet
mainly including the structure of cyber-physical energy internet, the relationship
of the cyber resources and physical resources and the cyber security and safety of
Energy Internet. In these characteristics, the security and safety of Energy Internet
has attracted the attention of researchers and engineers. As Energy Internet present
an increased dependency on cyber resources which may be vulnerable to attack [29],
the cyber-physical security and safety have become a new hot issue and this issue
may include but not limited to the analysis of the influence of physical system by the
cyber calculated attacks and the influence of structure failures to the whole system.
Here we mainly analyze one of the calculated attacks for some sub-system of Energy
Internet. However, these researches are the beginning and there are still problems in
these researches.
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Chapter 3
We-Energy Modelling

Abstract In this chapter, a mechanism model of We-Energy based on its struc-
ture is proposed, which embodies the distinguishing features of bi-directional power
transformation and energy coupling. A quaternary model of WE is established under
steady and transient state, which can be divided into normal state, alert state, emer-
gency state and recovery state. And the interaction process of quaternary model is
described as Cyber-Physics-Economy-Energy. Simulation results validate that the
proposed model is of high identification accuracy and has better generalization per-
formance, and can effectively fit the state variation of each node of the whole system
under different operation modes.

3.1 Introduction

Nowadays, different carriers of energy, such as electricity, district heat and natural
gas, are mostly produced, transmitted, and distributed on each framework in which
the modellings of energy carriers are also independently. Compared to these con-
ventional energy frameworks, an integrated framework with multi-energy coupled
carriers appears more effective in allocating resources and can bring more economic
benefits [1]. Simultaneously, global warming, shortage of fossil fuels and policy
incentives have accelerated the employment of renewable energy. Driven by these
factors, a variety of energy generation units, typically including combined heat and
power (CHP), photovoltaic, wind power, geothermal resources and biomass energy,
are displayed in the energy framework [2]. With the increasing penetration of these
small and medium-sized energy generation units, some areas have energy output
performance. A number of devices, such as bi-directional inverter, solid state trans-
former (SST) and energy router, also provide the possibility for energy infeed. How-
ever, since the output of renewable energy units is generally highly stochastic and
intermittent, it is difficult to dispatch energy in centralized control [3]. Specifically,
an individual area with energy generation units tends to maximize their own benefit.
Thus, a distributed and plug-and-play frameworkwithmulti-energy coupled carriers,
so called Energy Internet, was proposed.
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In the previous studies, a hybrid system combined gas and electricity network
model which aims to minimize costs of the whole system was developed in [4–6]. A
steady-state power flow analysis of hybrid system was researched in [7]. Combined
heat and power dispatch models considering storage and transfer were studied in
[8, 9]. The integrated systems with electricity, natural gas, and district heating were
established in [10–12]. However, these models with different carriers of energy are
considered under the steady state.

In order to establish a generalmodel for Energy Internet under steady and transient
state, amulti-energy coupled area for theEnergy Internet, named “We-Energy (WE)”,
is proposed which is characterized by producer-consumer integration, coupling and
complementarity, openness, and regionalization. WE is an aggregation of energy
production devices, energy storage devices and user loads, proposed in this chapter
which differs from traditional energy supply mode dominated by traditional energy
supply companies.

3.2 We-Energy Concept

With the influence of the traditional energy suppliers weakening gradually, termi-
nal users no longer receive energy from the unified energy suppliers passively, but
have some right, such as energy production and sale. The openness, sharing, peer-
to-peer and plug-and-play of the Energy Internet will provide ultimate users with an
energy interaction platform. However, energy quality will be affected by the fluctua-
tions caused by energy storage devices and energy production devices. And the total
fluctuation will increase or offset when several fluctuations superpose together. For
Energy Internet, if energy terminal users can accept energy fluctuations by them-
selves, it is enough to regulate the energy quality in points of common coupling
(PCCs). In some small areas, if they can market their own products and supply
energy for Energy Internet, energy quality that Energy Internet really concerns is the
output part. Similarly, what Energy Internet needs to guarantee is the energy quality
of PCCs or inputs of some small areas.

3.2.1 Definition of We-Energy

Inspired by the “We-Media” from the point of view of information transmission in the
Internet, including blog, WeChat, post bar and Bulletin Board System (BBS) which
are characterized by diversity, openness and popularization, “We-Energy”, as a novel
energy interacting area for Energy Internet [13], is proposed in this chapter. Com-
pared with the traditional energy networks that different energies are supplied inde-
pendently,WEs have the capacity to transform various type of energy into the desired
energy. According to energy pricing, peak shaving can be realized by transforming
energy under meeting demand response. The strong coupling and complementarity
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of the energy production and the energy demand contribute to achieving the energy
balance among WEs, reducing the cost of energy transmission, and improving the
utility efficiency of renewable energy.

In the Energy Internet, WE is not only energy consumer but also energy producer
which trade energy with others by the advanced communication, electronic conver-
sion and automatic control technology. For the scale, a personal energy entity, villa,
enterprise and community which are provided with energy production devices or
energy storage devices (e.g. distributed generations, electricity/heat storage devices,
CCHP (Combined Cooling Heating and Power)) can be accessed by WE. Here, a
note about this multi-energy coupled area is that the devices contained in a WE are
as a unity to participate in energy trading. According to the definition, what makes
WE different from traditional energy area is that WE is no long a passive consumer,
but also a potential energy supplier in the energy interaction, which trades energy
with others in the principle of ‘peer-to-peer’ instead of ‘peer-to-plane’. The main
features of the WE are given as follows:

(1) Producer-Consumer Integration: the traditional energy supply mode is broken
by WEs which can not only market their own products but trade with Energy
Internet. Common energy terminal can participate in energy trades and transmis-
sions. And the energy transmission is changed as bi-directional transmission.
Therefore, the ability of energy production, transmission, storage and consump-
tion can be integrated by WEs in the energy internet;

(2) Energy Coupling and Complementarity: compared with the traditional energy
generations in which different energies are supplied independently, WEs have
the capacity to transform various type of energy into the desired energy. Accord-
ing to energy pricing, peak shaving can be realized by transforming energy
under meeting demand response. The strong coupling and complementarity of
the energy production and the energy demand contribute to achieving the energy
balance among WEs, reducing the cost of energy transmission, and improving
the utility efficiency of renewable energy;

(3) Openness of energy trading: compared with the traditional energy monopo-
list, most of WEs are converted from terminal users, which make the energy
trading more peer-to-peer, more renewable and less utilitarian, promoting the
development of the non-fossil energy;

(4) Regionalization of EnergyConsumption: the regional self-sufficient energy sup-
ply can be realized by increasing the amount of WEs, due to the broader renew-
able energy resources and other clean energy resources. Then the advantage of
long-distance transmission of the traditional fossil energy is weakened greatly.
As the energy production and the energy consumption of WEs are more con-
venient and flexible for the common users than that of the professional and
large-scale traditional major energy suppliers, the development of the WEs can
gradually change the structure of the traditional energy consumption and reduce
the dependence on the fossil energy.
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Fig. 3.1 Example of a hybrid We-Energy

3.2.2 Structure of We-Energy

In a WE with various energy carriers, electricity, heat and gas, energy is converted
to various forms in energy interacting area for meeting the network requirements
and self-interest. And a WE exchanges energy with other WEs via energy port. For
example, theWE in Fig. 3.1 exchanges electricity, natural gas, and district heating hot
water at the energyport (EP).Anumber of advanced instrumentswith communication
are applied on EP (e.g., smart electricity meter, infrared thermometer and smart gas
meter) to measure trading volume and upload data to EMS. And WE represents a
random combination of energy production devices, energy storage devices and user
loads. In Fig. 3.1, we consider that the loads including electric load, heating load and
gas load (EL, HL and GL) are supplied by energy production devices (EPDs) which
include wind farms, photovoltaic stations, boilers, gas well and micro-gas turbines
(MTs). Meanwhile, surplus energy produced by EPDs not only can be stored by
Energy Storage Devices (ESDs) which include gas storages (GSs), heating storages
(HSs) and electronic storages (ESs), but also can be exchanged via EP.

In previous studies, “Energy Cell” and “Prosumer” are proposed to describe the
feature for sub-system of Energy Internet. “Energy Cell” is defined as not only the
electricity consumer but can also be the electricity supplier by locally operating
and managing their own distributed generators, distributed energy storage devices,
and dispatchable loads [14]. “Prosumer”, as the name described, refers to a kind of
energy unit that integrates producer and consumer. However, both the models are
the energy-economy interaction models under the framework of electricity market
in Energy Internet, which consists of energy trading volume and cost. More specifi-
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cally, compared with “Prosumer”, distributed coordination control is used in normal
state, which makes We-Energies collaboration and realizes the fault diagnosis, fault
recovery and state monitoring. Compared with “Energy Cell”, the synchronicity of
multi-energy trading is exhibited on We-Energy that We-Energy play roles in not
only energy producer but also energy supplier at the same time. In the Energy Inter-
net, the interaction between different kinds of energy and how the energy transfer
among subsystems are primarily considered.

Compared with other energy subsystem, the outstanding character of We-Energy
is thatWe-Energy exchanges energieswith others in synchronism.According to these
characters, the energy subsystem can realize full duplex energy transmission, which
can receive a kind of energy and send out another energy simultaneously. Considering
the converter devices as indicated in Fig. 3.1, a general expression covering all types
of couplings can be created as follows:
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(3.1)

The external energy performance E can be integrated by the total amount of
energy generations G, energy storage Es and loads L. The matrix X is called energy
converting matrix, which can be expressed as:

X �
⎡
⎢⎣

γe2eηe2e γh2eηh2e γg2eηg2e

γe2hηe2h γh2hηh2h γg2hηg2h
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⎤
⎥⎦ (3.2)

where γ is the energy distribution coefficient, η is conversion efficiency.

3.3 Quaternary Model of We-Energy in Different
Operation States

In this chapter, a quaternary interactive model is proposed to realize We-Energy
system of real-time sensing, optimal control and information service, which makes
the system more reliable, efficient and real-time collaborative.

In theEnergy Internet, different controlmodes, distributed and centralized control,
are required for different operational states. Combinedwith the state of the traditional
energy system analysis and the related research foundation, the running states of
Energy Internet also can be divided into the steady and the transient state. When the
Energy Internet run in a normal state, the system is under a steady state; when the
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Fig. 3.2 Quaternary model of We-Energy

Energy Internet runs in the alert state, the emergency state and the recovery state, the
system which is under the transient state needs to be restored to normal state.

System under different operating states, the status of WEs in the network and the
role of WEs played are also different. The conversion among operating states can be
described as a quaternary model, which is shown in Fig. 3.2.

(1) Under the normal state in which the status of all WEs are equal. A WE aims
to maximize their own interests and compete with other WEs. And EI is in the
distributed control mode with a trading center.

(2) Under the alert state in which qualities of energy fluctuate and the system will
fall out of steady state. System needs a leader to dispatch surplus energy in order
to restore to the normal state.

(3) Under the emergency state in which the energy qualities are beyond permissible
range, system aims to realize the minimum cut cutting load and dispatches the
controllable WEs in centralized control.

(4) Under the recovery state, the system aims to recover fast.

There is amount of equipment in a WE whose mechanisms are different, but all
of them can be expressed as a continuous state space equation, denoted as �i:

ẋ � A(t)x(t) + B(t)u(t)

y � C(t)x(t) + D(t)u(t) (3.3)

where x is the state of system, concluding the voltage Ui, current Ii, phase angle
θi, pressure of heat-supply network and gas network Ph & Pg , mass flow rate of
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heat-supply network and gas network Mh and Mg , inlet temperature τS and outlet
temperature τR, which can be expressed as x � [Ui, Ii, θi,Ph,Mh, τS , τR,Pg,Mg],
and u is the input variable which can be expressed as u � [UG, τH ,MG].

The sampling control ensures a large number of measurement information of the
system which can denoted as �i_o(k). According to the data, the output energy Ei(k)
can be calculate from:

Ei(k) � H�i_o(k) (3.4)

where H is output matrix, and we denote (4) as 	i.
According to the energy output of all equipment, the revenue of WE πi(k) can be

expressed as

π (k) � pEE(k) − ciE(k) (3.5)

where pE is the energy price, ci is the cost of WEi.
Subjected to the system operation constraints �j, the revenue optimal control

method based on (3.5), denoted as �, can give the output energy of next moment
Ei(k + 1). Through the related control algorithm, we can get physical device control
quantity of next moment, denoted as�i_i(k +1), which feedbacks to state space equa-
tion �i. At this time, the system updates physical state of equipment and continues
to the next control input. Therefore, WEs model can be expressed as


 � {M, I ,K,P, �,T,�,�0,�} (3.6)

whereM is the finite set of objective function, I is the physical finite set of continuous
variables, K is finite set of discrete information which includes state of equipment
energy input and output information, T is the finite set of physical device sampling
cycle, control and optimization algorithm, � is finite set of physical state after the
discrete, �0 ⊆ � is the initial set of discrete state, � is the relationship set of energy
conversion, where ϕ � {

κ, σ, ψ, κ ′}, κ, κ ′ ∈ �, σ ∈ P are the conversion equations,
ψ ∈ � is the constraints of corresponding conversion equations, P is the conversion
equation, which can be expressed as

P � {�,	,�} (3.7)

3.3.1 We-Energy Modeling in Normal State

In the normal state operation of theWe-Energy, the system commits to decreasing the
general energy consumption, and each We-Energy aims at the economic optimum
(achieving best benefits of We-Energy). Then the model should use the economic
(price) and information measurement to control the physical state of the system and
ultimately to let the total energy output meet the requirements of operation. In this
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process, theWe-Energies play game with the aim of maximizing their interests under
the motivation mechanism designed by the energy trading center. And the system
is based on distributed optimization control method, in which the We-Energies are
coordinated to complete the overall goal and the status of them is basically equal.

In this state, for the whole Energy Internet, theWe-Energy is similar to each other
and can be represented by the basic model 
. There is a global energy objective
function with constraints, which depends on the We-Energy’s input and output and
trading strategies.

In the market transactions of the energy Internet, the We-Energy first submits
the energy output to the transaction center, then the transaction center develops the
energy clearing price according to the power balance equation. According to the
inverse load demand curve, the energy clearing price can be developed as:

pcE,P � −θE,P

∑
PE,i + δE,P

pcE,Q � −θE,Q

∑
QE,i + δE,Q

pcQ,P � −θQ,P

∑
PQ,i + δQ,P

pcG,Z � −θG,Z

∑
Zg,i + δG,Z (3.8)

where, pc is the energy clearing price, θ > 0 is the energy regulation factor, δ > 0
is the standard energy price.

Thus, the revenue objective function of We-Energy can be expressed as:

minπi �
[
vE,P vE,Q vQ,P vG,Z

]
⎡
⎢⎢⎢⎢⎣

PEL,i

QEL,i

PQL,i

ZGL,i

⎤
⎥⎥⎥⎥⎦
+
[
pcE,P pcE,Q pcQ,P pcG,Z

]
⎡
⎢⎢⎢⎢⎣

PE,i

QE,i

PQ,i

ZG,i

⎤
⎥⎥⎥⎥⎦

− Ci,


(3.9)

where v is the We-Energy load demand utility and Ci,
 is the total cost of energy
production for We-Energy i. And Ci,
 can be expressed as:
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where Ci
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and Ci

(
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)
are the cost functions of

the active power, reactive power, thermal power and bulk pressure, respectively, and
can be defined as the quadratic function of PE,DG, QE,DG, PQ,Gen and ZG,Gen:
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where, a > 0 and b > 0 are the fitting coefficient of the cost function of We-Energy
energy production equipment.

In the objective function shown in Eq. (3.9), there are certain constraints on the
We-Energy network transmission line and the included energy production equipment,
including the active and reactive power of the distributed power supply, the thermal
power of the coal-fired boiler, the gas well output pressure, We-Energy power trans-
mission line voltage and frequency, the output port pressure of heat pipe network,
the output port pressure of natural gas:

0 ≤ Pi,E,DG ≤ Pmax
i,E,DG, ∀ i ∈ nE

0 ≤ Qi,E,DG ≤ Qmax
i,E,DG, ∀ i ∈ nE

0 ≤ Pi,Q,Gen ≤ Pmax
i,Q,Gen, ∀ i ∈ nQ

0 ≤ Zi,G,Gen ≤ Zmax
i,G,Gen, ∀ i ∈ nG

Umin
i ≤ Ui ≤ Umax

i , ∀ i ∈ nE

fmin
i ≤ fi ≤ fmax

i , ∀ i ∈ nE

pmin
i,Q ≤ pi,Q ≤ pmax

i,Q , ∀ i ∈ nQ

pmin
i,G ≤ pi,G ≤ pmax

i,G , ∀ i ∈ nG (3.12)

In this state, for the whole network, the objective functions of We-Energy are
similar. The optimal benefit of We-Energy can be realized according toWe-Energy’s
output energy trading strategies and the relevant constraints.

3.3.2 We-Energy Modeling in Alert State

When the system is running in the alert state, the energy quality fluctuates in the
system which reaching or approaching the critical value of the system in the normal
state operation. At this time, the scheduling center needs to dispatch the stable We-
Energy with margin in the network thus the system can return to the steady state.
The system aims to restore stabilization aiming the minimum cost (load shedding is
not allowed, mainly to adjust the output energy). In this process, Energy Internet has
a distributed control with leaders, and the control center can determine the network
leader based on the operation of We-Energy. The status of We-Energy is not equal
that the stable We-Energy with margin acts as leader. We-Energy determines the
economic operation according to input energy and output information, following the
leader to adjust energy consumption and changing energy output.

In this state,We-Energy can be divided into the leaderWe-Energy
l and followers
We-Energy 
f , which aims to minimize global cost function. In the condition of the
system stabilization, We-Energies are out of the alert state.
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3.3.3 We-Energy Modeling in Emergency State

If there exists serious interference, such as a short circuit of a power subsystem or the
pump or compressor terminated abnormally, theWe-Energy system in a normal state
and an alert state will enter a state of emergency. In the emergency state, the energy
quality deteriorates to exceed the allowable operating range of the system and the
system concentrates on the centralized dispatching of controllable We-Energy with
the minimum net load as the target, thus the system energy quality can be restored
to the allowable operating range. We-Energies are controlled uniformly, and there
is no distributed control. The controllable We-Energies carry out the instructions of
control center and output energy according to the physical state and the load demand.

In the process of We-Energy returning from the emergency state to the normal
state, the load demand is the main control of the We-Energy system and the energy
demand response can be categorized into controllable and uncontrollable loads. In the
power subsystem, controllable loads are generated by appliances that have the ability
to shift their power consumption over time without compromising their provision of
energy services, such as cooling and heating appliances. Uncontrollable loads are
mainly composed of some rotating equipment, such as pumps and compressors,
and the control method of them will cause huge economic losses and energy system
solution. In the thermal sub-system, the control of the thermal load ismainly achieved
through the switch of the pipeline branch and the thermal energy storage device.
When the value of the pipeline pressure collected by the collection device is less
than the alert state of the lower limit or greater than the alert state limit, the control
center first gives the instructions to the heat storage valve to adjust its degree of
closure to increase or decrease the pipeline pressure. If the pipeline pressure can not
be restored to normal state or alert state, then We-Energy control center needs to
control the branch pipe valve, which will make part of the pipeline to regulate the
pipe pressure. In natural gas subsystems, the controllable loads are mainly composed
of natural gas users, and uncontrollable loads are devices that generate mechanical
energy by burning natural gas. The sudden outage of these devices will affect the
energy sources such as the gas compressors, gas compressors and micro-turbines.

In the electric subsystem, when changes in the connection state occur for these
devices, the temperature changes slightly but still remains within the target range due
to their inherent thermal capacities and kinetic energy [15]. This flexibility can be
used to shift the appliances’ power demand to stabilize the grid frequency. Similarly,
when changes of pressure in heating pipeline occur for pumps due to the continuous
thermal energy in pipeline, some of branches can be closed but the heat stored in the
pipeline can still meet user needs. And in the natural gas network, the compressibility
of natural can shift a part of gas user by the pressure difference. The remainder of
the demand is considered uncontrollable. These loads are combined into a single
equivalent load with an equivalent damping coefficient (D). The consumption of
the uncontrollable load depends on We-Energy system frequency deviations, fluid
pressure deviations and gas pressure deviations, which are represented in Dfe, Dpf

and Dpg .
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Fig. 3.3 Centralized control schematic of We-Energy system

A larger deviation of voltage, frequency, fluid pressure and gas pressure will cause
the centralized control to initiate sooner, whereas small deviations are allowed for
a longer period of time, thus delaying controller actuation. Figure 3.3 provides a
centralized control schematic of We-Energy system.

In this state, the non-control We-Energy is not considered, only the controllable
We-Energy
c in the system to be considered, and the economic problem of this kind
of We-Energy at this time is not considered, that is to say the conversion equation
set P � {�,	} does not include the collection �; there is a system revenue function
�wh in the global control.

3.3.4 We-Energy Modeling in Recovery State

When the system is in the state to be restored, the systemwill restore the system to the
stable operation state with the fastest recovery and the minimum cost of recovery. At
this time, the system takes the fastest restore and the minimum cost as the goal, and
the control mode is first centralized control then the distributed control (We-Energy
can be plug and play when the system restored). In the recovery process, We-Energy
integrated the self-output, energy, economic information, commonly play the role in
the physical state.
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Fig. 3.4 Power subsystem model in We-Energy system

In this model, in the We-Energy base model, the transformation relation set � is
changed greatly, and a new weight collection Z is made to coordinate the influence
of information, energy and economy on the physical state, re-register theWe-Energy
model as �qu.

3.4 Dynamic Equation of We-Energy

3.4.1 Dynamic Equation in Power Subsystem

(1) Steady-state equation of power subsystem

According to theWe-Energy structure shown in Fig. 3.4, the power subsystemmodel
includes the distributed power supply, energy storage equipment, loads and energy
conversion unit. Among them, there is a certain degree of planning in the charging
and discharging process of the energy storage equipment, and it can be regarded as
the power sub-network PQ nodes combined with distributed power. The distributed
power supply module is equivalent to the output power control micro-power and the
load unit is composed of many electrical equipment and users in the network. It is
nonlinear and heterogeneous, and can be divided into static load and dynamic load
according to the load characteristics. The load cell is divided into static load and
dynamic load. The energy conversion units involved in this chapter mainly include
electric boilers, water pumps, natural gas compressors. The energy input fluctuations
of these conversion units affect the energyoutput of the coupled network, so themodel
cannot be regarded as a conventional load or power supply.

From the We-Energy energy port, the distributed power reserve module can be
described as:

S̃DG � −(PDG + jQDG) (3.13)

where S̃DG is the complex power output from the distributed power supply module,
PDG is the active power and QDG is the reactive power.
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In order tomake the distribution of coordinate the active and reactive power better,
in the We-Energy system, the system uses the droop control method to control the
inverter power output:

PDG � PDG,0 − 1

m
(f − f0)

QDG � QDG,0 − 1

n
(UDG − U0) (3.14)

where m is the frequency droop coefficient, n is the frequency dropping coefficient,
f0 and f are the inverter rated frequency and output frequency, respectively, U0 and
U are the rated voltage, and output voltage, respectively, PDG,0 and QDG,0 are the
inverter is the active and reactive power rated capacity.

In We-Energy, the micro-gas turbines generate heat by burning natural gas where
high-grade heat with high pressure and temperature is converted to electrical energy.
Low-grade heat is supplied to the heat load through the heat exchanger, and the
relationship between the energy generated per unit time and gas volume is:

PE,MT � ηg2eHumg (3.15)

where PE,MT is the micro-gas turbine output power, ηg2e is the micro-gas turbine
power generation efficiency,Hu is the natural gas combustion low calorific value,mg

is the natural gas intake of unit time.
The static load of the power system in We-Energy can be divided into constant

impedance (Z), constant current (I) and constant power (P) according to the charac-
teristics. Therefore, the static load model can express the combination of these three
kinds of loads according to a certain proportion, which is:

S̃L0 � PL0 + jQL0 (3.16)⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

PL0 � P0

[
PZ

(
U
U0

)2
+ PI

(
U
U0

)
+ PP

]

QL0 � Q0

[
QZ

(
U
U0

)2
+ QI

(
U
U0

)
+ QP

] (3.17)

where P0 and Q0 are respectively the active and reactive power absorbed by the
load at the reference voltage, U and U0 are respectively the actual voltage of the
working bus as the reference voltage, (PZ ,PI ,PP) and (QZ ,QI ,QP) are respectively
the percentage of the load reflected:

{
PZ + PI + PP � 1

QZ + QI + QP � 1
(3.18)
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The dynamic load of the power system in We-Energy is mainly composed of
induction motor. According to the mechanical transient process of induction motor,
the model can be described as:

S̃L � RL

R2
L + X 2

L

U 2 + j
XL

R2
L + X 2

L

U 2 (3.19)

where ZL � RL + jXL is the equivalent impedance of the induction motor, the
following equation can be obtained:

ZL � r1 + jx1 +
(rm + jxm)(r2/s + jx2)

(rm + r2/s) + j(xm + x2)
(3.20)

where x1 and x2 are respectively themotor stator and rotor leakage resistance, rm + jxm
is themutual impedance between the stator and rotor, r2/s is the equivalent resistance
of rotor.

The electric boiler in the We-Energy can convert the electrical power into heat to
provide heat for the heat pipe, the electrical power PE,EB can be expressed as follows:

PE,EB � UIEB (3.21)

where PE,EB is the input power of the electric boiler, IEB is the current of the electric
boiler.

The pumps and air compressors in We-Energy convert the electrical energy into
mechanical energy to increase the delivery capacity of the heat pipe network and
the natural gas pipeline network for the medium. The power consumption can be
expressed as:

PE,pump � UIpump
PE,comp � UIcomp (3.22)

where PE,pump and PE,comp respectively are the input power for the pumps and com-
pressors, Ipump and Icomp respectively are the current for the pump and compressor
electric boilers.

According to the system structure, the power loss in the power subsystem can be
expressed as S̃l � Pl + jQl

Pl � rl
r2l + x2l

(UEI − U )2

Ql � xl
r2l + x2l

(UEI − U )2 (3.23)

where rl + jxl is the line impedance from the We-Energy port to the load.
Since the input power of the power conversion device in the system affects the

state variables of the coupled network, at the same time, the natural gas mass flow
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rate input to the micro-gas turbine in the natural gas network also affects the output
of its electrical power and these coupling variables need to be separate in the power
subsystem. Considering that, according to the power subsystem structure established
in this chapter, the output power of We-Energy power subsystem is:

PE � PL0 + PL + PE,EB + Ppump + Pcomp + Pl − PDG − PE,MT

QE � QL + QL0 + Ql − QDG (3.24)

(2) Transient-state equation of power subsystem

The dynamic part can be described as:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

dω
dt � − 1

2H

[(
Aω2 + Bω + C

)
T0 −

(
E′
d Id + E′

qIq
)]

dE′
q

dt � − 1
T ′

[
E′
q − (

X − X ′)Id
]
+ (ω − 1)E′

d

dE′
d

dt � − 1
T ′
[
E′
d − (

X − X ′)Iq
]
+ (ω − 1)E′

q

(3.25)

⎧⎪⎪⎨
⎪⎪⎩

Id � 1
R2
s+X

′2

[
Rs
(
Ud − E′

d

)
+ X ′

(
Uq − E′

q

)]

Iq � 1
R2
s+X ′2

[
Rs

(
Uq − E′

q

)
+ X ′(Ud − E′

d

)] (3.26)

where, T ′ � Xr+Xm
Rr

, X � Xs + Xm, X ′ � Xs +
XrXm
Xr+Xm

, A + B + C � 1.
The static part can be described as:

⎧⎪⎪⎨
⎪⎪⎩

P∗
s � P∗

Z

(
U
U0

)2
+ P∗

I

(
U
U0

)
+ P∗

P

Q∗
s � Q∗

Z

(
U
U0

)2
+ Q∗

I

(
U
U0

)
+ Q∗

Q

(3.27)

where, P∗
Z + P∗

I + P∗
P � 1 − Pmotor

P0
, Q∗

Z + Q∗
I + Q∗

Q � 1 − Qmotoer

Q0
.

The whole electric subsystem can be described as:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

dPEI ,e
dt � sin δ12√

R212+X
2
12

(
UEI

dUDG
dt + UDG

dUDG
dt + dUDG

dt
dUEI
dt

)

dQEI
dt � cos δ12√

R212+X
2
12

(
UEI

dUDG
dt + UDG

dUEI
dt + dUDG

dt
dUEI
dt

)
+ 1√

R212+X
2
12

[(
dUEI
dt

)2
+ 2UEI

dUEI
dt

]

(3.28)

where δ12 is included angle between UDG and UEI , X12 � Xl−1 + Xs + Xr + Xl−2,
R12 � Rl−1 + Rs + Rl−2.
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Fig. 3.5 Heating subsystem model in We-Energy system

3.4.2 Dynamic Equation in Heating Subsystem

(1) steady-state equation of heating subsystem

In the heating system, the water provided by the Energy Internet with a certain
temperature andmass flow, pressurized and heated through the pump, electric boilers
and heat exchangers and other equipment, to provide heat for the thermal load in the
We- Energy, and finally return back to Energy Internet through the return pipe. At
present, most of the economic benefits of central heating system are from fixed
payment of heating costs of the heating users each year, rather than the users’ real-
time heating price function. Therefore, this chapter models We-Energy from the
point of view of the power balance of the heating subsystem. By adjusting the state
variables in the input power control system of the equipment, we control the We-
Energy heating network system, and according to the model of real-time economic
analysis of the heating system, the system structure is shown in Fig. 3.5.

In the heating subsystem shown in Fig. 3.5, the fluid-state variables Tw,i, pw,i and
vw,i aremeasuredwhen the energy is not coupled to the equipment. Because thewater
in the pipeline is fluid, in order to calculate the influence of the thermal power of
the heating network on the temperature of the fluid, this chapter defines the thermal
power from the thermodynamic point of view which is as follows:

Definition 1 In the idea state, the thermal power of the pipeline is the amount of heat
in the pipeline when the fluid passes through a section in the unit time, unit of mea-
surementW , and the thermal power characterizes the speed of the heat transportation.
The formula is as follows:

PQ � cṁT . (3.29)

In the formula, c is the specific heat capacity (J/kg • K), ṁ � ρvS is the mass
flow rate (kg/s) of the fluid, T is the fluid temperature (K), ρ is the fluid density, v
is the velocity, S is the cross-sectional area of the pipe.

Electric boiler is the heating equipment in the heating pipe network, it can convert
the electrical power into heat to provide heat for the heat pipe network, when the
input power of the electric boiler is PE,EB, the thermal power PQ,EB can be expressed
as follows:
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PQ,EB � ηEBPE,EB (3.30)

where PE,EB is the electric boiler input power, ηEB is the electric boiler thermal
efficiency.

In We-Energy, micro-gas turbine provide electricity to the power subsystem and
provide the thermal energy to the thermal sub-system at the same time, the rela-
tionship between the thermal energy generated in the unit time and air intake of the
micro-gas turbine is:

PQ,MT � ηg2hHuṁg (3.31)

wherePQ,MT is the micro-gas turbine output heat power, ηg2h is the micro-gas turbine
heat production efficiency, Hu is the low heating value for natural gas.

In the heat pipe network, the input power of the pump Ppump is proportional to the
cubic of pump speed ω, and the pump speed change will directly affect the flow rate
and pressure of the fluid in the heat pipe network:

Ppump � ṁwHw

1000ηpump
(3.32)

where Hw is the pump lift, ηpump is the pump efficiency.
In practical engineering, the Bernoulli equation with mechanical energy input can

be expressed as:

p1
ρg

+
v21
2g

+ h1 + Hw � p2
ρg

+
v22
2g

+ h2 (3.33)

where p is the pipeline pressure, h is the pipe height.
Assuming that the inlet of the pump is equal to the outlet, i.e. h1 � h2, if the

input power of the pump Ppump is due to the change of the flow rate of the inlet and
outlet pipes, the fluid flow rate in the pipeline does not change abruptly. Therefore,
the pump lift is instantaneously converted into fluid pressure, the Bernoulli equation
can be obtained after the pressurized water pump pressure pw:

pw � pw,i +
1000ηpumpρwgPpump

ṁw,1
(3.34)

where ṁw,1 is the fluid mass flow rate before the pump is pressurized.
For the entire heat pipe network, assuming that the pressure after the outlet of

water pw,o will not change, according to (3.33), (3.34), the pressure of the fluid in
the pipeline through the pump is:

v2w � v2w,1 +
2000ηpumpgPpump

ρwSpipevw,1
+
2pw,i − 2pw,o

ρw
(3.35)
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Based on the above analysis, when the pipeline with added power Ppump in the
pump, the output heat power is:

PQ,pump � cwρwSpipe
(
vw − vw,1

)
Tw (3.36)

In the actual project, due to the building energy and indoor and outdoor temper-
ature, building structure and other factors, the users’ heat load is difficult to get a
precise model. In this chapter, the unit area index method is used for modeling ther-
mal load. Due to the predictability of heating systems, its control can be equivalent
to a control of the building heating area. The boiler user energy storage joint model
can be expressed as:

PQ,L � χQ,LFQ,L

FQ,L ∈
(

χQ,LFmin
Q,L −Pmax

Q,B −Pmax
Q,HS

χQ,L
,

χQ,LFmax
Q,L +Pmax

Q,HS

χQ,L

)
(3.37)

where PQ,L is the building heating load, χQ,L is the heat index of the building area,
FQ,L is the controllable building area, Pmax

Q,B and Pmax
Q,HS are the maximum thermal

power and thermal storage of coal-fired boiler maximum storage (release) power.
Due to the viscosity in the movement toward the fluid, friction is produced during

the flow in the pipeline, which makes a part of the mechanical energy into heat, the
flow rate is reduced due to the frictional resistance in the pipeline, but the temperature
has increased, from the perspective of power balance, the thermal power loss of the
fluid is very small and can be ignored.

According to the thermal sub-system structure established in this chapter, the
output power of We-Energy heats sub-system is:

PQ,o � PQ,i + PQ,EB + PQ,MT + �PQ,pump − PQ,L (3.38)

(2) transient-state equation of heating subsystem

According to the principle of mass conservation:

ρvAdt −
(

ρvA +
∂

∂x
(ρvA)dx

)
dt � ∂

∂t
(ρAdx)dt (3.39)

Assuming that the inner pipe radius dt is constant, the pipe mass conservation
formula can be expressed as:

∂ρ

∂t
+

∂(ρv)

∂x
� 0 (3.40)

According to Newton’s second law, the momentum equation can be expressed as:
(momentum conservation)
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∂(ρv)

∂t
+

∂
(
ρv2

)
∂x

� ρgHpump − ρghf − ∂p

∂x
(3.41)

According to energy conservation, energy conservation equation can be expressed
as:

∂

∂t

[
ρ

(
u +

v2

2

)]
+

∂

∂x

[
ρv

(
h +

v2

2

)]
� q̇ (3.42)

where u is the internal energy of fluid, h is enthalpy.
Since the fluid density ρ is a function (x, t) of, that is ρ � ρ(x, t), therefore:

dρ

dt
� ∂ρ

∂t
+

∂ρ

∂x

∂x

∂t
� ∂ρ

∂t
+ v

∂ρ

∂x
(3.43)

Put (3.40) into the continuous Eq. (3.39), the following equation can be obtained:

∂ρ

∂t
+

∂(ρv)

∂x
� ∂ρ

∂t
+ v

∂ρ

∂x
+ ρ

∂v

∂x
� dρ

dt
+ ρ

∂v

∂x
� 0 (3.44)

From the elastic modulus of fluid available K � dp
dρ/ρ

, then dρ

dt � ρ

K
dp
dt , from the

above formula:

dp

dt
+ K

∂v

∂x
� 0 (3.45)

Since the pipe pressure p is a function of (x, t), that is p � p(x, t), Eq. (3.43) can
be expressed as:

∂p

∂t
+

∂p

∂x

∂x

∂t
+ K

∂v

∂x
� ∂p

∂t
+ v

∂p

∂x
+ K

∂v

∂x
� 0 (3.46)

where ∂x
∂t

∂p
∂x is the trace higher than ∂p

∂t , which is negligible. According to the water
wave velocity of the pipeline a � √

K/ρ, the pipeline continuous equation can be
expressed as:

1

ρ

∂p

∂t
+ a2

∂v

∂x
� 0 (3.47)

The momentum equation in Eq. (3.39) can be expressed as

ρh

(
∂vh
∂t

+ 2
∂vh
∂x

∂x

∂t

)
+ vh

(
∂ρh

∂t
+

∂ρh

∂x

∂x

∂t

)
+

∂ph
∂x

� ρgHpump − f ρ

2d
v|v|. (3.48)

In the formula, ∂vh
∂x

∂x
∂t is the trace higher than ∂vh

∂t , and
∂ρh

∂x
∂x
∂t is the trace higher

than ∂ρh

∂t , which is negligible. Therefore, the momentum equation in this chapter is
simplified as:
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ρh
∂vh
∂t

+
∂ph
∂x

� ρgHpump − f ρ

2d
v|v| (3.49)

According to the internal energy of the fluid is very complicated, this chapter only
considers the effect of temperature change on the internal energy of the fluid, that is
uh � Qh � cm�T , Eq. (3.42) can be expressed as:

∂Th
∂t

� q̇h
cmρh

− a2

cm

∂vh
∂x

− (Th − T1)
∂vh
∂x

− cmvh
∂Th
∂x

(3.50)

From (3.47), (3.49) and (3.50), heating system control equation is:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∂ph
∂t � −ρha2

∂vh
∂x

∂vh
∂t � − 1

ρh

∂ph
∂x + gHpump − ghf

∂Th
∂t � q̇h

cmρh
− a2

cm
∂vh
∂x − (Th − T1)

∂vh
∂x − cmvh

∂Th
∂x

(3.51)

According to the heat calculation formula Q � cm�T , the transient thermal
power Hi dynamic equation in the pipeline i can be obtained:

∂Hi

∂t
� ∂(cm�t)

∂t
� cmT1 + c�t

∂m

∂t
− cm

∂Ti
∂t

(3.52)

3.4.3 Dynamic Equation in Natural Gas Subsystem

(1) steady-state equation of gas subsystem

In the natural gas pipeline network, the natural gas well combined with the gas tank
as a controllable gas source output of the natural gas with a certain vg,1, pg,1 and ρg,1.
It is similar to the power flow in the power grid, when the natural gas pressure on
the compressor is higher than the pressure of the energy Internet, We-Energy outputs
natural gas to the energy Internet. On the other hand, the Energy Internet inputs
natural gas to We-Energy. The structure of We-Energy’s natural gas subsystem is
shown in Fig. 3.6, vg,1, pg,1 and ρg,1 are the natural gas state variables of We-Energy
port, ṁg,L is the natural gas load.

Based on the conservation of total energy and the change of gas state variables
in natural gas pipeline network, the flow of natural gas is studied. The input power
of the natural gas compressor is coupled with the power network, and its working
principle is similar to that of the water pump. However, since the natural gas is
compressible, the density and flow rate of the natural gas after pressurization will
change. Therefore, the impact of the compressor input power on the natural gas
network is different from that of the heat pipe network. Assuming that the input
power of the compressor is Pcomp, due to the gas flow rate and the density cannot be
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Fig. 3.6 Structure of We-Energy’s natural gas subsystem

transient, the power variation is all converted intoHg . From (3.33), the instantaneous
change in natural gas pressure �pg,1 can be obtained:

�pg,1 � ρg,1gHg (3.53)

Lemma 1 In the rational gas, the input powerPcomp of the compressor in the pipeline
is related to the change of the gas flow rate �vg and the change of the gas pressure
�pg in the pipeline:

pg,1�vg + vg,1�pg + �pg�vg � γ1Pcomp (3.54)

where, γ1 � 1000gηcomp

1+c/RZ .

Prove according to the energy conservation equation, the part of the work done by
the compressor on the gas is passed to the theoretical head of the gas in the form of
mechanical energy, and the other part is passed to the gas in the form of heat energy
without considering the external heat loss of the gas. The total power of the gas Pg,tot

is:

Pg,tot � PM + PQ (3.55)

where PM is the mechanical power of the gas.

When the compressor power is Pcomp, according to Eq. (3.53), the total gas power
change is:

�Pg,tot � �pg,1 • S • v1 (3.56)

The power balance equation of the gas in the pipeline can be obtained from the
Eqs. (3.53), (3.55) when the input power of the compressor is Pcomp:

(
pg,1 + �pg,1

)
vg,1S + cṁg,1Tg,1 � pg,2vg,2S + cṁg,2Tg,2 (3.57)
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According to the ideal gas equation:

ρgTg � M

R
pg (3.58)

where M is the molar mass of the gas, R is the gas constant. Put the (3.53), (3.58)
and pg,2 � pg,1 + �pg into (3.57) to get the relationship of Pcomp and �vg , �pg .
According to Eq. (3.54), when the natural gas pipe network access to the compressor
of the input power Pcomp, and the system is stable, the product of the changes of
natural gas pressure and the speed in the pipeline can be expressed as:

�pg�vg � γ1Pcomp + 2pg,1vg,1 − pg,1vg − vg,1pg (3.59)

In the natural gas pipeline network, both the micro-gas turbine and the natural gas
outlet have the speed measuring device, and the output natural gas is controllable.
Assuming that the micro-gas turbine and the natural gas load outlet pressures are
both standard atmospheric pressure, the air flow rate of the micro-gas turbine and
the natural gas load can be expressed as:

Vg,MT � Sg,MTvg,MT

Vg,L � Sg,Lvg,L (3.60)

Assuming the gas state variables after being boosted by the compressor are vg,s,
pg,s and ρg,s, the natural gas pipe network is placed horizontally, and the Bernoulli
equation of the natural gas flow can be listed according to the change of the natural
gas pipeline shown in Fig. 3.6.

ṁg,2

(
pg,2

ρg,2g
+
v2g,2

2g

)
� ṁg,s

(
pg,s

ρg,sg
+
v2g,s

2g

)
−

ṁg,MT

(
pg,MT

ρg,MTg
+
v2g,MT

2g

)
− ṁg,L

(
pg,L

ρg,Lg
+
v2g,L

2g

)
− ṁg,L�Hg,l (3.61)

In the formula, ṁg,s > 0 indicating that the compressor transport the gas into the
We-Energy port, and vice versa for the storage of tank; ṁg,2 > 0 indicating that the
Energy Internet transfer gas to the We-Energy, and vice versa for the We-Energy
transfer gas to the energy Internet.

In the natural gas pipeline, the natural gas flow will produce friction to reduce the
flow rate, thus increase the pressure of the pipeline. This chapter ignores the natural
gas viscosity on the pipeline state variables. At the same time, in the actual project,
the pressure potential of natural gas is far greater than its kinetic energy, so it can
be assumed that the flow rate of each node in the natural gas at stable state is equal.
Based on the above assumptions, Eq. (3.61) can be simplified as:

pg,2V̇g,2 � pg,sV̇g,s − pg,MT V̇g,MT − pg,LV̇g,L (3.62)
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where V̇g � vgSg is the volume flow rate of the natural gas.
Here, the electric power in the analog electricity is the product of the voltage and

current, in the Energy Internet, we make the following definition for the product of
the natural gas pressure and volume flow rate in the natural gas network:

Definition 2 At standard atmospheric pressure, the vopress of the gas is the amount
of gas volume passing through a section of the pipe in a unit time. The unit of
measurement is the bar • m3/s, the pressure of the pipeline is to characterize the
capacity of the pipeline. The formula is:

Zg � pg V̇g

1 × 105
. (3.63)

According to the natural gas pipeline structure constructed in this chapter, the
We-Energy natural gas subsystem model can be expressed as:

Zg,2 � Zg,1 − Zg,MT − Zg,L + �Zg,comp (3.64)

(2) Transient-state equation of gas subsystem

According to the natural gas pipeline continuity, momentum and energy balance
equations for the expression of pipeline pressure, mass flow rate and temperature,
transient-state equation of gas subsystem can be expressed as follows:
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where, τw � fgρv|v|
8 , V 2
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In the natural gas pipeline, the density of gas ρg is not only a function of time but
a function of distance:
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(3.68)

Meanwhile, the internal energy of gas hg is also a function of time and distance:
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According to the equation of state of gas ρ � p
ZRT ,
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)
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can be obtained.

According to the formula for internal energy ug � iR
2MCH4

Tg , hg � iR
2MCH4

Tg + 1
ρg
pg

can be obtained in which MCH4 � 16 g/mol is molar mass of Methane, i � 6 is
gas constant of rigid polyatomic molecule, R � 8.314472 J/mol • K is molar gas

constant. So
(
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)
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)
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can be derived.

Put (3.68) and (3.69) into mg � ρgAgvg , the following equation about Tg , pg and
mg can be obtained:
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∂ρg
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(3.70)

3.4.4 Integral Model of We-Energy System

According to the power balance equation, thermal power balance equation and
vopress balance equation, the whole model of We-Energy can be obtained:

PE � θ11U
2 + θ12U + θ13f − θ14vg,MT + θ15

QE � θ21U
2 + θ22U + θ23UDG + θ24

PQ � θ31vwTw − θ32Tw + θ33vg,MT − θ34FQ,L + θ35 + ηEBPEB

Zg � θ41vg + θ42pg + θ43vg,MT + θ44vg,L + θ45Pcomp + θ46

1 × 105
(3.71)

where, θ are parameters of system model. The parameters of active power can be
expressed as:θ11 � RL
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of thermal power can be expressed as: θ31 � cwρwSw,pipe, θ32 � cwρwSw,pipevw,i,
θ33 � ηg2hHuρg,MTSg,MT , θ34 � χQ,L, θ35 � ρwvw,iSw,1Tw,i. The parameters of
vopress can be expressed as: θ41 � −Sg,pipepg,1, θ42 � −Sg,pipevg,1, θ43 � pg,0Sg,MT ,
θ44 � pg,0Sg,L, θ45 � γ1Sg,pipe, θ46 � pg,1vg,1Sg,pipe + 2Sg,pipepg,1vg,1.
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3.5 Simulation and Analysis

We-Energy system is as an integrated energy interactive system, which is different
with other energy supply systems (such as power system, heating system and gas
system). In We-Energy, response time of different energy on physical devices is
different. According to the structure of We-Energy shown in Fig. 3.1, in the power
subsystem, the fluctuation of the electromagnetic process at any point is transmitted
at the speed of light, which will influence and spread to the whole system. Therefore,
rapid information collection and real-time monitoring are required by We-Energy
control center in the power subsystem. In direct heating subsystem, thermal energy
production, transmission and consumptionbelong to a continuous process.Compared
to the response speed of state variables in the power subsystem (voltage, frequency),
the response speed of state variables in heating supply network (temperature, pressure
and velocity) are slow whose change in a relatively short time interval is not obvious.
It is not necessary to use the same frequency, which is used in power subsystem the
energy system, to collect information and monitor the state of heating subsystem. In
the natural gas subsystem, natural gas pipelines not only have the ability to convey
natural gas, but also have the capacity for storing natural gas. Therefore, the produc-
tion and transportation process of natural gas are similar with direct heating system.
The consumption of natural gas is a random and intermittent process which is similar
with the power subsystem. Meanwhile, the transmission speed of natural gas in the
pipeline is more quickly than the fluid in the heating pipeline. The state variables of
natural gas pipeline (pressure, temperature, flow velocity) is faster than the response
speed in heating network response. In conclusion, as a complex multiple time scale
dynamic system, energy transmission speed (electricity, gas, heating) is different in
We-Energy. Information collection and optimization control are required by different
time scales. The proposed multi-time scale method (see Fig. 3.7) is composed of the
following steps:

Step (1) Solve the heating subsystem to obtain the solution, use it as initial guess of
heating subsystem and calculate the gas and electricity powered unit consumption
(such as MT, pump and electric boiler).
Step (2) Solve the natural gas subsystem to obtain the solution based on the gas
consumption of the gas-powered unit, calculate the gas compressor consumption
and present an initial guess of the gas pipeline pressure.
Step (3) Solve the power subsystem to obtain the solution based on the power con-
sumption and power generation by the gas-powered unit.
Step (4) Divide state variables into three groups based on their time scale and obtain
initial states of the whole We-Energy system.
Step (5) Solve electricity pipe network state equation, with te � te +�te until te ≥ tg .
Step (6) Solve natural gas network state equation with tg � tg + �tg until tg ≥ th.
Step (7) Solve heating network state equation until th � th + �th.
Step (8) Exchange data among three solvers, and return to Step 5, until th ≥ tend .

In the natural gas subsystem, the pipeline length is 60 km, inside diameter is
0.5 m, friction coefficient is 0.045, gas compression factor Z � 1 in Medium and
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Fig. 3.7 Proposed multi-time scale method

low pressure gas pipe network, gas constantR � 8.3141 J/(mol•K), soil temperature
Tamb � 278.5K. In the heating subsystem, direct heating pipeline network is assumed
as pressure bury steel pipe, the pipeline length is 800 m, water-hammer velocity is
1200 m/s, inside diameter is 0.5 m, pipeline fluid density is 1000 kg/m3, friction
coefficient is 0.25, water flow rate is 30 kg/s and pressure is 1.6 MPa in the water
inlet, and themaximumoutput water temperature is 90 °C, the user heating indicators
of We-Energy is 45W/m2, maximum supply area is 8.6×104 m2. The parameters of
devices inWe-Energy system are shown in Table 3.1. Due to restriction of distributed
generation technology and energy storage technology and the limit of the distributed
generation penetration, the capacity of DGs and energy storage is not enough to
support the load of We-Energy system alone. Therefore, thermal power, gas turbine
and gas boiler capacity are required to occupy a larger of proportion in total capacity.
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Table 3.1 Parameter of equipment in we-energy system

We-energy system Capacity (KW) Lower limit (KW) Upper limit (KW)

Thermal power 40×2 20 80

Photovoltaic power 4×3 0 12

Wind power 30 0 30

Electricity storage 5×2 −10 10

Micro-turbine 80 20 80

Gas boiler 40×2 20 80

Electric boiler 5×4 0 20

Heating storage 5×2 −10 10

Pump 0.5×4 0.4 0.6

Compressor 0.3×2 0.25 0.35

Fig. 3.8 Operating state of
power subsystem in WE
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3.5.1 Case 1: Operation of We-Energy in Normal State

In this chapter, the actual winter demand for electric / natural gas / heating loads are
provided in a region of the north of China. In the north of China, the heating loads
are provided by regional boilers which supply more heat energy at night. However,
the electrical loads and gas loads are required mostly in day. The forecast curve of
electric / natural gas / heating loads are shown in Table 3.2.

In this chapter, a We-Enengy is studied in normal state, so the market clearing
price can be decided with multi-We-Energies. Here, a set of fixing price is designde
that the electricity price is 0.5 Yuan/KW, the heating price is 1 Yuan/KW, and the
gas price is 1.5Yuan/bar • m3. According to Eq. (3.9), the benefit of We-Energy is
shown as Table 3.3

According to the benefit of optimal operation, the operating state of power sub-
system, heating network and natural gas network are shown in Figs. 3.8, 3.9 and
3.10.
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Table 3.2 Forecast curve of electrical/thermal load

Time Electricity (KW) Heating load
(KW)

Gas load
bar • m3/s

Active Reactive

0 65 24 105 33

1 60 26 97 35

2 57 23 110 38

3 55 25 112 37

4 53 33 118 39

5 50 25 127 50

6 62 33 122 55

7 80 55 120 60

8 90 60 110 65

9 115 65 100 53

10 125 68 97 45

11 120 70 93 42

12 110 66 82 40

13 105 68 70 43

14 100 70 85 45

15 103 75 90 47

16 110 77 97 46

17 115 80 105 50

18 117 76 110 57

19 125 60 120 62

20 130 55 135 65

21 120 43 127 57

22 100 35 122 52

23 80 30 114 46

Table 3.3 Benefit of optimal operation

Time 0–1 1–2 2–3 3–4 4–5 5–6

Benefit 23 25.5 27 30.5 38 32.5

Time 6–7 7–8 8–9 9–10 10–11 11–12

Benefit 20 –10.5 –27 –29 –26 –24.5

Time 12–13 13–14 14–15 15–16 16–17 17–18

Benefit –19.5 –25.5 –36 –40.5 –36.5 –37

Time 18–19 19–20 20–21 21–22 22–23 23–24

Benefit –28 –23.5 –17.5 –7 10.5 23.5
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Fig. 3.9 Operating state of
heating network in WE
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Fig. 3.10 Operating state of
natural gas network in WE

3.5.2 Case 2: State Switch of We-Energy Under Abnormal
Condition

In this chapter, we focus on the impact of state switch of We-Energy on the output of
We-Energy under abnormal condition. In order to ensure the accuracy of the model,
the process is studied from transient to steady state. Frequency variation of the electric
subsystem is shown in Fig. 3.11. As depicted in Fig. 3.11, the frequency variation has
obvious effects on electric, heat and natural gas output, which are shown in Fig. 3.12.

3.6 Summary

This chapter proposed a mechanism model of We-Energy based on its structure,
which embodies the distinguishing features of bi-directional power transformation
and energy coupling. A quaternary model of WE is established under steady and
transient state, which can be divided into normal state, alert state, emergency state
and recovery state. And the interaction process of quaternary model is described
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Fig. 3.11 Frequency state
switch of energy port in
We-Energy
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switch on output of energy in
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as Cyber-Physics-Economy-Energy. Simulation results validate that the proposed
model is of high identification accuracy and has better generalization performance,
and can effectively fit the state variation of each node of the whole system under
different operation modes.
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Chapter 4
Coordinated Power Management
Control Strategy for Interconnected AC
and DC Microgrids

Abstract This chapter investigates the issue of active power sharing among a clus-
ter of microgrids formed by a set of ac and dc microgrids network-interconnected
through a set of interlinking converters. First, we investigate the power sharing prob-
lem for two interconnected AC/DC microgrids. An appropriate control strategy is
developed to control the interlinking converter (IC) to realize proportional power
sharing between ac and dc microgrids, which includes two parts: the primary outer-
loop dual-droop control method along with secondary control; the inner-loop data-
driven model-free adaptive voltage control. Using the proposed scheme, the inter-
linking converter have the ability to regulate and restore the dc terminal voltage and
ac frequency and the design of the controller is only based on input/output (I/O) mea-
surement data but not the model any more. Second, we investigate the same problem
for more than two microgrids connected by ICs. An event-based distributed consen-
sus control approach is proposed to address this issue. We first construct the agent
system for each IC and design its consensus control protocol, which uses a coop-
erative approach to indirectly adjust the active power load of individual microgrid.
Then, an event-based control scheme is utilized to design the consensus protocol to
reduce the communication between interlinking converters. The proposed distributed
control method allows a sparse communication structure and higher reliability and
flexibility operation. Simulation results are presented to demonstrate the proposed
control method.

4.1 Introduction

Microgrid is a small-scale power system, and can provide a promising solution to
integrate renewable and distributed energy resources as well as distributed energy
storage systems. It has gained significant attention recently. Due to the presently
dominant role of ac systems and advantages of dc microgrids, a more likely scenario
is the presence of both ac and dc microgrids in the future Energy Internet [1, 2].
Therefore, ac, dc and ac/dc microgrids have been widely studied and a variety of
surveys have been reported particularly on the subject of structure [3], modeling [4],

© Springer Nature Singapore Pte Ltd. 2019
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stability analysis and enhancement [5–7], power quality improvement [8–10], power
sharing [1–5, 11], synchronization [12, 13].

Despite the progress mentioned above, some drawbacks of the previous methods
can also be found. (i) The majority of the existing inner loop control techniques are
greatly dependent onmathematical model. These techniques cannot give satisfactory
results when suffering poor model. Uncertainty dynamics and disturbances [14, 15]
widely exist in inverter-based microgrids, and it is difficult to obtain the accurate
model. Although robust control [16], predictive control [17], variable-structure con-
trol [18], and neural network [19] —based control have been proposed for power
converters, some challenges still exist. Partial mathematical model and uncertainty
dynamics should be known for design of robust controller and variable-structure
controller. While predictive control has good performance and strong robustness,
the model or structure of the plant also should be known. (ii) Proportional power
sharing and voltage (frequency) regulation cannot be achieved at the same time.
Interlinking converters in [20, 21] can be viewed as voltage sources, but proportional
power sharing between two microgrids cannot be achieved accurately. On the other
hand, in [22–24], interlinking converters can be viewed as current sources since
they are current controlled converters, which implies these interlinking converters
cannot participate in voltage and frequency regulation. (iii) Although various sec-
ondary control schemes have been developed to restore the frequency and voltage
to their nominal values, the restoration of ac frequency and dc voltage has not been
considered in the previous literatures for the interlinked ac and dc microgrids, such
as [21–25]. Therefore, a new appropriate control scheme should be further devel-
oped for interlinking converts to address these issues mentioned above. Obtaining
the system model information that is accurate enough is very difficult in such com-
plicated interlinked microgrid systems. It is more important and meaningful to take
advantage of the large amount of the process data produced by the system to boost
the operating efficiency and cut the costs. Data-driven model-free adaptive control
(DDMFAC) does not require any model information of the controlled plant and the
required control performance can be achieved by using the input/output (I/O) data. It
is of great significance to take advantage of the process data in such complex system
particularly for the future smart grid and energy internet. Therefore, this chapter
firstly presents a data-driven control (DDC) structure for interlinking converters in
the two interlinked ac and dc hybrid microgrids. Also, a dual-droop controller is also
proposed to realize coordinate power sharing between microgrids and allow IC to
participate in voltage and frequency regulation.

Following, we discuss the power sharing issue among clusters of microgrids. As
known, a key topic of interest within the microgrid community is accurate power
sharing among a bank of inverters operated in parallel. A large amount of research
has been conducted on this topic, where the goal is to achieve power sharing propor-
tional to DGs’ capacities while keeping the desired frequency and voltage values. For
instance, several centralized and distributed secondary control strategies have been
reported in [26–37], which are mainly based on multi-agent theory. Developments
mentioned above are, however, directed at power sharing among DGs mainly within
one ac or dc microgrid based on hierarchical control frame-work. Enforcing ac and
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dc microgrids intertied by an interlinking power converter is a promising topology
in future power networks. Recently, several authors have also researched the power
sharing problem between ac and dc microgrids, where the microgrids are intercon-
nected by interlinking converters. With respect to this topic, P. C. Loh et al. [38–41]
have done some pioneering works. Models and co-ordination control schemes were
proposed and verified for smooth power exchange between dc and ac grid and for
stable system operation under various generation and load conditions for the first
time [38]. Then, a normalized bidirectional droop control scheme was developed for
controlling the ICs with the defined common per-unit range of the droop characteris-
tics of ac and dc microgrids [19], resulting in proper power sharing between the two
ac and dc microgrids. Following, similar methods were developed in [40, 41] where
an energy storage system was integrated into the hybrid microgrids and better per-
formance was obtained. Another droop control scheme has been followed in [42] for
bidirectional power flow regulation between the interconnected microgrids. Addi-
tionally, a dual-droop scheme and data-driven controller has also been developed in
[1]. Droop-based methods are mainly developed and primarily one ac and one dc
microgrids are discussed in the above mentioned works. In this paper, we will mainly
focus on the more general network-interconnected microgrid cluster which can be a
promising topology in future Energy Internet [43]. And droop-free control method
will be proposed. Power sharing among multiple interconnected microgrids is also
important and necessary since the power ratings and loads of microgrids are usually
different in practice. The peak electricity consumption time can be different in differ-
ent areas. The interconnected microgrids allow back-up reserve with each microgrid
to be avoided as well, resulting in greater reliability and flexibility. Recently, a few
results have been reported in literature [44–47] about power sharing among micro-
grids within a cluster. A distributed tertiary control scheme based on multi-agent
consensus has been proposed to handle the power sharing among a cluster of dc
microgrids in [44], where each microgrid has its own controller used to update the
set points of each microgrid. However, only dc microgrids were considered, and
IC is not used between two dc microgrids. In [45], power sharing among only ac
microgrids has been discussed, where multiple ac microgrids were connected to the
utility grid by parallel back-to-back converters. The system stability was improved
with a decentralized control. In [46], a three-port AC/DC/DS hybrid microgrid was
investigated by using a droop-based method, where the subsystems were connected
by a two-stage IC together. A centralized control method was proposed to control the
ICs to exchange power between microgrids where the dc microgrids were connected
to ac microgrid through the parallel ICs [47]. In this paper, we mainly focus on the
power sharing among networked interconnected microgrids which is a more general
structure. And a distributed control method will be developed.

Regarding solving the power sharing issues by using distributed approach, com-
munication between agents is utilized and computations are locally performed. Large
scale IT infrastructure will be developed for future smart grids and energy inter-
net [48], in which tremendous data exchange would rapidly exhaust the network
resources, leading to unreliable operations and bad and even failed performance of
the distributed approach. Also, to reduce the control costs, the distributed scheme



96 4 Coordinated Power Management Control Strategy …

may be embedded with micro-processors which are usually run with limited energy
resources and computing capability. Previous work on power sharing mainly fails
to take the communication issue into account. Therefore, it would be desirable to
reduce the communication burden. The event-based control can be an alternative
providing cited advantage on communication reduction [49]. Recently, a few results
on the application of event-based control have been reported in the literature involv-
ing economic dispatch in smart grids [50] and load frequency control of multi-area
power systems [51].

With mainly the aforementioned inspirations, this chapter further focuses on the
power sharing control problem of networked interconnected ac and dc microgrids,
where an event-based distributed consensus control strategy is proposed to address
this issue. The main contribution and salient features of this chapter can be summa-
rized as follows:

(1) Anovel data-drivenmodel-free adaptive voltage control (DDMFAVC) scheme is
introduced for interlinking converters in interlinked ac and dc hybrid microgrid-
s. The model, structure, uncertainty dynamics, and unmodeled dynamics are not
required in this scheme.

(2) Dynamic dual-droop control scheme is proposed to achieve proportional power
sharingbetween ac anddcmicrogrids. This droop scheme, alongwith the voltage
controller, enables proportional power sharing and voltage/frequency regulation
realized simultaneously like DGs in microgrids.

(3) Active power sharing among multiple ac and dc microgrids is investigated,
where the interconnection form of the microgrids are networked and more gen-
eral compared with previous reported works.

(4) An event-based distributed consensus control strategy with time delays is devel-
oped for ICs to realize proportional active power sharing among these micro-
grids, which can reduce communication among agents dramatically and is more
suitable for the interconnected microgrids.

Reactive power support for ac microgrids, as an ancillary service, is developed
by using the available IC rating without affecting proportional active power sharing.
The system has plug-and-play ability and can effectively operate subject to islanding
and communication link lost.

4.2 System Structure

A possible layout of two interlinked ac and dc microgrids and networked microgrids
is shown in Fig. 4.1 and Fig. 4.2, respectively, in which an interlinking converter (IC)
(shown in Fig. 4.1) is utilized to link the ac and dc microgrids together. Each micro-
grid has its own sources, storages and loads. A ring-shape communication topology
is also illustrated in Fig. 4.2. The interlinking converter, between the two microgrids,
is to provide bidirectional power flow depending on present generating and loading
conditions of each microgrid. The formed interconnected microgrids can be tied to
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Fig. 4.1 An example of interlinked ac/dc microgrids

the utility grid through a solid state transformer (SST) based energy router [28] (not
shown in Fig. 4.2). Note that DC/DC (or AC/AC) converters can also be utilized
to interconnect two dc (or ac) microgrids, which is also not shown in Fig. 4.2. In
the grid-connected mode, the energy router can operate as a constant power source
seen from the main utility grid side, injecting (or absorbing) constant active power to
(or from) the utility grid so as to not to disturb the main utility grid unnecessarily. It
means that for the main utility grid, the interconnected microgrids will become “con-
trollable”, which is greatly beneficial to the stable operation of the main utility grid.
The interlinking converter, in both grid-connected and interconnected modes, will
provide bidirectional power flow to participate in p roper power sharing amongmicro-
grids. In this chapter, we only consider the interconnected mode. In this mode, all the
microgrids interconnected by ICs should cooperate with each other to enhance the
power supply reliability and flexibility and improve the utilization of the distributed
energy resources. The most important task of each IC is to determine and control the
amount of active power that should be transferred. And sources should decide on the
right amount of energy to produce and to meet the load demand according to the load
within each microgrid itself. The idea of the proposed distributed control strategy is
to control the ICs to regulate the active power flows between microgrids to indirectly
regulate the load power of individual microgrid, providing higher-level active load
power sharing among the microgrids. For the two interconnected microgrids, three
operation modes of the interlinking converter are considered as follows.

Mode-1: If the determined active power is negative, it means that the VIC,dc − P
droop is selected and that the interlinking converter will absorb the power from the
ac microgrid and then inject into the dc microgrid. The interlinking converter, seen
from the dc-link side, just acts as a “dc DG” unit in this mode.

Mode-2: If the determined active power is positive, it means that the ωIC − P
droop is selected and that the interlinking converter will inject the power to the
corresponding ac microgrid. The interlinking converter takes the same role of an “ac
DG” as that in the ac microgrid in this mode.
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Fig. 4.2 A possible layout of a cluster of interconnected ac and dc microgrids with a ring-shape
communication topology spanned across the network

Mode-3: There will be no power transferred by the interlinking converter when
both the ac and dc microgrids are under-loaded or over-loaded, or some faults occur,
or deviation of the per-unit values of dc voltage and ac frequency is less than threshold.

4.3 Modeling of the System

4.3.1 Dynamic Linearization Data Model of IC

Usually, a voltage source inverter (VSI) can be adopted for the interlinking con-
verter. And a sample configuration is shown in Fig. 4.1. In natural reference frame,
considering the dc-link voltage dynamics and ignoring conducting resistances of
the switching devices in the IC, the complete average switching dynamics of the
interlinking converter can be given by

V̇IC,dc � (1/Cdc)iIC_dc − (
1/CdcVIC,dc

)
uT

abc_aveiIC_abc

i̇IC_abc � (−RIC_f /LIC_f
)
iIC_abc +

(
1/LIC_f

)(
VIC,dcuabc_ave − vIC_o_abc

)

v̇IC_o_abc � (
1/CIC_f

)(
iIC_abc − iIC_o_abc

)
(4.1)

where iIC_abc, vIC_o_abc, uabc_ave, and iIC_o_abc are ac currents of filter inductance, ac
voltages of filter capacitor, average switching signals and ac output currents of the
interlinking converter, respectively. VIC,dc and iIC_dc are dc-link voltage and input
current, respectively. LIC_f , RIC_f , CIC_f and Cdc are the filter inductance, filter resis-
tance, filter capacitance, and dc-link capacitance, respectively. We choose VIC ,dc and
vIC_o_abc as the system outputs when the interlinking converter operates in mode-1
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and mode-2, respectively, and uabc_ave as the system control inputs. Then the dynam-
ics, for digital implementation, can be expressed in a discrete-time domain with the
conversion H (s) = (1−e−sT )/s as

vIC−o−abc(k + 1) � f1(vIC−o−abc(k), . . . , vIC−o−abc(k − dy1),

uabc−ave(k), ), . . . ,uabc−ave(k − du))

VIC,dc(k + 1) � f2(VIC,dc(k) . . . , VIC,dc(k − dy2),

uabc−ave(k), . . . ,uabc−ave(k − du)) (4.2)

where vIC_o_abc = [vIC_o_a, vIC_o_b, vIC_o_c]T, uabc_ave = [ua_ave, ub_ave, uc_ave]T. Let V1

= vIC_o_abc, V2 = VIC,dc, u = uabc_ave, and f2 = f 2, then the dynamics in (4.2) can be
expressed as

Vi(k + 1) � fi
(
Vi(k), · · · ,Vi

(
k − dy

)
,u(k), · · · ,u(k − du)), i � 1, 2 (4.3)

where dy and du are the unknown orders, and fi(·) are unknown nonlinear function
vectors.

As mentioned in the previous section, uncertainty dynamics, unmodeled dynam-
ics, and disturbances widely exist in the interlinked microgrids, and it is difficult
to obtain the unknown nonlinear function vector fi(·). Therefore, data-driven-based
partial form dynamic linearization (PFDL) can be the best to be adopted in this paper
to obtain the equivalent dynamic linearization data model of system (4.3).

The implementation of the data-driven MFAC method is usually based on two
assumptions: (1) The partial derivatives of with respect to control inputs are contin-
uous; (2) System (4.2) is generalized Lipschitz. These assumptions imposed on the
controlled system are reasonable and acceptable from a practical viewpoint. Assump-
tion 1 is a typical condition of control system design for general nonlinear systems.
Assumption 2 limits the rates of changes of the system outputs driven by the changes
of the control inputs. From the ‘energy’ point of view, the output energy change rates
inside a system cannot go to infinity if the changes of the control input energy are
in a finite altitude. According to these assumptions and Theorem 1 in [26], for the
nonlinear system (4.3), there must be parameters �i(k),∀i � 1, 2 called (pseudo
partitioned Jacobian matrix, PPJM), and system (4.3) can be transformed into the
following PFDL description when ‖�U(k)‖ �� 0:

�Vi(k + 1) � �i(k)�U(k),∀i � 1, 2 (4.4)

where each variable is given in Appendix A.
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4.3.2 Modeling of the AC and DC Microgrids

In this paper, both ac and dcmicrogrids are considered for the interconnected system.
Generally, in a microgrid, three control loops, namely, the voltage control loop,
current control loop, and droop control loop, are adopted in the local DG controller.
It should be noted that the dynamics of the LCL filter, the RL output connector, and
the voltage and current control loop are much faster than that of the droop control.
Therefore, only the dynamics of the droop control are considered in remodeling the
primary controller. Hence, the widely accepted ω−P and Vdc −P droop control
equations representing each distributed energy resource in the ac and dc microgrids
respectively, are given by

ωk,r,pu � ω∗
k,r,pu − kac,k,r

(
Pac,k,r − P∗

ac,k,r

)

Vdc,k,r,pu � V ∗
dc,k,r,pu − kdc,k,r

(
Pdc,k,r − P∗

dc,k,r

) (4.5)

where ω∗
k,r,pu and V ∗

dc,k,r,pu are the desired frequency and dc voltage, respectively;
Pac,k,r andPdc,k,r are the output active powers,P∗

ac,k,r andP∗
dc,k,r are the desired active

powers of DGs in ac and dc microgrids, respectively; and kac,k,r and kdc,k,r are the
droop coefficients. Notice that the subscript “pu” represents the per-unit values that
are defined by applying the expressions in [26], and “r” and “k” represent the r th
DG unit in microgrid “k”. The E − Q droop equation is not included in Eq. (4.5)
since the active power sharing is mainly considered in this paper. Based on the linear
Eq. (4.5), the combined droop Eq. (4.6) of the whole DGs in one ac or dc microgrid
can be obtained. This means that all the DGs in one ac or dc microgrid are viewed
as an equivalent larger DG.

ωk,pu � ω∗
k,pu − kac,k

(
Pac,k − P∗

ac,k

)

Vdc,k,pu � V ∗
dc,k,pu − kdc,k

(
Pdc,k − P∗

dc,k

) (4.6)

where ω∗
k,pu � ω∗

k,r,pu, V ∗
dc,k,pu � V ∗

dc,k,r,pu, Pac,k �
n∑

r�1
Pac,k,r , Pdc,k �

n∑

r�1
Pdc,k,r ,

P∗
ac,k �

n∑

r�1
P∗

ac,k,r , P∗
dc,k �

n∑

r�1
P∗

dc,k,r , kac,k � 1/
n∑

r�1

(
1 /kac,k,r

)
, and kdc,k �

1/
n∑

r�1

(
1/kdc,k,r

)
. ω∗

k,pu and V ∗
dc,k,pu are the desired ac frequency and dc voltage,

respectively; Pac,k and Pdc,k are the output active powers, P∗
ac,k and P∗

dc,k are the
desired active powers of DGs in ac and dc microgrids, respectively; and kac,k and
kdc,k are the droop coefficients. Note that regarding the dc microgrids, the effects of
the line impedance mismatches are omitted for simplifying the analysis. This will
not affect the controller design.
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Fig. 4.3 The illustration of
the normalized consolidated
droop lines of the
interconnected ac and dc
microgrids

For simplicity and readability, let xk represents ωk,pu and Vdc,k,pu, Pk represents
Pac,k and Pdc,k , and kk reprsents kac,k and kdc,k , then the combined droop Eq. (4.6)
from microgrid $k$ can be rewritten as a unified form

xk � x∗
k − kk

(
Pk − P∗

k

)
. (4.7)

The active power outputs Pk in Eq. (4.7) can also be given by

Pk � PLk +
∑

i∈Ck

PIC,i

where PLk is the active power load within the kth dc microgrid (Pdc−MGk−L) or ac
microgrid (Pac−MGk−L),Ck is the set that indexes the interlinking converters connected
to the kth microgrid, and PIC,i is the active power transferred by IC “i”.

The droop lines (4.7) representing the normalized consolidated droop responses of
the ac and dcmicrogrids are given in Fig. 4.3. Applying the principle of droop control
ofDGs to the interconnectedmicrogrids to achieve proportional power sharingmeans
maintaining xk � xp(or kkPk � kpPp)(k �� p) for all themicrogrids. Despite thewell-
recognized droop control strategies in standalone ac or dc microgrids, proper power
sharing among multiple microgrids tied together through the interlinking converters
can be difficult by using the conventional droop methods. Therefore, this paper
aims at designing a distributed controller to control the interlinking converter to
properly exchange active power PIC,i between microgrids, achieving proportional
active power sharing among the interconnected microgrids by keeping the per-unit
values of frequencies and dc voltages equal. Thus it will benefit the utilization of the
distributed energy resources, and enhance the power supply reliability and flexibility.
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4.4 Power Management Control Strategy of Interconnected
AC and DC Microgrids

4.4.1 Data-Driven- and Dual-Droop-Based Control Strategy
for Hybrid AC/DC Microgrids

4.4.1.1 Data-Driven Model-Free Adaptive Voltage Controller

Based on the PFDL system (4.4), the DDMFAVC controller for the interlinking
converter can be designed in the following. Before giving out the controller, an
observer is proposed to estimate the parameters �i(k) (PPJM), and the observer and
the adaptive update law for �i(k) are given by (1) Steady-state equation of power
subsystem

V̂i(k + 1) � V̂i(k) + �̂i(k)�U(k) +KiṼi(k)

�̂T
i (k + 1) � �̂T

i (k) + �i(k)
(
Ṽi(k + 1) − FiṼi(k)

)
�U(k)I1×3L

(4.8)

where all the variables are given in Appendix A.
Upon the parameters �i(k) estimated, the DDMFAVC controller can be designed

as

u(k) � u(k − 1) + �̂T
i (k)

[
αi + �̂i(k)�̂T

i (k)
]−1

×
[
V∗

i (k + 1) − V̂i(k) − KiṼi(k)
]
, for‖�U(k)‖ ≤ δ

u(k) � u(k − 1) + δ · sign(�u(k)), for‖�U(k)‖ > δ

(4.9)

where αi � diag(α1, α2, α3), α2 � α4, and V∗
i (k) are the reference trajectories.

The stability of the proposed DDMFAVC closed-loop control system (4.9) can
be guaranteed by using the Lyapunov-based stability theory. Detailed proof can be
found in [44].

It isworthwhile to remark here that the designed voltage controllers (4.8) and (4.9),
unlike the robust controller [36], predictive controller et al. [37] can be obtained and
implemented easily only by using input-output data through the data-driven control
theory.Mathematicalmodels are not required in the design of the proposed controller.
The controller is a lower cost controller since it does not require any external testing
signals and any training process. It is simple and easy to be implemented and flexi-
ble with small computational burden. It is also suitable to complex and large-scale
practical systems particularly for the interlinked microgrids since the structure of the
plant is often difficult to determine and the parameters are hard to identify and neces-
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Fig. 4.4 The proposed dual-droop control characteristics of the interlinking converter

sary process information that the data-driven MFAC needs can be directly extracted
from huge amounts of process data. On the other hand, the volt-age controller can
be implemented flexibly under different operation modes that are determined by the
dual-droop controller discussed in detail in the following subsection. Additionally,
with respect to the voltage controller design, complex coordinate transformation can
be avoided.

4.4.1.2 Dual-Droop Controller

Proportional power sharing is necessary. In this paper, all the DGs in each microgrid
are seen as a larger equivalent controllable distributed generator by summing all
their respective source characteristics. The power ratings and loads of microgrids are
usually different in practice. Consequently, this allows back-up reserve with each
microgrid to be reduced considerably and overstress of each microgrid to be avoided
as well, resulting in greater reliability.

Despite the well-recognized droop control strategies in standalone ac or dc micro-
grids, proper power sharing among multiple microgrids tied together through the
interlinking converter cannot be achieved by the conventional droop methods. Con-
sidering the statements, to achieve proportional power sharing between the inter-
linked microgrids and participate in voltage and/or frequency regulation simulta-
neously just like DGs in microgrids, a dynamical dual-droop control scheme with
power management and distribution is proposed in this paper. The proposed dual-
droop control characteristics of the interlinking converter for active power sharing
are drawn in Fig. 4.4. Their mathematical representations are given as

PIC,tk �

⎧
⎪⎪⎨

⎪⎪⎩

(
ω∗

IC,pu,tk
− ωIC,pu,max

)
/σ̃IC,tk

(
V ∗

IC,dc,pu,tk
− VIC,dc,pumax

)
/k̃IC,tk

(4.10)
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Fig. 4.5 Illustration of proportional power sharing process realized within the intertied ac and dc
microgrids

where σ̃IC,tk and k̃IC,tk are the active droop coefficients, and “pu” represents the per-
unit values that are defined by applying the expressions in [23].

For the appropriate power flow decisions using only variables measured locally,
different thresholds can then be set for the frequencies and voltages to distinguish
when the microgrids are under-loaded (UL), normal-loaded (NL), or over-loaded
(OL) in terms of active powers. Using the proposed dual-droop control, the inter-
linking converter will have three operationmodes defined in above, and at any instant
it just operates at one mode.

Conventionally, within the ac microgrid for example, active and reactive pow-
ers at the source terminals are measured for determining reference values for its
frequency and voltage magnitude. However, the active power command of the inter-
linking converter in this paper is determined by the proposed power management
and distribution module. Underlying principles of this new droop control scheme
can better be understood by referring to the example drawn in Fig. 4.5. In that figure,
the droop lines drawn in the left and right sides are for representing the normalized
consolidated droop responses of the ac and dc microgrids given as

ωac,pu � ωo,pu − kacPac

Vdc,pu � Vo,pu − kdcPdc (4.11)

where kac and kdc are droop coefficients.
When the interlinking converter starts to operate at first time, the interlinking

converter will “know” the operating conditions of the two microgrids by measuring
the local terminal ac frequencies and dc voltages. For instance, they initially operate at
ωac,pu,t0 and Vdc,pu,t0 , respectively, corresponding to the black dots shown in Fig. 4.5.
According to droop control principle, achieving proportional power sharing between
the ac and dc microgrids means maintaining ωac,pu � Vdc,pu � ξs, corresponding
to the red dashed horizontal line drawn in Fig. 4.5. Therefore, Eq. (4.12) can be
obtained.
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ωac,pu,t0 + kacPIC,t0 � Vdc,pu,t0 − kdcPIC,t0 (4.12)

where PIC,t0 is the determined active power to be transferred through the interlinking
converter for proportional power sharing at t � t0. PIC,t0 can be rewritten as

PIC,t0 � Vdc,pu,t0 − ωac,pu,t0

kac + kdc
(4.13)

Upon reaching the steady state, proportional active power sharing between differ-
ent types of microgrids in the interlinking converter enabled system can be realized
due to the same vertical axis values (ωac,pu � Vdc,pu � ξs) of the consolidated droop
lines.

After that, when the loads in the ac and dc microgrids changes, the active power
command will be updated using the following equation

PIC,tk+1 � PIC,tk − kac

kac+kdc
�PLac

︸ ︷︷ ︸
ϕdc

+
kdc

kac+kdc
�PLdc

︸ ︷︷ ︸
ϕac

� 1

kac+kdc

(
Vdc,pu,tk+1 − ωac,pu,tk+1

)
, k ≥ 0 (4.14)

wherePIC,tk represents the active power to be transferred by the interlinking converter
when loads changed at the time t � tk ,�PLac and �PLdc represent the increased
active powers of the ac and dc microgrids at the time t � tk+1, respectively, ϕac and
ϕdc represent the active power that should be shared by the ac and dc microgrids,
respectively, and ωac,pu,tk+1 , Vdc,pu,tk+1 are the measured terminal ac frequency and dc
voltage at the present time t � tk+1.

Considering the defined operation modes and thresholds, a more general expres-
sion of (4.14) can be given as

PIC,tk �

⎧
⎪⎪⎨

⎪⎪⎩

0, whenVdc,pu,tk , ωac,pu,tk

∈ (ξUL, ξmax] ∪ [ξmin, ξOL]
1

kdc+kac

(
Vdc,pu,tk − ωac,pu,tk

)
, others

. (4.15)

Seen from Eq. (4.10) and (4.15), the interlinking converter monitors the operating
of the ac and dc microgrids, and updates the active power command in real time only
using the measured ac frequency and dc microgrid voltage. Upon the determined
active power PIC,tk+1 transferred by the interlinking converter, proportional active
power sharing between the ac and dc microgrids can be realized.

However, it should be noted that using Eq. (4.15) will cause almost continuous
operation of the interlinking converter for any load variations that will result in more
power loss in the converter. Moreover, when the deviation is small enough, it is
not necessary for the interlinking converter to transfer the active power. The main
reasons can be summarized as: (1) the determined active power is too small andmuch
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of that will be loosed in the converter under this condition; (2) reliable operation of
the system cannot be affected even if the determined active power is not transferred
by the interlinking converter. Therefore, to avoid this, threshold of the deviation is
introduced into Eq. (4.15), and then Eq. (4.15) can be rewritten as follows:

PIC,tk � 1
kac+kdc

(
Vdc,pu,tk − ωac,pu,tk

)

u
(∣∣Vdc,pu,tk − ωac,pu,tk

∣∣ − η
) (4.16)

where u(·), is the unit step function, η is the threshold of the deviation and it can be
expressed as η � f

(
Vdc,pu,tk , ωac,pu,tk

)
. Equation (4.16) can be better and more easily

illustrated by using Fig. 4.8 which is a three-dimensional space Cartesian coordinate
reference frame constructed by Vdc,pu, ωac,pu and η. As shown in Fig. 4.8, the sur-
face SABCD represents the absolute value of the deviation ηe � ∣∣Vdc,pu,tk − ωac,pu,tk

∣∣,
and SBEJI and SFCHG represent the over-load and light-load conditions of both the ac
and dc microgrids, respectively. SEFGHIJ can be the considered area in some other
operation conditions, where active power could not be transferred due to the small
deviation. Taking the above into consideration, the surface SB1E1F1C1H1I1 is designed
to be the threshold η � f

(
Vdc,pu,tk , ωac,pu,tk

)
of the deviation in this paper. Thus,

when both the ac and dc microgrids are operating in light-load (SFCHG) or over-load
(SBEJI ) condition, none active power would be transferred from one microgrid to the
other due to ηe < η. On the other hand, when the microgrids are operating in the area
of SEFGHIJ , the interlinking converter would not transfer any active power due to the
small deviation and ηe < η. Therefore, continuous operation of the interlinking con-
verter can be avoided. It is worthy to remark here that the threshold η (SB1E1F1C1H1I1 )
can be flexibly designed according to the requirements of practical applications by
using Fig. 4.7.

As discussed in the literature [29, 30, 32], current-source, rather than voltage-
source, characteristics are exhibited by the interlinking converter. In order to partic-
ipate in voltage and frequency regulation, data-driven model-free adaptive voltage
controller is proposed in this paper for the interlinking converter. Therefore, dynam-
ical tuning of the proposed dual-droop lines is indispensable, making the determined
reference valueω∗

IC,pu,tk+1
or V ∗

IC,dc,pu,tk+1
equal to ξs,tk+1 . This can be realized by updat-

ing the coefficients of the dual-droop lines using the following equation (Fig. 4.6)

σ̃IC,tk+1 � �σ σ̃IC,tk , PIC,tk+1 > 0

k̃IC,tk+1 � �k k̃IC,tk , PIC,tk+1 < 0 (4.17)

where �σ and �k are given in Appendix B.
The updating process of the active power command and coefficients is also illus-

trated in Fig. 4.5.
It can be seen that using the proposed dynamical dual-droop control strategy

(4.10), along with the active power command management and distribution method
(4.16) and the coefficients updating scheme (4.17), proportional power sharing
between the ac and dc microgrids can be realized by the interlinking converter as
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Fig. 4.6 The schematic
diagram of design of the
threshold

well as participating in voltage and frequency regulation. The interlinking converter
will update the active power command PIC,tk+1 and coefficients σ̃IC,tk+1 and k̃IC,tk+1 if
it “finds” the frequency ωac,pu,tk+1 of the ac microgrid and/or dc voltage Vdc,pu,tk+1 of
the dc microgrid deviate from the present consensus value ξs,tk mainly due to load
changing and source changing, reaching at a new consensus state ξs,tk+1 . And if the
frequency ωac,pu,tk+1 and dc voltage Vdc,pu,tk+1 don’t change, the active power com-
mand PIC,tk+1 and coefficients σ̃IC,tk+1 , k̃IC,tk+1 will be maintained at PIC,tk , σ̃IC,tk and
k̃IC,tk , respectively.

Therefore, we could find that the dual-droop control proposed in our paper mainly
includes two stages. The first stage is to guarantee the proportional power sharing
which can be realized by calculating PIC using Eq. (4.16) according to the present
load condition of each microgrid. And the second stage is to realize accurate dc
voltage and ac frequency regulation which can be achieved by using Eq. (4.10) and
(4.17). We admit that droop characteristics similar to [24, 32] may be obtained if
we eliminate PIC from the equation, but it really has some differences. These could
be the reason that we use the determined active power PIC as a medium to calculate
the references ω∗

IC,pu and V ∗
IC,dc,pu of the IC. This concept is shown in the flow chart

depicted in Fig. 4.4.

4.4.1.3 Overall Control Diagram

The overall control block diagram showing the realization of the proposed dual-
droop control for the interlinking converter can be found in Fig. 4.7, in which the
secondary controller is not included. Firstly, the interlinking converter control is
realized bymeasuring the local ac frequency and dc terminal voltage. Thesemeasured
variables upon normalized by using the method proposed in [22] are then used to
determine the active power commandPIC,tk+1 (Eq. 4.16) for the interlinking converter.
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Fig. 4.7 Overall control diagram for the interlinking converter

According to the determined active power command PIC,tk+1 , the operation mode of
the interlinking converter can be selected and then the corresponding coefficient
updating signal σ̃IC,tk+1 or k̃IC,tk+1 (Eq. (4.17)) can also be generated. Secondly, using
the proposed dual-droop controller (4.10), along with the active power commands
PIC,tk+1 and coefficient updating signal σ̃IC,tk+1 or k̃IC,tk+1 , the references ω∗

IC,pu or
V ∗

IC,dc,pu will be determined. Finally, these references will be given into the inner
data-driven model-free adaptive voltage controller.

According to the control diagram, a PLL is used to detect ac frequency for the
dual-droop controller. For the inner loop controller, a data drivenmodel-free adaptive
controller is designed, which, unlike the conventional PI controller, does not require
the ac voltage and current obtained from the coordinate transformation by using the
frequency from the PLL. The dynamic I/O data that the DDMFAC requires could
be extracted directly from huge amounts of the recorded process data or observer.
Maybe, this has nothing to dowith PLL directly. The system and controller would not
be evidently affected by the PLL that just provides the frequency for the dual-droop
controller.
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4.4.2 Event-Triggered Distributed Power Sharing Control
for Interconnected Microgrids

4.4.2.1 Distributed Active Power Sharing Control Strategy

In this subsection, we address the question of “how” to achieve proportional active
power sharing among the interconnected microgrids, which means how to achieve
the following objective

k1P1 � · · · � kkPk � · · · � kpPp � · · · � kN PN ,

Pk � PLk +
∑

i∈Ck

PIC,i, k � 1, · · · , N , i � 1, · · · , M . (4.18)

As shown in (4.18), to achieve this proportional power sharing amongmicrogrids,
we can control the converter IC i to properly regulate the bidirectional active power
flow PIC,i dynamically between the interconnected microgrid k and p according to
different load level PLk in each microgrid at different time slots. Therefore, the key
issue is that how each IC determines the appropriate amount of active power that
should be transferred according to the generation and consumption scenarios.

Unlike previous works reported in [29–32], a distributed control scheme is devel-
oped to regulate the active power flow PIC,i by utilizing the multi-agent consensus
theory. Therefore, we first construct the first-order linear integral multi-agent dynam-
ics by using the active power sharing deviations among interconnected microgrids.

Let ei(t) � kkPk − kpPp, where “k” and “p” represent microgrid “k” and “p”
interconnected through IC “i”, then the multi-agent system can be constructed as

ėi(t) � pIC,i(t), i � 1, . . . , M , (4.19)

where pIC,i(t) is the auxiliary control inputs for the active power, ei(t) is the active
power sharing deviation betweenmicrogrid k and p and can be considered as the state
variable from the perspective of control theory. Thus, the objective is to design the
control input pIC,i(t) to achieve the consensus of ei(t), i.e., ei(t) � ej(t) � 0, i �� j,
as t → ∞, achieving the objective of proportional active power sharing among
microgrids (4.18). This problem is now transformed into a consensus problem of the
first-order linear integral multi-agent system. To achieve the consensus of the system
(4.19), the active powers of microgrids are utilized to construct the auxiliary control
inputs

pIC,i(t) � −ceIC,i(t) � −c
∑

j∈Ni

aij
(
ei(t) − ej(t)

)
, (4.20)

where c is the coupling again and eIC,i(t) is the sum of the errors of the per-unit
values of dc voltages and frequencies from the local IC and its neighboring ICs.
Further, eIC,i(t) also represents the sum of the deviations of the active power sharing
among microgrids interconnected by the local and neighboring ICs. According to
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the literature [38], all the agents with the protocol in (4.20) are asymptotically stable.
This means ei(t) = e j (t) = 0 as t→∞, where i 1= j, resulting in proportional active
power sharing k1P1 = k2P2 = · · ·=kN PN among the microgrids.

Thus, the active power PIC,i transferred by IC “i” can be obtained by using a PI
controller GIC,i(s)

PIC,i � KP
IC,ipIC,i(t) + KI

IC,i

∫ t

0
pIC,i(τ )dτ,

where KP
IC,i and KI

IC,i are the proportional and integral gains.

4.4.2.2 Event-Based Distributed Consensus Control Strategy

It can be found that continuous communication between neighboring agents is used
for the protocol (4.20), which may result in heavy communication burden. It is unde-
sirable and unnecessary to update the control actions for all the agents at the same
time. Recently, the event-based control method has been employed in control sys-
tems to reduce the communication and computation, which can achieve satisfactory
performance while significantly save the usage of bandwidth and signal processing
resources. Motivated by this observation, the event-based control method is further
introduced to design the consensus protocol (4.20) to reduce communication in the
interconnected systems. To reduce the clutter in the notation, define êi(t) � ei(ti

k )
for ti

k ≤ t < ti
k+1, where ti

k is the kth event instant for agent i, and ei(ti
k ) is the differ-

ence of the active power sharing between two microgrids connected by IC “i” at the
event instant ti

k . With this defined notation and following the proposed distributed
controller (4.20), an event-based consensus protocol is proposed for t ∈ [ti

k , ti
k+1)

pIC,i(t) � −c
∑

j∈Ni

aij

(
ei(t

i
ki(t)) − ej(t

j
kj(t))

)
, (4.21)

where ki(t) � argmax
k

{ti
k |ti

k ≤ t} represents the subscript of the latest event time

instant to the current time t. To apply this event-based consensus protocol, an event
detector is configured for each agent to determinewhen the sampled local information
should be used to update the control actions of itself and its neighbors. The proposed
event condition has the following form

∥∥eei (t)
∥∥2
2 ≤ σi

∥∥ẑi(t)
∥∥2
2, t ∈ [ti

k , ti
k+1), (4.22)

where σi is a positive scalar to be determined, eei (t) is themeasurement error of active
power sharing difference at the latest event time instant ti

k and the current time t, and
ẑi(t) is the sum of the deviation of active power sharing difference between agent
IC “i” and its neighboring ICs at the latest event time instant. They are respectively
defined as
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eei (t) � ei
(
ti
ki(t)

) − ei(t)

ẑi(t) �
∑

j∈Ni

aij

(
ei

(
ti
ki(t)

) − ej

(
tj
kj(t)

))
.

In fact, the definition of eei (t) along with the definition of ei(t) reflects the active
power sharing deviation between interconnected microgrids indirectly.

Combining the definition of eei (t), the dynamics of the closed-loop system for
agent i can be written as the following compact form for any t ∈ [ti

k , ti
k+1)

ė(t) � −cLê(t) � −cL(e(t) + ee(t)), (4.23)

where e(t) � [e1(t), · · · , eM (t)]T , ee(t) � [ee1 (t), · · · , eeM (t)]
T , ê(t) �

[ê1(t), · · · , êM (t)]T , and L is the Laplacian matrix of the communication topology.
Given a connected graph G, we consider the following Lyapunov functional candi-
date:

V (e(t)) � 1

2
eT (t)e(t). (4.24)

Then the time evolution of the function V (e(t)) along the trajectory generated by
(4.23) for any t ∈ [ti

k , ti
k+1) is given by

V̇ (t) � −ceT (t)Lê(t)

� −c(êT (t) − eT
e (t))Lê(t)

� −cêT (t)Lê(t) + ceT
e (t)Lê(t).

Using the inequality

eT
e (t)Lê(t) ≤ 1

2
eT

e (t)Lee(t) +
êT (t)Lê(t)

2
, (4.25)

V̇ (t) can be bounded as

V̇ (t) ≤ −cêT (t)Lê(t) +
c

2
(êT (t)Lê(t) + eT

e (t)Lee(t))

� − c

2
êT (t)Lê(t) +

c

2
eT

e (t)Lee(t). (4.26)

Combining the event condition (4.22), we can get

V̇ (t) ≤ − c

2

(
1 − λ2

nσmax
)
êT (t)Lê(t), (4.27)

where σmax � max{σi, i � 1, · · · , M } and λn is the maximum eigenvalue of Lapla-
cian matrix L. Thereby V̇ (t) ≤ 0 for any t ∈ [ti

k , ti
k+1) if c > 0 and 0 < σmax < 1

λ2
n
.

From LaSalle’s invariance principle, V̇ (t) ≤ 0 for ∀t ≥ 0 implies consensus for
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all agents, i.e.,t → ∞, ei(t) � kkPk − kpPp � 1
M

M∑

i�1
ei(0) � 0. That is to say,

k1P1 � k2P2 � · · · � kN PN . Therefore, according to the principle of droop control,
active power will be properly shared among microgrids no matter where the loads
are located and no matter how the microgrids are interconnected by the interlinking
converters. Thus, we propose the distributed event condition for each agent (IC) “i”,
i = 1, …, M:

∥∥eei (t)
∥∥2
2 > σi

∥∥∥
∑

j∈Ni

aij

(
ei

(
ti
ki(t)

) − ej

(
tj
kj(t)

))∥∥∥
2

2
(4.28)

where t ∈ [
ti
k , ti

k+1

)
, and 0 < σi ≤ σmax < 1

λ2
n
. Therefore, the active power sharing

results of the interconnected microgrids under the event-based distributed controller
can be described in Theorem 1.

Theorem 1 Consider the first-order agent control system for active power sharing
among the multiple interconnected AC and DC microgrids in (4.19). Assume that the
communication graph G is undirected and connected. Then, the proportional active
power sharing problem is solved asymptotically by the event-based distributed con-
sensus controller (4.21), where the event time instants are determined by distributed
event condition (4.28) with c>0 and 0 < σmax < 1

λ2
n
.

It is worthy to remark here that in this distributed control scheme, the IC is as-
signed to a particular agent which is different from most distributed schemes found
in the literature. We use the ICs in the interconnected hybrid ac and dc microgrids to
autonomously regulate the active power flow between microgrids but not to set the
set points of microgrids like that in [29]. This method is more general and suitable for
the interconnected system no matter how the microgrids are interconnected by ICs,
which is also different from themost of reported works where multiple dc microgrids
are connected to ac microgrid via ICs in parallel. The reason is that the dynamics
of agents and the consensus protocol are designed by using the difference of active
power sharing between microgrids interconnected by IC directly.

In the proposed approach, both the controller (4.21) and the event detector (4.22)
are fully distributed. Each agent does not need to have a global model of the inter-
connected microgrid systems, and does not have any knowledge of the dynamics of
its neighbors, but can communicate freely among them to reach an agreement. Only
the information from its local and neighboring ICs is required for IC “i” to decide the
updating and communicating instants. The implementation of the event-based control
provides an advantage of communication reduction among ICs since the updating of
control actions of the ICs and the communication between ICs are occurred only at
some specific event instants. Specifically, an event of IC i occurs if (4.28) is satisfied.
Then, IC i will take the new state sampling of ei(t) � kkPk (t)− kpPp(t) to update its
controller (4.21) by replacing ei(ti

ki(t)) � kkPk (ti
ki(t)) − kpPp(ti

ki(t)). At the same time,
IC i will also send the new sampled state to its neighbors through communication.
On the other hand, IC i will receive the sampled active power sharing deviation state
from its neighboring ICs if any of them triggers an event. Thus the controller of IC
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Fig. 4.8 The overall control block diagram of the proposed distributed control scheme

i will be updated to a new level. Following this idea, the communication will be
therefore reduced significantly.

In addition, this distributed fashion has plug-and-play feature, better flexibility
and reliability, which is important for microgrids operation. It can be immune to
topological variations caused by communication links or physical failures. Thus, it
has a greater tolerance to failures. Plug-and-play is also a potential benefit that if a
new microgrid system is added into (or disconnected from) the system, only those
agents affected by this new microgrid would have to be updated. Additionally, the
system can operate flexibly. If ac microgrids need reactive power support, ICs can
inject reactive power into ac microgrids by selecting proper operation mode.

The overall control block diagram showing the realization of the proposed control
scheme can be found in Fig. 4.8 in detail. At each sampling instant, through the Cyber
layer, each agent (interlinking converter (IC)) i broadcasts its state information to the
neighbors and also receives state information from its neighbor ICs (eˆi(t), eˆ j (t))
for event detection. If the condition in (4.22) is satisfied, no further action is required
for this IC; otherwise, this agent i will update its control action pIC,i(t) and notify
its neighbors to update their control actions pIC,j(t), j ∈ Ni by using its current state
information. The control actions pIC,i(t) are then fed to the PI controllers GIC,i(s)
to generate the corresponding active power command pIC,i(t) to adaptively regulate
the bidirectional power flow between microgrids. It can be seen that the controller
at each IC is totally distributed and that each controller only use the information of
its local and neighboring units, which can be more flexible and reliable.

4.4.2.3 Reactive Power Support for AC Microgrids

Although the active power transfer is the prime task of the ICs, they in the inter-
connected microgrids are not operating at full rating all the time [52]. Therefore,
several ancillary services can be developed by using the available IC rating in a
smart way. As an example, reactive power support for ac microgrids is considered
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in this subsection. In practical application, the IC rating should be considered and is
defined by a maximum apparent power rating Smax

IC,i for IC “i”. Thus the maximum

reactive power is limited by Qmax
IC,i �

√
Smax2

IC,i − P2
IC,i ≤ Smax

IC,i . The command of reac-

tive power support, QIC,i,ref , may come from the ac microgrids. In this paper, we
consider that if P2

IC,i + Q2
IC,i,ref ≤ Smax2

IC,i , PIC,i and QIC,i,ref will be transferred by IC
“i”, respectively, where PIC,i comes from the proposed distributed controller. In this
sense, proportional active power sharing among all the interconnected microgrids
will not be affected and reactive power support for ac microgrids just can be seen as
the load increase of dc microgrids. Otherwise, the communication link between IC
“i” and its neighboring ICs will be disconnected from the communication network,
and the reactive power, QIC,i,ref ≤ Smax

IC,i , will be transferred through IC “i” and a
small amount of active power PIC,i,ref as well. By using this method, the other ICs
can “know” that IC “i” has some other things to do and cannot work in cooperation
with them for the time being. This method, similar to the plug-and-play feature, is
flexible and can benefit the stable operation of the interconnected microgrids. This
is shown in Fig. 4.8.

4.5 Simulation and Results

To validate the performance of the proposed control scheme for the interlinked ac/dc
microgrids, the interlinked systems, depicted in Figs. 4.1 and 4.9 have been simulated
with the proposed data-driven based and event-triggered basedmethods, respectively,
in MATLAB/Simulink environment. The ac and dc microgrids have its own DGs
and loads, and are emulated with a dc-ac inverter and a boost converter, respectively.
A six-switch dc-ac converter with LC filters serving as the interlinking converter is
adopted to interface the ac and dcmicrogrids. To verify the feasibility of the proposed
controller, different operating conditions have been considered. The ring-shape com-
munication topology is also shown in Fig. 4.9. This topology is the sparsest network
where the failure of a single link does not compromise the graphical connectivity.
Therefore, it is chosen for data exchange in the cyber layer. Some results are presented
and discussed in detail in the following.

4.5.1 Simulation for Two Interconnected AC/DC Microgrids

4.5.1.1 Case 1

Theover load condition of both the ac anddcmicrogrids is considered in this case. The
initial conditions are set to 8 kW for the ac microgrid and 6 kW for the dc microgrid,
respectively. That means the ac microgrid is initially operating in over load condition
while the dc microgrid is operating in normal load condition. In the steady state, the
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Fig. 4.9 The simulation test
system with a ring-shape
communication topology

interlinking converter transfers 1 kW from the dc microgrid to the ac microgrid,
which is discussed in case 2 in detail. At t = 3 s, the ac and dc microgrids are changed
to 9.5 kW and 9 kW, respectively, which makes both the ac and dc microgrids over
loaded. This can also be demonstrated by the measured normalized values (−0.9
p. u and −0.8 p. u). According to (4.16), the active power to be transferred by the
interlinking converter is updated to 0 kW, which means the interlinking converter
transfers no power and each microgrid is responsible for the power sharing in this
load condition. Figure 4.10 shows the power and the normalized values of the ac side
frequency and the dc side voltage. It can be seen that the interlinking converter can
reasonably manage the power sharing and has a good performance. It is necessary to
mention that a loading shedding systemmay be activated in this condition in practice
to guarantee the system stability.

4.5.1.2 Case 2

The secondary control scheme is added in this case. Figure 4.11 shows the simulation
results, from which it can be seen that the per-unit values of the ac frequency and dc
voltage are restored to zero corresponding to their nominal values with help of the
secondary controllers. Specifically, at t = 2.1 s, synchronization is achieved between
the ac and dc microgrids, and the per-unit values of dc voltage and ac frequency meet
the condition of

∣∣Vdc,pu,tk − ωac,pu,tk

∣∣ < ε � 0.1. Therefore, the IC sends signals to
the ac and dc microgrids to change the reference values of the secondary controllers.
Then, the secondary controllers of the DGs in microgrids are started to restore the
dc voltage and ac frequency to their nominal values. At t = 3 s, the ac microgrid is
changed to 6.5 kW and the dc microgrid remains 6 kW. In this load condition, no
active power is transferred by the interlinking converter since the deviation is less
than the threshold (ηe <η), which means each microgrid is responsible for the power
sharing. Therefore, the secondary controller of the interlinking converter is stopped
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Fig. 4.10 Power responses and per-unit values. a Active power (W). b per-unit values of the dc
side voltage and ac side frequency

to work and the secondary controllers in each ac and dc microgrid remain working.
The dc voltages and the ac frequency in dc and ac microgrids can be kept at their
nominal values, respectively.

4.5.2 Simulation for Networked AC/DC Microgrids

4.5.2.1 Case 1: Performance Evaluation with Load Change

In this case, different load conditions and the change of the load in different micro-
grids are considered to verify the performance of the proposed method. The simula-
tion results are shown in Fig. 4.12 and the simulation process is as follows. Initially,
the microgrids (dc-MG1, dc-MG2, ac-MG1 and ac-MG2) are experiencing a load
demand of 10.5 kW, 10 kW, 30.5 kW and 25 kW, respectively, before the time of t =
6 s. Obviously, the active power is not properly shared among these four microgrids
if any strategy is not adopted since kdc1Pdc1 �� kdc2Pdc2 �� kac1Pac1 �� kac2Pac2. In
this paper, the proposed event-based distributed consensus control method is applied
to the ICs in the interconnected microgrids. Thus, with the help of the consensus pro-
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Fig. 4.11 Power responses and per-unit values. a Active power (W). b per-unit values of the dc
side voltage and ac side frequency

tocol, IC1 transfers approximately 8.5 kW from dc-MG1 to ac-MG1, IC2 transfers
about 3 kW from dc-MG2 to ac-MG1 and IC3 transfers about 6 kW from dc-MG2 to
ac-MG2 (shown in Fig. 4.12a). Upon reaching steady-state, all the microgrid source
generations are noted to be the same at about 19 kW each (Pdc1 � Pdc2 � Pac1 �
Pac2 � 19 kW) shown in Fig. 4.12b. And at the same time, Eq. (4.18) is satisfied
seen from Fig. 4.12c, i.e., kdc1Pdc1 � kdc2Pdc2 � kac1Pac1 � kac2Pac2 � 0.95,
resulting in proportional power sharing of the total load among the interconnected
ac and dc microgrids. At the time of t=6 s, the loads in dc-MG2 and ac-MG1 are
changed to 12.5 kW–30 kW, respectively, but the loads in dc-MG1 and ac-MG2 are
not changed. Power sharing mismatches caused by the load changes are sensed by
the event-based consensus protocol (4.21). Up-on sensing these mismatches, each
IC will immediately regulate the amount of the active power to be transferred adap-
tively by using the proposed strategy. As shown in Fig. 4.12a, due to the increasing
of the load in dc-MG2, IC2 and IC3 reduced the active power transferred from dc-
MG2 to ac-MG1 and ac-MG2, respectively. Meanwhile, IC1 increased the amount
of active power transferred to ac-MG1. This means that dc-MG1 has ability to share
more load active power for other micro-grids than dc-MG2. Under this operating
condition, IC1, IC2 and IC3 transferred the active power of about 9 kW, 1.5 kW and
5.5 kW, respectively (shown in Fig. 4.12a). It can be seen that all the loads are approx-
imately proportionally shared among the microgrids (kdc1Pdc1 = kdc2Pdc2 = kac1Pac1

= kac2Pac2 = 0.975) (see Fig. 4.12c, d). The source generations of all the microgrids
are the same at about 19.5 kW (see Fig. 4.12a). The active power sharing mismatches
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have been eliminated (shown in Fig. 4.12d). Following, from t=11.5 s, the load in dc-
MG1 increased 3 kW arriving at 13.5 kW. The ICs need to regulate the active power
they should transfer again according to the proposed strategy to achieve proportional
active power sharing among the interconnected microgrids. Due to the load rela-
tionship among the microgrids (Pdc−MG2−L <Pdc−MG1−L <Pac−MG2−L <Pac−MG1−L),
both IC1 and IC3 will reduce their transferred active power from dc-MG1 and dc-
MG2 to ac-MG1 and ac-MG2, respectively, while IC2 will increase the active power
transferred from dc-MG2 to ac-MG1. As shown in Fig. 4.12a, IC1, IC2 and IC3
transferred about 7 kW, 3 kW and 5 kW, respectively. Thus, all the active power
loads in the system are proportionally shared among the microgrids since kdc1Pdc1

= kdc2Pdc2 = kac1Pac1 = kac2Pac2 = 1 (shown in Fig. 4.12c) and the total source gen-
eration of each microgrid is the same at about 20 kW (shown in Fig. 4.12b).The
active power sharing mismatches have also been eliminated. Similar to the previ-
ous scenarios, we reduced the loads in both ac-MG1 and ac-MG2 at t=15.5 s and
t=19.5 s, respectively. Finally, loads in ac-MG1 and ac-MG2were reduced to 10 and
8 kW after t=19.5 s, respectively. Because the loads of both ac-MG1 and ac-MG2
are less than that of both dc-MG1 and dc-MG2, ac-MG1 and ac-MG2 should share
some active power for dc-MG1 and dc-MG2. The ICs reregulated the amount of their
transferred active power, and in the final stage, they (IC1, IC2 and IC3) transferred
about −2.5 kW, 1.5 kW, and −3 kW, respectively, resulting in proportional active
power sharing among the interconnected microgrids. The total generation of each
microgrid is noted to be the same at about 11 kW (shown in Fig. 4.12b). Note that the
negative active power transferred by ICs means that the active power is transferred
from ac microgrid to dc microgrid. Actually, we can find that ac-MG1 shared about
1 kW for dc-MG1 and ac-MG2 shared about 1.5 kW for dc-MG2 and 1.5 kW for
dc-MG1 at the final stage. During the time of t=15.5–19.5 s, IC1 transferred a very
small amount of active power. In the practical application, ICs can stop running under
this condition. Figure 4.12d shows the responses of power sharing mismatches (ei).
It can be seen that the mismatches were eliminated no matter what the load con-
ditions were. Figure 4.13 is the zoom-in simulation results of Fig. 4.12b–d, which
illustrates dynamic performance of the active power generation of each microgrid
and the power sharing deviations when the load changed at t=11.5 s. The simulation
results demonstrate that the active power can be properly shared among the intercon-
nected microgrids by using the proposed strategy. This could provide more reliable
and flexible power supply.

It should be noted that as shown in Fig. 4.12e,whilewe have achieved proportional
active power sharing among the interconnected microgrids, the per-unit values of the
dc voltages and the ac frequencies didn’t fully arrive at the same values at the steady
state under different load conditions by using the proposed control strategy. This is
mainly caused by the line impedances in the Vdc−P droop controlled dc microgrids
just like that of ac microgrids. Additionally, the total active power generation of
each microgrid was used to design the controller in this paper, achieving proper
active power sharing among the microgrids. This has a potential benefit that it is not
affected by the secondary controllers in each microgrids if implemented.
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(a)

(b)

(c)

(d)

(e)

Fig. 4.12 Simulation results. aActive power transferred by ICs. bActive power generation of each
microgrid. c Responses of kiPi. d Power sharing mismatches among microgrids. e Per-unit values
of dc voltages and ac frequencies
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Fig. 4.13 Zoom-in
simulation results of
Fig. 4.4b–d when the load
changed at t = 11.5 s

(b)

(c)

(d)
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Fig. 4.14 The event time instants of ICs

To demonstrate that the event-based control can reduce the communication
amount between ICs,we also present the event time instants for ICs given in Fig. 4.14.
It can be seen that the number of IC control updates is greatly reduced to reach consen-
sus compared with continuous communication scheme that requires communication
at every step.

4.5.2.2 Case 2: Plug-and-Play

Plug-and-play is a key feature of the interconnected microgrid system with the pro-
posed distributed controller. And in reality, islanding of one of microgrids may occur
due to some different reasons, resulting in leaving-off of ICs connected to it. There-
fore, stable and effective operation of the system should be guaranteed under this
scenario. In this simulation case, we consider the scenario that islanding occurs in
ac-MG2 which results in leaving-off of the interlinking converter, IC3, i.e., IC3 will
stop running. It should be noted that leaving-off of IC3 means all communication
edges connected to IC3 are removed. Therefore, the communication edges between
IC1 and IC3, and IC2 and IC3 are automatically given up, but the link between IC1
and IC2 still maintains a connected graph with balanced Laplacian matrix. In this
sense, proportional power sharing is only achieved among the microgrids except ac-
MG2. Figure 4.15 shows the plug-and-play capability of the proposed method and
its performance in case of leaving-off of IC3 due to the islanding of ac-MG2. As
seen, after IC3 is disconnected from the interconnected microgrids at t=3 s because
of the islanding of ac-MG2, dc-MG1, dc-MG2 and ac-MG1 can still proportionally
share the active power of the loads located in the microgrids except ac-MG2. This is
illustrated by Fig. 4.15c, d. Figure 4.15a shows that IC1 and IC2 reassign the trans-
ferred active power PIC,1 and PIC,2 between microgrids to realize this proportional
power sharing objective. In the islanding mode, the active power of loads in ac-MG2
is shared by DGs in ac-MG2 itself without the support from IC3. This simulation
results show that the proposed control method has good plug-and-play ability and
can effectively operate due to islanding of one of microgrids.
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4.5.2.3 Case 3: Different Ratings of Microgrids

In the previous five cases, we assume that the four interconnectedmicrogrids have the
same power capacity. In this case, different power ratings of microgrids are carried
out since this is a more general scenario in a real world. The ratios of power ratings
of microgrids are considered as dc-MG1: ac-MG1: dc-MG2: ac-MG2 = 4:1:3:2.
Besides the proportional active power sharing among the interconnected microgrids,
reactive power support for the acmicrogrids (ac-MG1andac-MG2) is also considered
in this simulation case. Figure 4.16 shows the results. As shown in Fig. 4.16a, d,
we can see that IC1, IC2 and IC3 transferred the active power of about 18.6 kW,
2.75 kW and 7.7 kW from dc microgrids to ac microgrids, respectively, and that at
the same time, IC1 and IC3 transferred reactive power of 3 kVar and 3.5 kVar to
ac-MG1 and ac-MG2, respectively. Also, it can be found that active power of loads
can be proportionally shared among the four microgrids (see Fig. 4.16b, e), i.e.,
Pdc,1:Pac,1:Pdc,2:Pac,2 = 4:1:3:2 (Pdc,1 = 34.6 kW, Pac,1 = 8.64 kW, Pdc,2 = 25.96 kW,
Pac,2 = 17.3 kW) and kdc,1Pdc,1 = kac,1Pac,1 = kdc,2Pdc,2 = kac,2Pac,2 (about 0.865).
From the perspective of dc microgrids, reactive power support for ac microgrids
just can be seen as the load increase of dc microgrids, which will not affect the
proportional active power sharing among microgrids without consideration of IC
ratings. The reactive power support can bring better voltage profiles of ac microgrids
(see Fig. 4.16f). The results show that the proposed method has a good flexibility
and effectiveness that can benefit the operation of the interconnected microgrids.

4.6 Conclusion

This paper investigates on coordinated power sharing issues of the interconnected
ac and dc microgrids. To realize proportional power sharing between two ac and
dc microgrids, a novel primary controller including a dual-droop controller and a
data-driven model-free adaptive voltage controller has been proposed. The design
of the controller is only based on input/output (I/O) measurement data but not the
model any more. Following, an event-based distributed consensus control method
also has been developed to realize proper power sharing among multiple intercon-
nected microgrids. This distributed method allows each IC to adaptively regulate the
active power flow between microgrids. Thus the active power load can be properly
shared by DGs in microgrids no matter where the loads are located. And the pro-
posed strategy is suitable to the interconnected microgrids no matter how they are
connected by ICs. The event-based strategy can effectively reduce the communica-
tions between ICs. Also, the power supply flexibility and reliability can be enhanced.
Simulation results have been given to verify the proposed power sharing strategy.
In future research work, we will focus on the system stability analysis and design,
interaction between microgrids and power quality improvement of ac microgrids.
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Fig. 4.16 Simulation results with consideration of different ratings of microgrids. a Active power
transferred by ICs. bActive power generation of each microgrid. c PCC voltages of dc micro-grids.
d Reactive power transferred by ICs. e Power sharing mismatches among microgrids, responses of
kiPi, and per-unit values of dc voltages and ac frequencies. f PCC voltages of ac- MG1 and ac-MG2
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Chapter 5
Distributed Coordinated Control
for Energy Internet

Abstract With the consideration of the large-scale amount and the characteristics of
the distributed renewable energy generation, how to achieve the proportional power-
sharing among DGs is an important issue to guarantee the stability and safety of
the Energy Internet. In this section, a multi-agent system-based distributed coor-
dinated control scheme is studied, and the main content contains: (1) architecture
of multiagent system-based distributed coordinated control for energy internet; (2)
implementation of distributed coordinated control for energy internet; (3) analysis of
circulating current and design of the primary energy agent based on nonlinear model
of distributed generator; (4) design of distributed coordinated control strategy based
on multi-agent consensus algorithm.

5.1 Introduction

To realize the envisioned Energy Internet conception, the critical design and control
objectives should be considered: (1) maintaining flexible and proportional power-
sharing among DGs; (2) maintaining system continuous synchronization with the
Main-Grid considering load variations; (3) minimizing circulating currents between
DGs, (4) achieving seamless energy transitions between Energy Internet and Main-
Grid if necessary.

To realize proportional power-sharing among DGs in the Energy Internet, various
control schemes have been proposed. Themost important one is the droop control [1],
an attractive distributed control scheme that has beenwidely studied recently since its
operation does not require for high-bandwidth communication systems. In addition,
a power sharing unit (PSU) is proposed to achieve power management strategy in
hybrid microgrid architecture in [2]. However, the conventional droop controller has
several drawbacks such as load-dependent frequencies and voltage amplitudes, large
circulating currents amongDGs [3], the tradeoff betweenpower-sharing accuracy and
voltage synchronization [4, 5]. To overcome these shortcomings, a modified droop
control strategy [6] has been proposed to improve the power-sharing accuracy con-
sidering the line-impedance effect through designing a proper virtual impedance. To
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restore the voltage and frequency of DGs to nominal values, the so-called secondary
control has been recently investigated in the literature [7, 8], which demonstrate
that proper communication systems are necessary to realize the control goals. The
secondary control can be classified into centralized control and distributed control
in general. The centralized control [9, 10] requires a central unit to receive all the
information and to broadcast the decisions. Due to the centralized nature, it presents a
single point failure which can reduce the reliability and stability of the whole system.
Alternatively, the multi-agent system as a kind of distributed control structure has
drawn much attention due to its flexibility and computational efficiency [11, 12]. In
[13], the participation of a multi-agent-system-based microgrid into the EnergyMar-
ket is proposed. In order to charge electric vehicles (EVs) at low electricity prices,
an agent-based control system that coordinates the battery charging of electric vehi-
cles in distribution networks is presented in [14]. In [15], the multi-agent system for
EV charging control is proposed based on the Nash Certainty Equivalence to solve
the grid impact. Meanwhile, the multi-agent consensus algorithm has been applied
into control system based on the multi-agent system structure [16, 17]. However,
these applications only solved a single problem of voltage restoration or frequency
restoration. Furthermore, Energy Internet always suffers from large circulating cur-
rents caused by the slight differences among phases and amplitudes of the output
voltages [18], which cannot be eliminated only by maintaining the synchronization
of the output voltage angles or amplitudes.

In order to overcome the aforementioned challenges, a novel distributed coordi-
nated controller combined with the multi-agent-based consensus algorithm is pro-
posed to control DGs in the Energy Internet. The multi-agent system-based dis-
tributed cooperative control algorithm is an important way to realize the intelligent
coordinated control of the energy internet, by which the safety and stability of the
energy Internet can be guaranteed. Two main control objectives are achieved by the
proposed control scheme: (1) keep angles and amplitudes of all DGs’ output voltages
being synchronized with the Main-Grid information (restore to their nominal val-
ues), while keeping accurate proportional power-sharing; (2) eliminate (minimize)
circulating currents among DGs in the Energy Internet. Specifically, P − δ and Q
− V droop controls are adopted to suppress the circulating currents, while achiev-
ing proportional power-sharing. This can be achieved by regulating both the angles
(δ) and amplitudes (V ) at the same time. Due to the nonlinear feature of DGs in the
Energy Internet, the proposed control approach is designed based on the input-output
feedback linearization control principle [19] and related stability analysis approach
[20].

The main features and benefits of the proposed controller are given as follows: (1)
the structure of the proposed controller related to the conception of the multi-agent
system is proposed including tasks decomposition, types of agents and information
flow; (2) the novel distributed coordinated controller combined with the multi-agent
consensus algorithm is proposed to control DGs in the Energy Internet; (3) the power
can be shared in proportional and the angles and amplitudes of output voltages can
be synchronized with the Main-Grid; (4) the circulating currents among DGs can be
suppressed effectively; (5) the control method requires only a sparse communication
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structure which means each DG only needs its local information and its neighbor’s
information to achieve control objectives, then the controller can be more reliable
and less expensive.

It is worthwhile to remark here that the proposed controller can bring extra ben-
efits: (1) Energy Internet can be operated as a spinning reserve system when the
leader information arises from Main-Grid, then it can achieve seamless integration
into Main-Grid; roughly speaking, the spinning reserve means that the bidirectional
power flowbetweenEnergy Internet andMain-Grid could respond voluntarily to load
disturbances within a given period of time [21, 22]; (2) facilitated by this advanced
control and communication scheme, Energy Internet can provide opportunities to
other smart end users (flexible loads such as Intelligence Data Centers) in our daily
lives to satisfy the needs of their power demands while minimizing their energy cost
[23]; (3) the system can supply other ancillary services such as market participation
as well required by Main-Grid [24, 25]; (4) with the increasing number of renewable
sources and the development of Energy Internet, the fuel crisis and environmental
problems can be solved gradually.

5.2 Architecture of Multiagent System-Based Distributed
Coordinated Control for Energy Internet

In order to achieve voltage synchronization, proportional power-sharing and spin-
ning reserve requirements for Energy Internet, the distributed coordinated controller
combined with multi-agent consensus algorithm is proposed.

5.2.1 Requirements of Distributed Coordinated Control

A typical architecture of Energy Internet integrated with the proposed controller is
shown in Fig. 5.1. The energy sources in an Energy Internet consist of distributed
renewable energy resources (DRERs), distributed energy storage devices (DESDs),
Main-Grid (MG). In this paper, the designation of the controller structure used in an
Energy Internet is based on the multi-agent system structure and each DRER, DESD,
MG is controlled by each different agent taking advantages of the autonomous,
intelligent, cooperative proactive and adaptive features of the multi-agent system.

The proposed Energy Internet structure and distributed coordinated controller
should meet the following requirements:

(1) Achieve power-sharing in proportional among different DGs dynamically and
restore the amplitudes and angles of output voltages to nominal value to keep
tracking with the information from the leader (Main-Grid or one DG).
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Fig. 5.1 Architecture of the energy internet

(2) Ensure the high reliability of the proposed algorithm and maintain seamless
transition when Energy Internet switches between the grid-connected mode and
islanded mode, which is called spinning reserve condition.

(3) Minimize the circulating current between different DGs to enhance efficiency
of energy transmission.

(4) Achieve sparse communication structure to enhance the reliability and efficiency
of the control system.

5.2.2 Definitions of Agents

According to the functional characteristics of the equipment in the Energy Internet,
the following six types of agents are defined as the primary energy agent, the load
agent, the energy storage agent, the main grid agent, the power router agent and the
manager agent, as shown in Fig. 5.2. The functions of each agent are as follows:

(1) Primary energy agent (PEA): a static agent that corresponds to the generation
equipment at the primary energy side, including renewable energy and clean
energy, which can monitor the real power generation status of the primary
energy. It can also response control instructions from the power router agent
(PRA) or the manager agent (MA) to calculate the power generation capacity of
each power supply unit. In accordancewith the coordination control instructions
from PRA or MA, it can cooperate with other PEAs to adjust the generation
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status of power supply equipment to meet the energy need of the distribution
network or the users of Energy Internet.

(2) Load agent (LA): a static agent that corresponds to the electricity load at the
user side of the Energy Internet, which can monitor the real state of the load,
and report the energy demand of the users to MA. It can also shut the redundant
load according to the control instructions from power router agent.

(3) Energy storage agent (ESA): a static agent that corresponds to the energy storage
device in Energy Internet, which can monitor the real status of the energy stor-
age device. It can stabilize short-time load fluctuation according to the control
instructions of PRA.

(4) Main grid agent (MGA): a static agent that corresponds to the traditional power
system, which can exchange information of energy need with PRA.

(5) Power router agent (PRA): a static agent that corresponds to the power router
in Energy Internet, based on the energy demand signal from MGA or MA,
dispatching the primary energy, aiming at maximizing the energy efficiency
of the renewable energy. Based on the multi-agent consensus algorithm, it can
calculate the status of generation equipment at the primary energy side to keep
power balance, keeping the frequency of electricity same as that of the traditional
power system and the voltage at a proper range to guarantee high-quality electric
energy output, in turns to meet the energy need of users in Energy Internet, to
realize the energy sharing and information exchange with the traditional power
system to support the safe and stable operation of the traditional power system.

(6) Manager agent (MA): a virtual dynamic agent that generates a dynamic load
demand response team (DLDRT) when it detects an energy demand signal
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from the users of Energy Internet, and communicates with the neighbor PEA.
In DLDRT, PEAs cooperate with each other, based on multi-agent consensus
algorithm to calculate the status of the generation equipment at the primary
energy side, to control the voltage in the network, in turns tomeet the changeable
energy need locally. When the load fluctuation is stabilized, the DLDRT will
be disbanded and the MA will disappear. Otherwise, the upper layer MA is
automatically established to form a wider range of DLDRTs until the DLDRT
contains all the power supply devices at the primary energy side in the Energy
Internet.

5.3 Distributed Coordinated Control for Energy Internet

Aiming at reasonably allocating the energy output of the energy supply devices at
the primary energy side in the Energy Internet, as shown in Fig. 5.3, the coordination
control strategy is proposed to stabilize load fluctuation, based on the multi-agent
consensus algorithm.
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Objective : Achieve the Optimal Economic Benefit

minimize the cost of energy supply 
and maximize the economic benefits

Objective : Achieve the Optimal Environmental Benefit

maximize the environment benefit, 
minimize the carbon emission, and 

maximize the use of the renewable energy 
resources and clean energy resources

Fig. 5.4 Optimization objectives of primary energies

5.3.1 Multi-objective Optimization Model

In the Energy Internet, the secondary energy resources contain both electricity and
heat. Therefore, to realize the optimization and address energy dispatch problem, it
is necessary to consider the effect of heat. In addition, many other factors make the
optimal dispatch of Energy Internet more difficult, such as the complexity of primary
energy resources and diversity of the energy demand of the users. Accordingly, the
multi-objective optimization model of Energy Internet is investigated to achieve the
optimal dispatch, to realize the optimal utilization of distributed renewable energy
resources and construct a low-carbon structure of the energy consumption, as shown
in Fig. 5.4.

A. Objective Function

The aimof dispatching optimally energy suppliers is to utilizemore renewable energy
and less fossil energy, while minimize the environmental cost and the economic cost.
The objective function is as follows:

f � min( f1, f2), (5.1)

where f1 is the environmental benefit function of energy dispatch, f2 is the economic
benefit function of energy dispatch.

(1) Environmental Cost

To solve the energy crisis and environmental problems, the consumption of coal,
natural gas and other fossil energy should be reduced. To maximize the environment
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benefit and minimize the carbon emission, the use of the renewable energy resources
and clean energy resources should be maximized, which is expressed as

f1 � min
T∑

t�1

NG∑

j�1

(
a j P

2
Gj,t

+ b j PGj,t + c j
)
+

T∑

t�1

NG∑

j�1

QGr j,t +
T∑

t�1

NF∑

j�1

QFj,t , (5.2)

where T is the number of dispatch intervals, NG is total number of natural gas-fired
CHP, jth is the generation parameters for the jth natural gas-fired CHP, PGj,t is the
active power of the jth natural gas-fired CHP. QGr j,t is the heat supply of the jth
natural gas-fired CHP at time t . NF is the amount of the traditional coal-fired boiler
unit. QFj,t is the heat supply of the jth traditional coal-fired boiler unit at time t .

(2) Economic Cost

Energy internet is a hybrid energy supply system, whose primary energy resources
contain natural gas, fossil energy and renewable energy, such as wind, solar, biomass
and so on. The optimal sub-objective is to minimize the cost of energy supply and
maximize the economic benefits under the condition that the energy demand can be
satisfied. The sub-objective function can be denoted as

f2 � min
(
FW
cos t + FW

res + FS
cos t + FB

cos t + FP
cos t + FG

cos t + FF
cos t

)
, (5.3)

where FW
cos t is the operating cost of wind turbine, FS

cos t is the operating cost of the
photovoltaic generator, FB

cos t is the operating cost of the biomass generator. FW
cos t ,

FS
cos t and FB

cos t are all related to the capacity of active power and the feed-in tariff in
electrical market. FW

res is the compensation cost of standby capacity of wind turbines.
FP
cos t is the operating cost of the pumped storage unit. FG

cos t is the operating cost of
the natural gas-fired CHP.

B. Constraint Condition

Since heat is an energy transmission and consumption terminal in the energy internet,
besides the conventional constraints in optimization problems of traditional power
system, there are several conditions that should be considered such as the balance
between the heat energy demand and heat energy supply, themaximumenergy supply
of heat producer and the capacity of heat transmission line.

5.3.2 Implementation of Distributed Coordinated Control

Energy Internet can be operated under two modes. The first mode is that Energy
Internet has no responsibility to connect with Main-Grid and can be operated in
the isolated mode. In this mode, one of the DGs should be chosen as the leader
in the control system. In addition, the leader DG should be controlled to output
rated power to guarantee its leader information with a constant and normal value.
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Fig. 5.5 Flow chart of energy coordinated control of energy internet

The second mode is that Energy Internet should be connected to the Main-Grid if
necessary; the information from Main-Grid should be as the leader information. In
this mode, Energy Internet can be operated under the spinning reserve condition
with bidirectional power flow to compensate the power disturbance in both Main-
Grid and Energy Internet. The main difference between the two modes is whether
Energy Internet should relate to the Main-Grid. Except for that, other operations
of the proposed controller of Energy Internet are same. The coordinated control
strategies for the two modes are presented in the following subsections, as shown in
Fig. 5.5.

5.3.3 Distributed Coordinated Control Strategy Responding
to Users in Energy Internet

In order to stabilize the load fluctuation in the Energy Internet quickly, the global
optimality can be ignored in the design of the energy coordination control strategy,
the energy demand of the local user side is taken as the primary consideration to
ensure the stability of the Energy Internet. Therefore, a dynamic multi-agent system
is proposed, which includes a dynamicmanager agent (MA) as a leader, to coordinate
the energy resources in the Energy Internet, by the coordination with other agents in
Energy Internet. The strategy can be further described as:

Step 1: If the LA detects the signal of the load fluctuation at the user side in the
Energy Internet, the dynamic manager agent is generated. The MA com-
municates with the neighbor PEAs to establish the dynamic load demand
response team (DLDRT). The mechanism is as shown in the Fig. 5.6.
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Fig. 5.6 Dynamic load
demand response team
forming mechanism
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Step 2: Based on the energy dispatching optimization model at the primary energy
side, MA optimizes the energy dispatch of PEAs at the primary energy side
in DLDRT and selects PEAs to participate in the task.

Step 3: Collect the parameters of the PEAs participating in the load demand
response, such as the frequency, voltage, active power and energy capacity.

Step 4: Based on the multi-agent consensus algorithm, MA calculates the power
output that each energy supplier should supply, responding to the load fluc-
tuation, and controls the voltage reasonably.

Step 5: According to the calculation results of MA, the PEA cooperates with its
neighbor PEAs to adjust the operation status until the output of the active
power of the power generator is Pi + Pui, where Pi is the original output of
power generator.

Step 6: As the load fluctuation is stabilized, the DLDRT will be disbanded and the
MA will disappear. Otherwise, the upper-layer MA is generated and the
scale of the DLDRT is expanded. And then repeat steps 2–6. If the DLDRT
is extended to contain all the energy suppliers in the Energy Internet, the
top-level MA becomes the PRA to execute the coordinated control strategy
corresponding to the energy demand of the main grid.

5.3.4 Distributed Coordinated Control Strategy Responding
to Main Grid

As the main grid needs energy sharing with the Energy Internet, to achieve the core
of the Energy Internet content, which is the full use of renewable energy, a global
optimization of the primary energy is needed. The coordinated control strategy can
be further described as:

Step 1: If the PRA detects the signal of the energy request sent by the MGA, based
on the energy dispatch optimization model at primary energy side, the PRA
optimizes the energy dispatch of all PEAs at the primary energy side of
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the Energy Internet and selects PEAs participating in the energy demand
response.

Step 2: Collect the parameters of the PEAs participating in the energy demand
response of the main grid, such as the frequency, voltage, active power and
the allowance of the energy capacity.

Step 3: Based on the multi-agent consensus algorithm, PRA calculates the electri-
cal power that each energy supplier should provide and control the output
voltage.

Step 4: According to the calculation results of MA, the PEA cooperates with its
neighbor PEAs to adjust the operation status until the output of the active
power of the power generator is Pi + Pui, where Pi is the original output of
power generator.

Step 5: As the energy demand of the user side in the Energy Internet is satisfied,
the task will be over. Otherwise, the ESA will work and start the distributed
energy storage device to make the local power compensation. If the ESA’s
work is finished, meanwhile the energy demand of the main grid or the user
side in the Energy Internet has not yet been met, LA will shed load by the
principle of minimizing the loss of operation benefits.

5.4 Analysis of Circulating Current and Design
of the Primary Energy Agent Based on Nonlinear
Model of Distributed Generator

The control loop, including the power calculation, voltage and current controllers,
second order generalized integrator and droop control, is used to achieve local control
on the amplitude and angle of output voltage produced by different DGs.

5.4.1 Circulating Current Analysis

Through the circulating current analysis between DGs, the circulating current
between two parallel connected DG is divided into active circulating and reactive
circulating current as

2� İ � Ia − j Ir , (5.4)

Ia � X2
k + 4R2

o

Ro

(
E

′
1 sin φ1 − E

′
2 sin φ2

) 1

A
, (5.5)

Ir � X2
k + 4R2

o

Ro

(
E

′
1 cosφ1 − E

′
2 cosφ2

) 1

A
, (5.6)
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where Ia is the active circulating current, Ir is the reactive circulating current, �I is
the total circulating current, E1 is output voltage of the first DG, E2 is output voltage
of the second DG, Xk1, Xk2 are line parameters between two DGs, Ro is the load
between two DGs, E

′
1 � Xk2

Ro
E1, E

′
2 � Xk1

Ro
E2, A � (Xk1 + Xk2)

2 + (Xk1Xk2/Ro)
2.

From Eqs. (5.5) and (5.6), it can be found that active and reactive circulating cur-
rents cannot be effectively eliminated only by controlling the amplitudes or phase
angles of the output voltages. Thus the P−δ and Q−V droops are used to control out-
put voltages amplitudes and angles. In order to mimic the behavior of a synchronous
generator, the P − δ droop control represents the linear relationships between active
power and angle of output voltage and the Q−V droop control represents the linear
relationships between reactive power and amplitude of output voltage.

5.4.2 Design of Primary Energy Agent Combined
with Nonlinear Distributed Generator Model

In this section, dc-bus dynamics can be safely neglected, since a dc-link feed forward
loop can be used. The block diagram of a DG based on a single-phase inverter is
presented in Fig. 5.7.

The nonlinear dynamics of DGs are controlled under d − q reference frame.
In order to mimic a synchronous generator, the d-axis represents direction of rotor
magnetic flux linkage and the q-axis is of 90° ahead of d-axis. Thus d − q reference
usually forms a rotating orthogonal reference frame used by three-phase DG. How-
ever, single-phase inverters are considered in this section, so that the inverters output
voltage and current should be divided first into α − β components through a second
order generalized integrator, as shown in Fig. 5.8. To be more specific, the α − β

components are the transition reference frame from single-phase reference frame to
the d − q reference frame.

The phase of output voltage of one DG δi can be expressed as

δ̇i � ωi (5.7)

where δi is the angle of voltage fromDG,ωi is the angular velocity of DG to represent
the frequency, i is the number of distributed generators (DGs).

Because the P − δ droop control is used in the system, no frequency deviations
would occur under load disturbances.

The power controller shown in Fig. 5.9 consists of the second order general-
ized integrator, park transformation, phase-locked loop (PLL), power calculation,
low-pass filter and droop controller. The power controller provides the amplitude
reference of voltage v∗

odi for the first stage bridge and the angle reference of output
voltage δ∗

i for the second stage bridge. The differential equations of the active and
reactive power can be expressed as
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Second Order Generalized Integrator

Fig. 5.8 Second order generalized integrator

Second 
Order 

Generalized 
Integrator

0

PLL

Fig. 5.9 The block diagram of power controller

Ṗi � −ωci Pi + ωci

(
vodi iodi + voqi ioqi

)

2
, (5.8)

Q̇i � −ωci Qi + ωci

(
vodi ioqi − voqi iodi

)

2
, (5.9)

where vodi is the d-axis output voltage components for DG, voqi is the q-axis output
voltage components for DG, iodi is the d-axis output voltage components for DG, ioqi
is the q-axis output current components for DG, Pi is the average active power for
DG, Qi is the average reactive power for DG, ωci is the cutoff frequency of power
filter.

The P − δ and Q − V droop controls are presented as

δ∗
i � δseti − mi Pi , (5.10)

v∗
odi � vseti − ni Qi , (5.11)

v∗
oqi � 0, (5.12)

where mi is the angle-active droop parameter for DG, ni is the voltage-reactive
droop parameter for DG, δseti is the set value of angle-active droop control for DG,
vseti is the set value of voltage-reactive droop control for DG, δ∗

i is the reference of
voltage angle for DG, v∗

odi is the d-axis reference of voltage amplitude in the voltage
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Fig. 5.10 The block diagram of the voltage and current controller

controller for DG, v∗
oqi is the q-axis reference of voltage amplitude in the voltage

controller for DG.
By inserting the (5.10) and (5.11) into the (5.8) and (5.9), it yields to

Ṗi � ωci

mi

(
δ∗
i − δseti

)
+ ωci

(
vodi iodi + voqi ioqi

)

2
, (5.13)

Q̇i � ωci

ni

(
v∗
odi − vseti

)
+ ωci

(
vodi ioqi − voqi iodi

)

2
. (5.14)

During the process of our model, the normal control of voltage and current should
be included as follows:

The block diagram of the voltage and current controller is shown in Fig. 5.10.
The differential equations of the voltage controller are presented as

φ̇odi � v∗
odi − vodi , (5.15)

φ̇oqi � v∗
oqi − voqi , (5.16)

where φodi is the d-axis auxiliary state variables in the voltage controller for DG,
φoqi is the q-axis auxiliary state variables in the voltage controller for DG.

The outputs of the voltage controller are presented as

i∗ldi � Fiodi − ω f C f voqi + kpVodi
(
v∗
odi − vodi

)
+ kiVodiφodi , (5.17)

i∗lqi � Fioqi − ω f C f vodi + kpVoqi
(
v∗
oqi − voqi

)
+ kiVoqiφoqi , (5.18)

where F is the feedforward parameter in the voltage controller, C f is the filter
capacitor for DG.
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In addition, inserting (5.11) into (5.15), we obtain

φ̇odi � vseti − ni Qi − vodi . (5.19)

The differential equations of the current controller are presented as

γ̇di � i∗ldi − ildi , (5.20)

γ̇qi � i∗lqi − ilqi , (5.21)

where i∗ldi is the d-axis current reference in the current controller for DG, i
∗
lqi is the q-

axis current reference in the current controller for DG, γdi is the d-axis auxiliary state
variables in the current controller for DG, γqi is the q-axis auxiliary state variables
in the current controller for DG.

The outputs of the current controller are presented as

v∗
idi � −ω f L f ilqi + kpildi

(
i∗ldi − ildi

)
+ kiildiγdi , (5.22)

v∗
iqi � ω f L f ildi + kpilqi

(
i∗lqi − ilqi

)
+ kiilqiγqi , (5.23)

where v∗
idi is the d-axis output of current controller for DG, v

∗
iqi is the q-axis output of

current controller for DG, ildi is the d-axis filter current components for DG, ilqi is the
q-axis filter current components for DG, L f i is the filter inductance for DG, kpildi is
the d-axis proportion parameters in the current controller for DG, kpilqi is the q-axis
proportion parameters in the current controller for DG, kiildi is the d-axis integral
parameters in the current controller for DG, kiilqi is the q-axis integral parameters in
the current controller for DG.

As the connection between inverters are inductive, the differential equations for
the output LCL filter L f i and C f i and the output inductor LCi are expressed as
follows:

i̇ldi � − R f i

L f i
ildi + ωi ilqi +

1

L f i
(vidi − vodi ), (5.24)

i̇lqi � − R f i

L f i
ilqi − ωi ildi +

1

L f i

(
viqi − voqi

)
, (5.25)

v̇odi � ωi voqi +
1

C f i
(ildi − iodi ), (5.26)

v̇oqi � −ωi vodi +
1

C f i

(
ilqi − ioqi

)
, (5.27)

i̇odi � ωi ioqi +
1

Lci
(vodi − vbdi ), (5.28)

i̇oqi � −ωi iodi +
1

Lci

(
voqi − vbqi

)
. (5.29)



5.4 Analysis of Circulating Current and Design of the Primary … 145

From the above equations, the model of ith DG can be rewritten into a matrix
formation as

{
ẋ � F(x) + gu

y � hx
, (5.30)

where the state vector is x � [
δi , Pi , Qi , φdi , φqi , γdi , γqi , ildi , ilqi , vodi , voqi , iodi , ioqi

]
.

In order to keep the angle δi and the amplitude voi of the ithDGbeing synchronized
with other DGs, the δseti and vseti are selected to be the control inputs. Since voqi is
kept to be zero, the amplitude of output voltage is

voi � vodi . (5.31)

Therefore, the inputs of the system are u �
[
δseti vseti

]T
and the outputs of the

system are y �
[
δi vodi

]T
. In the next Section, the feedback linearization method

combined with the multi-agent consensus algorithm is used to design the distributed
coordinated control strategy.

5.5 Design of Distributed Coordinated Control Strategy
Based on Multi-agent Consensus Algorithm

In this Section, the design of the distributed coordinated control strategy based on
the multi-agent consensus algorithm is proposed by using feedback linearization,
which can transform the nonlinear model to the linear model. Each PEA has two
control inputs and two outputs. The consensus problem about angles and amplitudes
of output voltages among DGs is a synchronization tracking problem, which needs
a leader in the system. The leader information is decided by the ERA. Each PEA
only requires local and its neighbors’ information, which can be used to produce the
control decision signal. To be more specific, if the leader information in the ERA
comes from Main-Grid, the Energy Internet can be operated under spinning reserve
condition, which means it can be connected to Main-Grid and immediately provide
power if necessary.

5.5.1 Graph Theory

The distributed coordinated controller should use a communication network called
directed graph, which can be expressed as Gr � (VG, EG, AG). The set of nodes
in the network can be expressed as VG � {v1, v2, . . . , vn}, the set of edges can be
expressed as EG ⊆ VG × VG and the weighted adjacency matrix can be expressed
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as AG � [
ai j

]
n×n with nonnegative adjacency element ai j . An edge rooted at node

j and ended at node i is denoted by
(
v j , vi

)
, which means that information can flow

from the node j to node i . For a graph with 0–1 adjacency elements, the in-degree
and out-degree of node vi are defined as follows:

degin(vi ) �
n∑

j�1

a ji degout (vi ) �
n∑

j�1

ai j (5.32)

The degree matrix of diagraph Gr is a diagonal matrix � � [
�i j

]
where �i j � 0

for all i �� j and�i i � degout (vi ). The Laplacian matrix associated with the digraph
Gr is defined as

L(Gr ) � � − A. (5.33)

5.5.2 Design of the Distributed Coordinated Control Strategy

From the discussion in Sect. 5.4.2, the δseti is used as the input to control angles of
output voltages among different DGs to track the leader yleader,1 and the vseti is used
as the input to control the amplitude of output voltage to track the voltage yleader,2.
The feedback linearization method can establish the relationship between the control
outputs and inputs. The process of establishing the relationship in aMIMO nonlinear
system is explained below:

Step 1: The relative degree [r1, r2, . . . , rm] should be calculated.
Step 2: According to the relative degree, a decoupling matrix A(x) which should

be nonsingular should be calculated as given in (5.33), another vector b(x)
should be calculated at the same time as in (5.34). In (5.33) and (5.34),
L f hi (x) is the Lie derivative of hi (x) with respect to f and is defined as
L f hi (x) � (∂(hi )/∂xi ) f .

A(x) �

⎛

⎜⎜⎜⎜⎝

Lg1L
r1−1
f h1(x) . . . Lgm L

r1−1
f h1(x)

...
...

Lg1L
r1−1
f hm(x) · · · Lgm L

r1−1
f hm(x)

⎞

⎟⎟⎟⎟⎠
, (5.34)

b(x) �
[
Lr1

f h1(x) · · · Lrm
f hm(x)

]T
. (5.35)

Step 3: Based on the defined relative degree, the control law of a MIMO nonlinear
system is defined as
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u(x) � A−1(x)[−b(x) + v(x)], (5.36)

where v(x) � [v1 · · · · · · vm]T �
[
y(r1)
1 · · · · · · y(rm )

m

]T
.

According to above processes, the relative degree should be calculated first. The
relative degree of the nonlinear system is [1, 1]. The decoupling matrix is calculated
as

Ai (x) �
(

ωciδseti 0

0 ωci Vseti

)
. (5.37)

The matrix Ai (x) is nonsingular. The matrix bi (x) is calculated as

bi (x) �
[
L f h1(x) L f h2(x)

]T
, (5.38)

where L f h1(x) � ωi + ωci
(
δseti − δ∗

i

) − miωci
(vodi iodi+voqi ioqi)

2 ,

L f h2(x) � ωci
(
vseti − v∗

odi

)
+ niωci

(
vodi ioqi − voqi iodi

)

2
+ ωi voqi +

1

C f i
(ildi − iodi ).

From (5.37) and (5.38), the control law ui (x) can be calculated as in (5.36). The
vi (x) can be calculated as follows to achieve the synchronization of yi .

vi (x) � Ai (x)ui (x) + bi (x), (5.39)

where vi �
[
vi,1 vi,2

]T
.

The nonlinear system can be transformed into the following linear system
(
ẏi,1
ẏi,2

)
�

(
1 0
0 1

)(
vi,1
vi,2

)
, (5.40)

where yi �
[
yi,1 yi,2

]T
, yi,1 � δi , yi,2 � vodi , ∀i , B �

(
1 0
0 1

)
.

The nonlinear system (5.30) is transformed to the linear system (5.20) by using
the well-known feedback linearization method. Note that (5.40) presents the ith DG
linear dynamics. The control of angles of output voltage is the tracking synchroniza-
tion problem with a leader in the system. The aim is to make all the angles be equal
to the leader. The tracking error is given by

ei,1 �
∑

j∈Ni

ai j
(
yi,1 − y j,1

)
+εi,1

(
yi,1 − yleader,1

)
, (5.41)

where ai j is the element of adjacency matrix, ei,1 represents the error of angles
of output voltage about the ith DG. If the node i can receive the leader’s angle



148 5 Distributed Coordinated Control for Energy Internet

information, and edge
(
vleader,1, vi

)
is said to exist with weighting gain εi,1. The

node i with εi,1 � 1 is used as a pinned and controlled node about angle. The εi,1
can be written into matrix as E1 � diag

{
εi,1

} ∈ RN×N .
The control of amplitude of the output voltage is also a tracking synchronization

problem with the system leader. Thus, the tracking error is given as

ei,2 �
∑

j∈Ni

ai j
(
yi,2 − y j,2

)
+ εi,2

(
yi,2 − yleader,2

)
, (5.42)

where ei,2 represents the error of amplitudes of output voltage about the ith DG. If
the node i can receive the leader’s amplitude information, and edge

(
vleader,2, vi

)

is said to exist with weighting gain εi,2. The node i with εi,2 � 1 is used as a
pinned and controlled node about amplitude. The εi,2 can be written into matrix as
E2 � diag

{
εi,2

} ∈ RN×N .
The errors can be rewritten by using matrixes as following

e1 � (L+E1)
(
Y1 − Yleader,1

)
, (5.43)

e2 � (L + E2)
(
Y2 − Yleader,2

)
, (5.44)

where e1 �
[
e1,1 e2,1 . . . en,1

]T
, e2 �

[
e1,2 e2,2 . . . en,2

]T
, Yleader,1 � 1N yleader,1,

Yleader,2 � 1N yleader,2, Y1 �
[
y1,1 y2,1 · · · yn,1

]T
, Y2 �

[
y1,2 y2,2 · · · yn,2

]T
.

The system (5.40) can be rewritten as

{
Ẏ1 � IN v1

Ẏ2 � IN v2
, (5.45)

where v1 �
[
v1,1 v2,1 · · · vn,1

]T
, v2 �

[
v1,2 v2,2 · · · vn,2

]T
.

The relationship between e1, e2 and v1, v2 should be designed in order to keep the
system stable with the control input. Let the auxiliary control vi,1 and vi,2 be defined
as follows:

{
vi,1 � −c1k1ei,1
vi,2 � −c2k2ei,2

, (5.46)

where c1, c2 ∈ R is the coupling gain and k1, k2 ∈ R is the feedback control gain.
According to the IEEE 1547–2003, if the amplitudes and angles of output voltages

can be kept tracking with the Main-Grid, the system can be connected with Main-
Grid if necessary and provide power, which is called spinning reserved condition.
Under this condition, the system can compensate the power unbalance with the help
from Main-Grid and can also provide the surplus power for Main-Grid. Along with
the novel distributed coordinated controller (5.43)–(5.46), Energy Internet can be
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Fig. 5.11 Configuration of the energy internet test system

integrated into the Main-Grid seamlessly to provide reserve services at any time to
ensure the reliability of the power system as long as the leader information comes
from Main-Grid. To be specific, from the perspective of power management, the
bidirectional power flow between Main-Grid and Energy Internet can be achieved
to compensate power unbalance in both sides. Then Energy Internet can be operated
under spinning reserve condition. From the perspective of control method, the angle
and amplitude deviations between Main-Grid and Energy Internet are within a small
range all the time, thus Energy Internet can be connected to the Main-Grid at any
time.

5.6 Simulation and Results

In order to test the proposed approach, a number of simulations under different
scenarios have been performed through MATLAB/SIMULINK. The electrical part
of the simulation is established through the SIMULINK, meanwhile the control
method including the feedback linearization and multi-agent consensus algorithm is
programmed through the S-function. Different configurations of loads and DGs are
considered in this section. Figure 5.11 shows the configuration of the Energy Internet
test system. In addition, the communication structure between agents is also shown
in Fig. 5.11 by dotted lines. In the system, the DG-1 and DG-2 are connected in
series and the DG-3 and DG-4 are connected in parallel. This configuration consists
of series and parallel connected DGs, which are common in Energy Internet, thus
the simulation results can be more convincing. The system data used for simulation
are listed in Table 5.1.
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Table 5.1 System parameters

System quantities Values

System frequency 50 Hz

DC voltage 800 V

Leader information Voltage 1p.u

Angle 57.4°

Line impedance
Z1 � Z2 � Z3 � Z4 � Z5 � Z6

0.05+ j1.5 * 10−5�

Load ratings Ld1 10.1 KW and 5 kVAr

Ld2 10.1 KW and 5 kVAr

Ld3 10.1 KW and 5 kVAr

Ld4 10 KW and 6 kVAr

Ld5 11 KW and 7 kVAr

DG ratings DG-1 10 KW and 5 kVAr

DG-2 20 KW and 10 kVAr

DG-3 13.3 KW and 6.6
kVAr

DG -4 13.3 KW and 6.6
kVAr

Droop coefficients Active power-angle m1 1 * 10−4 rad/w

m2 5 * 10−5 rad/w

m3 7.5 * 10−5 rad/w

m4 7.5 * 10−5 rad/w

Reactive
power-voltage

n1 4 * 10−4 rad/VAr

n2 2 * 10−4 rad/VAr

n3 3 * 10−4 rad/VAr

n4 3 * 10−4 rad/VAr

5.6.1 Case 1: Conventional Controller

As the simulation starts, there are 4 distributed generators and 5 loads in the system.
At 0.4 s, DG-4 cuts off, while the DG-1, DG-2 and DG-3 start the power supply. At
0.7 s, Ld4 and Ld5 are shed. And the results are shown in Figs. 5.12, 5.13, 5.14 and
5.15.

Moreover, the numerical values of power with conventional controller can be seen
in Table 5.2.
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Fig. 5.12 Active power sharing with conventional controller

5.6.2 Case 2: Proposed Controller

Tovalidate the performanceof the proposed controller, theEnergy Internet is operated
as Case 1.

The proposed controller is started at 0.2 s. From the communication structure,
only DG-1’s PEA can receive the Main-Grid information from the Energy Router.
The leader’s information is shown in Table 5.1. The numerical values of power can be
seen in Table 5.3. In Table 5.3, the output active power and reactive power from four
DGs are shown in numerical results and the ratio between each DG output power to
DG-1 output power are also shown in Table 5.3. The ratios in “()” are desired ratios
between each DG to DG-1.

And it can be found that the output power-sharing ratios from four DGs are same
with the desired ratios. The accuracies about power sharing can be verified.Compared
with the conventional controller, DGs can share the active power and reactive power
in the desired ratio as shown in Figs. 5.16 and 5.17. After 0.2 s, the amplitudes and
angles of output voltages fromDGs begin to reach a consensus with the leader shown
in Figs. 5.18 and 5.19. And the current of the system is shown in Fig. 5.20. Thus
the amplitude of output currents of four DGs are in desired ratio and the deviation
angles between four output currents are very small as shown in Fig. 5.21. From the
Eqs. (5.5) and (5.6), the circulating current between DGs can be minimized.
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Table 5.2 Numerical results of the simulation with conventional controller

Active power 0 s–0.4 s 0.4 s–0.7 s 0.7 s–1 s

PDG-1 9.1 kW 9.8 kW 6 kW

PDG-2 17.1 kW 21 kW 14 kW

PDG-3 11.6 kW 21 kW 11 kW

PDG-4 11.6 kW 0 kW 0 kW

Sharing proportion 0 s–0.4 s 0.4 s–0.7 s 0.7 s–1 s

PDG-1 1.0 (1.0) 1.0 (1.0) 1.0 (1.0)

PDG-2 1.879 (2.0) 2.143 (2.0) 2.333 (2.0)

PDG-3 1.26 (1.33) 2.142(1.33) 1.83 (1.33)

PDG-4 1.26 (1.33) 0.0 (0.0) 0.0 (0.0)

Reactive power 0 s–0.4 s 0.4 s–0.7 s 0.7 s–1 s

QDG-1 5.4 kVAr 5.8 kVAr 3.2 kVAr

QDG-2 8.7 kVAr 12 kVAr 6.1 kVAr

QDG-3 6.8 kVAr 13 kVAr 4.7 kVAr

QDG-4 6.9 kVAr 0 kVAr 0 kVAr

Sharing proportion 0 s–0.4 s 0.4 s–0.7 s 0.7 s–1 s

QDG-1 1.0 (1.0) 1.0 (1.0) 1.0 (1.0)

QDG-2 1.61 (2.0) 2.06 (2.0) 1.9 (2.0)

QDG-3 1.29 (1.33) 2.24 (1.33) 1.469 (1.33)

QDG-4 1.27 (1.33) 0.0 (0.0) 0.0 (0.0)

Furthermore, since both angles and amplitudes of DGs output voltages in the
Energy Internet can be controlled to reach consensus with theMain-Grid information
due to the proposed method. With enough energy storage, the Energy Internet can
be operated under spinning reserve condition.

Since large circulating currents in the Energy Internet can cause large unnecessary
power losses, to reduce the circulating current can effectively decrease power losses
in the Energy Internet. In addition, compared with the centralized approach:
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Table 5.3 Numerical results of the simulation

Reduced system with proposed controller

Active power Initial value
(0 s-0.2 s)

Intermediate
value 1
(0.2 s–0.4 s)

Intermediate
value 2
(0.4 s–0.7 s)

Final value
(0.7 s–1 s)

PDG-1 9.1 kW 9.2 kW 11.7 kW 7.0 kW

PDG-2 17.1 kW 18.2 kW 23.6 kW 13.9 kW

Active power Initial value
(0 s–0.2 s)

Intermediate
value 1
(0.2 s– 0.4 s)

Intermediate
value 2
(0.4 s–0.7 s)

Final value
(0.7 s–1 s)

PDG-3 11.6 kW 12 kW 15.7 kW 9.3 kW

PDG-4 11.6 kW 12 kW 0 kW 0 kW

Active power
ratio of PDG-1

Initial value
(0 s–0.2 s)

Intermediate
value 1
(0.2 s–0.4 s)

Intermediate
value 2
(0.4 s–0.7 s)

Final value
(0.7 s–1 s)

PDG-1 1.0 (1.0) 1.0 (1.0) 1.0 (1.0) 1.0 (1.0)

PDG-2 1.879 (2.0) 1.978 (2.0) 2.017 (2.0) 1.986 (2.0)

PDG-3 1.26 (1.33) 1.304 (1.33) 1.341 (1.33) 1.328 (1.33)

PDG-4 1.26 (1.33) 1.304 (1.33) 0.0 (0.0) 0.0 (0.0)

Reactive power Initial value
(0 s–0.2 s)

Intermediate
value 1
(0.2 s–0.4 s)

Intermediate
value 2
(0.4 s–0.7 s)

Final value
(0.7 s–1 s)

PDG-1 5.4 kVAr 4.9 kVAr 6.45 kVAr 3.5 kVAr

PDG-2 8.7 kVAr 9.9 kVAr 12.95 kVAr 6.87 kVAr

PDG-3 6.8 kVAr 6.6 kVAr 8.55 kVAr 4.63 kVAr

PDG-4 6.7 kVAr 6.5 kVAr 0 kVAr 0 kVAr

Reactive power
ratio of PDG-1

Initial value
(0 s– 0.2 s)

Intermediate
value 1
(0.2 s–0.4 s)

Intermediate
value 2
(0.4 s– 0.7 s)

Final value
(0.7 s–1 s)

PDG-1 1.0 (1.0) 1.0 (1.0) 1.0 (1.0) 1.0 (1.0)

PDG-2 1.61 (2.0) 2.02 (2.0) 2.01 (2.0) 1.96 (2.0)

PDG-3 1.26 (1.33) 1.34 (1.33) 1.33 (1.33) 1.32 (1.33)

PDG-4 1.24 (1.33) 1.33 (1.33) 0.0 (0.0) 0.0 (0.0)

(1) Comparison about computational power

When a centralized controller is used, all the system information should be com-
municated to the central unit. With the increasing number of DGs and other energy
sources, the communication burden may increase due to the additional variables and
constraints. Meanwhile, the computation time of such a central controller is highly
dependent on the number of devices in the control system. Thus large communication
delays may occur in the system which may cause serious negative influence on the
stability and system performances, thus reducing the system scalability drastically.
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Fig. 5.17 Reactive power sharing

By comparison, in proposed controller, there is no centralized controller in the
system and the communication load for each controller is uncorrelated with the
increasing number of controllers in the system. Since the multi-agent consensus
algorithm is applied in this paper, each controller only needs its local information
and at least one of its neighbors’ information. Thus each controller’s computation
load is nearly constant when controllers are added or removed from the control
system.

(2) Comparison with the performance, resilience and scalability

When the system does not present faults, the performances between distributed or
centralized controllers are almost equal. Indeed the centralized controller gives all
the local DGs the same control signal, while the distributed controller make control
decision of each DG according to its neighbors information. Thus the response speed
of the distributed controller can be faster than that of centralized controller.

Under fault conditions, if the centralized controller fails down, the whole system
will lose control and may become unstable. By comparison, once one distributed
controller fails down, it cannot cause serious influence on the whole system. The
reason of this is that each controller only needs its local and neighbors’ information
based on sparse communication structure. Furthermore, if this controller cannot be
recovered in a short time, we can disconnect it to maintain the stability of the whole
system. However, if the centralized controller cannot be recovered timely, it may
not be possible to maintain stable operation. The stability about multi-agent consen-
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Fig. 5.18 Angles of output voltages from 4 DGs

sus algorithm considering switching topology has been proved in several previous
works. In the future, this algorithm may be extended to the distributed controllers.
Thus resilience of the distributed controller can be much better than the centralized
controller one.

Based on the proposed algorithm combined with the multi-agent system, the
distributed controller in this paper is still open for improvement, because several
conditions are not included in this paper. Section 5.7 discusses some possibilities
of improvement for reference to the interested reader. Meanwhile, the scale of the
distributed system can be enlargedwithout communication limits, computation limits
and algorithm limits. By comparison, the scale of the centralized controller is limited
by its communication and computation ability. Thus the scalability of distributed
controller is much higher than that of centralized controller.

5.7 Conclusion

The control issues of in Energy Internet were investigated in this paper. The multi-
agent consensus algorithm and multi-agent system architecture are combined to
design the control structure and control method applied in Energy Internet. The
decomposed tasks, established and transformed model, information flow for each
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agent are studied. The benefits of this paper are as follows: (1) The combination of
multi-agent system and multi-agent consensus algorithm will provide an infrastruc-
ture for future research used in Energy Internet. (2) The circulating current reduction
in Energy Internet and proportional power-sharing to the desired ratio among DGs
can be guaranteed by combining with the P − δ and Q − V controllers and multi-
agent consensus algorithms. (3) The output voltages in Energy Internet can be recov-
ered while being synchronized with the leader information from Main-Grid, which
means the Energy Internet can operate as spinning reserve system. (4) For daily life,
with sparse communication systems and bidirectional power flows, Energy Internet
provides customers a reliable and efficient power supply, while minimizing energy
costs and providing the different types of renewable energy resources the possibility
to plug-in/out at any time.

Future work will consist of, but will not be limited to, the following aspects:

(1) The cost, location elements should be considered when the proposed algorithm
decides the power sharing in Energy Internet. In this section, the power sharing
between different DGs are only based on their rated power, but in practical the
economic element is another important index. Meanwhile, the power market
should be studied in Energy Internet in order to make the system operated more
economical.



160 5 Distributed Coordinated Control for Energy Internet

(2) The changes of communication topology should be considered in the future. In
this section, the communication topology in the control system is kept constant.
In the future, the switching topology multi-agent consensus algorithm should
be applied in the control system. With this application, the comparison about
resilience between distributed controller and centralized controller could be
more obvious.

(3) The cost about hardware during the process of designation should be considered
in the future. In this section, the cost about hardware between distributed con-
troller and centralized controller are not compared which can illustrate benefits
about distributed controller furthermore.

(4) In this section, we only introduce a little about the energy storage without
its control strategy. Because the energy storage is very important under some
extremely conditions, the control strategy for energy storage should be studied
based on the proposed control architecture in the future.
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Chapter 6
Control Strategy and Stability Analysis
of Energy Router

Abstract This chapter introduces the structure of energy router in detail, deduction
of themathematicalmodel of energy router, design of an energymanagement strategy
and analyzation of the stability of energy router. By analyzing the mathematical
model of the energy router, an optimal energy flow strategy is designed and the
power exchange of each subsystem in the energy router is realized. The small signal
model of the energy router is obtained and a new stability criterion is designed to
judge the stability of the system.

6.1 Introduction

The Energy Router is an emerging device concept that is based on an advanced
power electronic technique. It is able to realize flexible and dynamic electric power
distribution in power systems analogous to the function of information routers in the
internet [1]. In the energy internet vision, the energy router will become an important
hardware foundation of the future distribution network. The analysis method and
model of the energy router is of great significance to realize the optimal operation of
distribution system.

At present, research on the energy router is mainly concentrated on its inner power
electronic configuration [2]. The project on the Future Renewable Electric Energy
Delivery and Management System (FREEDM) carried out by North Carolina State
University is designing a solid-state-transformer-based version of the energy router
for the purposes of developing a smart distribution network and micro grid [3].
The energy router is also equipped with intelligent communications that facilitate
the smart control of both loads and generators in the distribution network or micro
grid [4]. Researchers have reported different power electronic topologies for energy
routers [5–7].With the appropriate control strategies for power electronics, the power
output/injection can be independently controlled to meet consumers’ demands [8, 9].
Using the energy router as a basic element, the distribution systemcan achieve smarter
energy management and improve the performance of the energy internet [10, 11].

© Springer Nature Singapore Pte Ltd. 2019
Q. Sun, Energy Internet and We-Energy, Renewable Energy Sources & Energy
Storage, https://doi.org/10.1007/978-981-13-0523-8_6
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6.2 Mathematical Model of Energy Router

Figure 6.1 presents a new type of hybrid multi interface energy router architecture.
This architecture expands the rich DC interface at the low voltage DC bus while also
enabling multi-energy complementation in the energy internet with high new energy
penetration rates. Power electronic transformer (PET) is the core of energy router.
The power electronic transformer topology used in this book is a three-phase three-
stage structure, which includes rectifier stage, Dual Active Bridge (DAB) converter
stage and inverter stage.

Mathematical modeling of the system is the basis for its objective theoretical
analysis as well as the cornerstone of improving the performance of the controller.
Therefore, the system needs to be modeled first and then the controller design. In the
actual modeling of single-phase inverter system, it is necessary to approximate for
some conditions [12]:

(1) The switching devices required in the inverter are ideal switches, which is to
say, they ignore the turn-on and turn-off delays.

(2) Since the system carrier frequency is much larger than the fundamental fre-
quency, it can be approximated that the voltage and current in the inverter do
not change during the adjacent switching cycles.

(3) The filter inductor used does not consider its magnetic saturation problem.
(4) Output filter capacitor is purely original, no resistance and parasitic inductance.

6.2.1 Modeling of Rectifier Level Topology

As shown in Fig. 6.2, this book is the study of three-phase three-wire two-level
voltage rectifier circuit. It is composed of 6 IGBTs and 6 anti-parallel diodes. The
AC side adopts the neutral symmetrical connection of three phases. It is important to
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Fig. 6.1 Topology structure of SST system



6.2 Mathematical Model of Energy Router 165

T1

a

L
T3 T5

T2T4 T6

D1 D3 D5

D2D4D6

b

c
CDC RL

ua

ub

uc

L

L

R

R

R

uDC

+

-

iDC

ia

ib

ic

+

+

+

-

-

-

Fig. 6.2 The topology structure of rectifier for SST

note that the better the control performance of the voltage-fed bridge rectifier in the
three-phase power grid, the more the unit-side power factor can be achieved [13].

The mathematical model of voltage source rectifier topology is established and
the following assumptions are made:

(1) The AC side is a three-phase symmetrical voltage source, that is to say, ua +
ub + uc � 0, ia + ib + ic � 0.

(2) The filter inductance of the network side is purely inductive, and the ideal
inductance is not saturated [14].

(3) The power switch is represented by an ideal switch and a loss resistance (loss
resistance included in the resistor).

For three phase symmetrical power supply, unN � −1/3(Sa + Sb + Sc)uDC , so

⎧
⎪⎨

⎪⎩

uaN � (Sa − 1/3(Sa + Sb + Sc))uDC
ubN � (Sb − 1/3(Sa + Sb + Sc))uDC
ucN � (Sc − 1/3(Sa + Sb + Sc))uDC

(6.1)

In the equation, Sj (j � a, b, c) is a unipolar logic switch function, Sj � 1 (upper
bridge arm turn on, lower bridge arm turn off), Sj � 0 (upper bridge arm turn off,
lower bridge arm turn on). The mathematical model of three-phase three-wire two-
level voltage source PWM rectifier in three-phase coordinate system is shown in
formula (6.2)

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

Ldia
dt � ua − Ria − dauDC

Ldib
dt � ub − Rib − dbuDC

Ldic
dt � uc − Ric − dcuDC

C duDC
dt � ∑

j�a,b,c
Sjij − iL

(6.2)
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In the equation, uj, ij (j � a, b, c) represent the three phase AC power supply
voltage and three phase AC input current, L, R represent the total inductance and
total resistance for AC side, C represent the DC side filter capacitor, RL represent the
load resistance, iL � uDC/RL represent the load current, uDC represent the DC side
voltage, dj � Sj − 1/3(Sa + Sb + Sc).

The mathematical model of PWM rectifier in three-phase abc coordinate system
is transformed into the mathematical model in two-phase αβ coordinate system.
Equation 6.2 can be converted to Eq. 6.3 by an equal power transformation matrix
TCabc/αβ .

TCabc/αβ � 2

3

⎡

⎢
⎢
⎣

1 − 1
2 − 1

2

0
√
3
2 −

√
3
2

⎤

⎥
⎥
⎦,TPabc/αβ �

√
2

3

⎡

⎢
⎢
⎣

1 − 1
2 − 1

2

0
√
3
2 −

√
3
2

⎤

⎥
⎥
⎦ (6.3)

The PWM rectifier model with equivalent transformation is shown in Eq. (6.4).
In the equation, uα � Um cosωt, uβ � Um sinωt, Sα � (2Sa − Sb − Sc)/3, Sα �√
3(Sb + Sc).

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Ldiα
dt � uα − Riα − SαuDC

Ldiβ
dt � uβ − Riβ − SβuDC

C duDC
dt � 3

2 (Sαiα + Sβ iβ) − iL

(6.4)

Through the rotation transformation, Eq. (6.4) can be transfered into (6.5).

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Ldid
dt + ωLiq � ud − Rid − SduDC

Ldiq
dt − ωLid � uβ − Riq − SquDC

C duDC
dt � 3

2 (Sd id + Sqiq − iL).

(6.5)

6.2.2 Modeling of DAB Level Topology

The bi-directional full bridge converter with isolation transformer is shown in
Fig. 6.3. The original side of the high-frequency transformer and secondary rec-
tifier inverter unit are full-bridge structure. The original side is the voltage type and
the low-voltage side is the current type.

Through the above analysis it can be drawn that DAB equivalents to high-
frequency transformer circuit shown in Fig. 6.4. Further the modal analysis can
draw leakage current waveform which is shown in Fig. 6.5. Due to the symmetry of
the circuit, only half-cycle leakage current waveforms are considered. In the figure,
d stands for phase shift duty ratio, Vdc_in stands for high voltage DC voltage, Vdc_out
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stands for low voltage DC voltage, V1 stands for high voltage side square wave
(V1 � VAB), V2 stands for the low pressure side of square wave (V2 � VCD), I1 and I2
respectively represent the current value of the leakage current when the lead-bridge
is opened and the lag-bridge is opened.

The leakage inductance formula can be deduced from Faraday’s law (6.6):
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diLk
dt

� VAB − VCD

Lk
� V1 − V2

Lk
(6.6)

The leakage current in accordance with phase shift duty cycle accounted for half
the cycle time is divided into different states (6.7):

⎧
⎪⎨

⎪⎩

Vdc_in +
Vdc_out

n � Lk
I1+I2
d•T 0 < t < d • T

Vdc_out − Vdc_out
n � Lk

I1−I2
(1−d)•T d • T < t < T

(6.7)

⎧
⎨

⎩

I1
t1

� I2
t2

t1 + t2 � d • T
(6.8)

The expression of current and its conduction time can be obtained by Eqs. 6.7
and 6.8:

I1 � T
2Lk

(
2d Vdc_out

n + Vdc_in − Vdc_out
n

)
, I2 � T

2Lk

(
2dVdc_in − Vdc_in +

Vdc_out
n

)

t1 � T

(
2d

Vdc_out
n +Vdc_in− Vdc_out

n

2
(
Vdc_in+

Vdc_out
n

)

)

, t2 � T

(
2dVdc_in−Vdc_in+

Vdc_out
n

2
(
Vdc_in+

Vdc_out
n

)

) (6.9)

Since theDABcurrent flows from the high side to the low side,we can calculate the
average current flowing to the low side capacitor and the load. The current equivalent
area plotted in Fig. 6.5 shows the average output current (6.10):

io � 1

nT

(
1

2
I1t1 − 1

2
I2t2 + (1 − d )TI2 +

1

2
(1 − d )T (I1 − I2)

)

(6.10)

The output average current Eq. 6.10 is further deduced from formula (6.11):

io � (1 − d )TVdc_in

nLk
(6.11)

The area diagram of the input current can also be equivalent and the average
equation of the input current is obtained (6.12):

il � 1

T

(

−1

2
I1t1 +

1

2
I2t2 + (1 − d )TI2 +

1

2
(1 − d )T (I1 + I2)

)

(6.12)

Simultaneous Eqs. 6.11 and 6.12 can be obtained Eq. 6.13:

il � (1 − d )TVdc_out

nLk
(6.13)
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The average expression of the input and output current is obtained by Eqs. 6.11
and 6.13. In order to analysis the stability in the next section, the verification of the
model’s stability by small signal analysismethod is necessary. The current expression
of the disturbance in the specified location, can be deducted to following Eqs. (6.14)
and (6.15):

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

il
∧

� ∂il
∂d

∣
∣
∣
V0

∧

�0
d
∧

+ ∂il
∂V0

∣
∣
∣
d
∧

�0
Vo

∧

� Gidd
∧

+ GivoV0

∧

io
∧

� ∂il
∂d

∣
∣
∣
Vi

∧

�0
d
∧

+ ∂io

∂Vi

∧

∣
∣
∣
∣
d
∧

�0

Vi

∧

� Godd
∧

+ GoviVi

∧

(6.14)

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

God � Vo(1−2D)

(1−D)DR

Govi � Vo
ViR

Gid � V 2
o (1−2D)

Vi(1−D)DR � Vo
Vi
God .

Givo � Vo
ViR

(6.15)

6.2.3 Modeling of Inverter Level Topology

Figure 6.6 is the topology of a single-phase inverter for bridge type, and its filtering
uses LC filtering. Vdc_in represents DC bus interfaced voltage, L1 is DC bus interfaced
voltage,R1 stands for equivalent impedance of filter inductance,C is output side filter
capacitor,Rload is load. In themodeling process, consider the filter capacitor is purely
original and the carrier frequency is much larger than the fundamental frequency.

Modeling and analysis of single-phase inverter are shown in Fig. 6.6, according
to Kirchhoff’s law of voltage and current, there is Eq. 6.16:

_dc inV
C

1L 1R

loadRLi

loadi

ov
A

B

Fig. 6.6 The topology of the single-phase inverter in islanding
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⎧
⎪⎨

⎪⎩

L1
diL
dt

� vAB − vo − R1iL

C
dvo
dt

� iL − iload

(6.16)

Write the state space equation from Eq. 6.16, there is Eq. 6.17:

d

dt

[
iL
vo

]

�
⎡

⎣
−R1

L1
− 1

L1

1
C 0

⎤

⎦

[
iL
vo

]

+

⎡

⎣
0 1

L1

− 1
C 0

⎤

⎦

[
iload
vAB

]

(6.17)

In the single-phase inverter system, the phase-shifted method is used to construct
a quadrature signal with a 90° difference from the input current to obtain a two-phase
αβ signal. The model of the stationary two-phase coordinate system thus constructed
is shown in Eq. 6.18. For single-phase inverter structure, themethod of constructing a
stationary coordinate system canmake it have a similar approachwith the three-phase
structure.

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

L1
diLα

dt
� vABα − voα − R1iLα

L1
diLβ

dt
� vABβ − voβ − R1iLβ

C
dvoα
dt

� iLα − iloadα

C
dvoβ
dt

� iLβ − iloadβ

(6.18)

Write the state space equation from Eq. 6.18, there is Eq. 6.19:

d

dt

⎡

⎢
⎢
⎢
⎣

iLα

iLβ

voα
voβ

⎤

⎥
⎥
⎥
⎦

�

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

−R1
L1

0 − 1
L1

0

0 −R1
L1

0 − 1
L1

1
C 0 0 0

0 1
C 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡

⎢
⎢
⎢
⎣

iLα

iLβ

voα
voβ

⎤

⎥
⎥
⎥
⎦
+

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 1
L1

0

0 0 0 1
L1

− 1
C 0 0 0

0 − 1
C 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

[
vABα

vABβ

]

(6.19)

When the Park transformation is carried out, equal amplitude transformation
matrix is Eq. 6.20:

Tαβ−dq �
[
sin(ωt) cos(ωt)

cos(ωt) − sin(ωt)

]

(6.20)

The inverse transformation matrix is:
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Tdq−αβ � Tαβ−dq �
[
sin(ωt) cos(ωt)

cos(ωt) − sin(ωt)

]

(6.21)

Equations (6.19), (6.20) and (6.21) derive state space equation under d-q coordi-
nate system:

d

dt

⎡

⎢
⎢
⎢
⎣

iLd
iLq
vod
voq

⎤

⎥
⎥
⎥
⎦

�

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

−R1
L1

ω − 1
L1

0

−ω −R1
L1

0 − 1
L1

1
C 0 0 ω

0 1
C −ω 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡

⎢
⎢
⎢
⎣

iLd
iLq
vod
voq

⎤

⎥
⎥
⎥
⎦
+

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 1
L1

0

0 0 0 1
L1

− 1
C 0 0 0

0 − 1
C 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

[
vABd
vABq

]

(6.22)

TheEq. 6.23 of the inner loop control of the amount of current differential equation
is written as follows:

⎧
⎪⎨

⎪⎩

diLd
dt � 1

L1
(vABd − vod ) + ωiLq − R1

L1
iLd

diLq
dt � 1

L1
(vABq − voq) − ωiLd − R1

L1
iLq

(6.23)

Amathematical model in frequency domain can be obtained by the Laplace trans-
formation of Eq. 6.24:

{
vABd − vod + ωL1iLq � (L1s + R1)iLd

vABq − voq + ωL1iLd � (L1s + R1)iLq
(6.24)

The mathematical model in frequency domain is shown in Fig. 6.7.

Fig. 6.7 The mathematical
model of the inductor current
in synchronous coordinate (s)Ldi
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6.3 Control and Power Optimization Strategy of Energy
Router

6.3.1 Control Strategy of Energy Router

Rectifier in the SST undertake exchange function of the external power with grid
power. When the power flows from the distribution network to SST, it is required
that the rectifier can realize the unit power factor, inject less harmonic on the network
side, protect the rapid action after the distribution network fault and then switch to
the island mode smoothly. Obviously, when the grid is a three-phase symmetrical
system, the grid-side reactive power is zero. ud is constant, uq � 0. According to
the instantaneous power theory, the instantaneous active power and reactive power
of the system are respectively Eq. (6.25):

⎧
⎨

⎩

p � 3
2ud id

q � 3
2uqiq

(6.25)

The system block diagram based on the grid voltage directional feedforward
decoupling control is shown in Fig. 6.8. The control system consists of the DC
voltage outer loop, the active current inner loop, the reactive current inner loop and
the feedforward decoupling control loop. The DC voltage outer loop is designed to
stabilize the DC side voltage. Obviously, direct current voltage feedback and a PI
controller can be used to achieve DC voltage no-static control.

Since uDC can be realized by the control of id , the output of the DC voltage outer
loop PI controller is the current reference value of the active current inner loop. So
that the active power of the PWM rectifier can be controlled.

The module DAB of SST is controlled by phase shift pulse width modulation
(PWM). This control method is easy to be realized and can effectively eliminate

Fig. 6.8 Diagram of rectifier based VOC control



6.3 Control and Power Optimization Strategy of Energy Router 173

Fig. 6.9 The control
diagram of DAB
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low order harmonics. In the form of driving signal, the phase-shift control method
adopted will not cause the output voltage distortion, and it is easy to realize soft
switching control. For phase-shift control, there is a certain phase angle difference
between the PWMwaveform of the full bridge converter on the primary side and the
second side of the high frequency transformer. The relation between the transmitted
power and the phase shift angle is shown in Eq. 6.26.

Po � VdcVdc−low

2LfH
δ(1 − δ) (6.26)

In the equation, Po is the active power transmitted for the DC-DC unit, Vdc is the
input DC voltage to the high voltage side, fH is the switching frequency, L is the
leakage inductance, Vdc−low is the DC voltage output for the low-voltage side, and δ

is the phase shift angle of the original side modulation signal. According to Eq. 6.26,
we can get that the output voltage Vdc−low can be controlled by controlling the phase
shift angle δ, the phase shift angle δ is directly controlled by PI. The control block
diagram is shown in Fig. 6.9.

The inverter has two working modes of disconnecting the power grid (off-grid)
and connecting the power grid (on-grid). In the off-grid mode, the design of the
controller using the inner loop of the current and outer loop of the voltage can ensure
the steady state performance and dynamic performance of the output voltage and
current. To achieve this goal requires decoupling the inverter, and then control the
amount of direct current. PI control in the d-q coordinate system can ensure the
control of the target without static tracking.

In the previous sections, the mathematical model of single-phase inverters has
been analyzed in detail and decoupled. In practical situations, the sampling delay
caused by the transformer and the hardware delay caused by the modulation wave
and the driver needs to be introduced into the controller. The current loop controller
model with the inductance current as the control amount is shown in Fig. 6.10. The
above two kinds of minute delays are merged. In Fig. 6.10, both d and q axis current
control are implemented by PI controller.

According to Fig. 6.10, the open loop transfer function of the current loop is
obtained:

Gi(s) � KPWM (Kips + Kii)

s(1.5Tss + 1)(L1s + R1)
(6.27)
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Fig. 6.11 The simplified block diagram of the voltage loop

Because of the decoupling of the external voltage loop of the inverter, the voltage
loop of the inverter stage is simplified and the sampling delay of the voltage signal
is taken into consideration. The block diagram is shown in Fig. 6.11.

The open loop transfer function of the external voltage loop can be obtained
according to Fig. 6.11:

Gv(s) � (Kvps + Kvi)�i(s)

Cs2(Tss + 1)
(6.28)

Equations 6.27 and 6.28 respectively analyze the transfer function of the current
inner loop and the voltage outer loop. The design of droop-based double closed-loop
control requires the construction of V − Q, P − f droop relations, which can be
explained by the bottom equation:

{
ω � ωn − m(P − Pn)

V � Vn − n(Q − Qn)
(6.29)
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Fig. 6.12 The curve of
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In the form of the inverter, ωn is the rated angle frequency of the inverter, Vn is
the output rated voltage amplitude of the inverter, m and n are the droop coefficient
of the droop control.

The relation between V − Q and P − f can be drawn by Eq. 6.29 as shown in
Fig. 6.12. In the diagram, the inverter adjusts its output power and reactive power by
controlling the amplitude and frequency of output power.

6.3.2 Power Optimization Strategy of Energy Router

The new SST architecture designed in this paper extends the capabilities of the SST,
with emphasis on incorporating DC loads, power generation and storage devices at
the DC bus to make SST even more versatile:

(1) Easier access to a variety of DC source devices to build hybrid systems and
system capacity can scale up gradually.

(2) Rich access types for a variety of new energy and AC and DC load distributed
control.

(3) A variety of power flowways to achieve the optimal power economy scheduling.

In the above section, the control strategies of SST are analyzed. The DC bus droop
control strategy in this section will be applied to the design of SST to achieve control
of distributed access devices and complete power management system. Depending
on the battery state of charge (SOC) and the DC bus voltage to switch between
energy storage and SST mode. So the low-voltage side access devices are divided
into distributed renewable energy and distributed energy storage equipment.

The output power of the photovoltaic is greatly influenced by the environment,
such as the intensity and temperature of light. The load of DC side is dynamic and
not constant. The dynamic response of distributed renewable energy equipment and
distributed energy storage equipment is inconsistent. The abovepoints are determined
by the need for proper power management at low voltage DC to provide reliable and
high quality energy for the load. The SST can be equivalent to DC microgrid at low
voltageDCbus, which is different from the frequency characteristic ofACmicrogrid.
There is only the relationship between voltage and power in DC microgrid. When
the system power is exceeded, the DC bus voltage will rise. When the system needs
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Fig. 6.13 The schematic diagram of integrative droop control for storage and SST

more power, the DC bus voltage will drop. Therefore, droop control can be applied
to SST and battery. SST and energy storage devices can control the DC bus voltage
in a specific range, and work in different modes according to the voltage range.

Figure 6.13 shows the proposed SST and energy storage integrated droop control
strategy diagram. In the figure, the low voltage side DC bus voltage and output
current are used as a reference for droop control. According to the droop control
characteristics, the battery output power is only related to the operating mode of
the system. For example, when the output of renewable energy is lower than the
power required by the load, the energy is added to the load by the energy storage
device. In the load peak, the grid power and frequency are still using droop control.
In more extreme cases, the grid may collapse, and generate other serious accidents.
On the other hand, energy storage does not supply its maximum output power to the
load because the stored energy output is governed by droop control. Therefore, the
strategy shown in the figure should consider three aspects: lack of grid power supply,
maximum output power of energy storage and droop control. 4000 V is used as the
boundary value between charging and discharging mode for SST and battery. When
the DC bus voltage is higher than 400 V, the battery is in charging mode and the SST
power flows from the DC bus to the distribution network. When the DC bus voltage
is lower than 400 V, the battery is in discharging mode and the SST power flows
from the distribution network to the DC bus. The droop slope for SST is chosen to be
smaller than that of battery because the battery’s power rating is smaller than SST.

The battery uses droop control when the DC link voltage is in the 390 V–410 V
range, and is limited by the maximum value of the charge and discharge circuit of the
battery. After the voltage exceeds the voltage range, the battery is transferred to the
constant current charging control, and the current value corresponds to the maximum
current of the battery charging and discharging. There will be two situations. (1) the
output power of new energy is less than the power required by load, and the battery
is in constant current and constant charging state. The power of SST will decrease,
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and the DC bus voltage will also decrease until the system reaches the new power
balance. For the battery running curve, it will drop vertically down to the B point. (2)
the output power of the new energy is higher than the load demand and the maximum
charge current of the battery. The DC bus voltage will rise and the battery running
curve will rise vertically from the B point. When the DC bus voltage reaches 420 V, it
means the battery will run from point B to point C. SST switches to constant voltage
mode to maintain the DC link voltage at 420 V and reverse the excess power injected
into the SST. In order to prevent the battery from oscillating between constant and
droop modes, the bus voltage drops to 400 V for mode switching.

Under the same discharge mode, when the bus voltage reaches 390 V, SST and
energy storage need to provide more power for the load. At this time, the battery
is transferred to a constant discharge state, and the maximum discharge current is
supplied to the load, and its running curve is from E to F. At this stage, with the
matching of power system, the battery will move to H or G vertically. It depends on
how well the total output power of the battery and SST match the power required
by the load. When the load demand power increases, the DC bus voltage drops to
380 V. At the same time, SST will also be transferred from droop mode to constant
voltage mode, so as to maintain DC bus voltage stability. When the bus voltage is
restored to 400 V only, the battery can return to the droop mode.

The above control strategies based on droop control of the DC bus voltage respec-
tively require the battery to be able to operate in the sagging charging mode and the
constant charging/discharging mode. The SST is required to run in the droop con-
trol mode and the constant voltage mode. The battery’s constant mode in the charge
and discharge are two states of constant current state. In the droop control section,
the droop control strategy is combined with the constant voltage—constant current
two-stage charging method mentioned above, using the SOC of the battery as a
determining amount to decide whether the battery is operating in the current droop
or voltage droop mode. The control principle has conducted a detailed study in the
third chapter, the two stage charging method by setting the constant voltage and
current, the switching signal according to the battery state of SOC, to ensure that
the battery is full at the same time with the characteristics of internal battery in a
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relatively short period of time, can protect the battery overcharge on the life of the
damage. According to Fig. 6.13, further analysis of the operation mode of SST is
shown in Fig. 6.14. The switching mode of SST is mainly changed according to the
voltage value of the low voltage DC bus.

6.4 The Stability Analysis of the Energy Router

As previously mentioned, at the heart of the Energy Router are the power-electronic-
enabled converters, the use of large amounts of the power-electronic-enabled con-
verters are not only able to improve the renewable energy utilization efficiency are
but also able to improve the power quality performance. However, many stability
issues are introduced regarding this power-electronic-enabled system [12]. Interac-
tions between power-electronic-enabled converters and passive components is amain
reason for the instability of Energy Router. Thus, it is crucial for system integrators to
analyze the Energy Router stability, design the power-electronic-enabled converter
controller parameters and limit the load demanded active power and reactive power
during Energy Router planning and maintenance periods to guarantee stable Energy
Router operation [13–15].

The stability assessment of the Energy Router is a significant research topic to
ensure the performance of a FREEDM system. An Energy Router consists of three
stages: an active rectifier, a dual active bridge converter and an inverter. These three
stages together can provide the key attractive features of the Energy Router. Mean-
while, the Energy Router is highly prone to instabilities due to the interaction among
three stages. M. Khazraei was the first to propose Energy Router stability analy-
sis strategy based on each subsystem model [16]. However, the control strategy of
the each subsystem was so special that there was still a huge gap between theoreti-
cal analyses and actual utilizations. Furthermore, D. G. Shah analyzed the stability
design criteria for distribution system with Energy Routers for the first time [17].
Nevertheless, the premise of those papers was that the each of the Energy Router
was stability in the distribution system. Thus, the stability assessment of the Energy
Router remains an open issue, which has rarely been researched.

The impedance criterion [18–33], which has been studied for ac-dc systems, dc-
dc systems and dc-ac systems independently, was first established by Middlebrook
for power electric converters [18]. The impedance criterion declares that the system
stability can be predicted by dividing the overall system into the source subsystem
and load subsystem, and next applying the generalized Nyquist criterion (GNC) to
the ratio between the source subsystem output impedance Zs(s) and the load subsys-
tem input impedance ZL(s) [19]. The main advantage of this impedance criterion is
that the measured impedances intrinsically model overall circuit components, con-
taining physical components and control systems. Thus, the impedance criterion can
be applied to the stability assessment of the Energy Router well. Additionally, sev-
eral researches in the literature have been proposed to improve the performance of
the impedance criterion. To reduce the artificial conservativeness characteristics, the
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Middlebrook Criterion, the Gain Margin and Phase Margin Criterion, the Energy
Source Analysis Consortium Criterion, the Opposing Argument Criterion, and the
Three-Step Impedance Criterion have been proposed one after another [19–23]. In
order to real with disadvantage of the Nyquist criterion, the Inverse Nyquist Sta-
bility Criterion [24] and The Mikhailov Stability Criterion [25] have been investi-
gated. Moreover, Sum Type Criterion has been proposed for the first time to predict
the stability of the power electric converter with bidirectional power flow [32]. To
decrease computational complexity using the GNC directly, several simplified stabil-
ity criterions have been studied, such as singular-value criterion, G-norm criterion,
infinity-one-norm criterion and infinity-norm criterion [33, 34].

Thus, the impedance-based stability analysis is always applied to analyze the
stability of Energy Router. As shown in Sect. 6.1, there is two kinds of the structure of
Energy Router: Single-Phase Energy Router and Three-Phase Energy Router. Thus,
the stability of the Single-Phase Energy Router and Three-Phase Energy Router will
be analyzed separately.

6.4.1 The Stability Analysis of the Single-Phase Energy
Router

As is shown in Fig. 6.15, the single-phase SST structure model can be divided
into three subsystems including ac-dc rectifier, DAB and dc-ac inverter. The ac-dc
rectifier transforms the 240 V ac bus to a 400 V dc distribution bus. Furthermore,
the DAB converter bidirectional power flow control is accustomed to step down this
DC voltage to a regulated DC voltage. Eventually, the dc-ac inverter produces an AC
voltage to integrate an AC load. Since this paper concentrates on the small signal
instability of the single-phase SST due to the fast dynamics of inner control loop,
therefore,slow control strategies such as energy management controls are ignored.
Thus, the impedance criterion can be adopted to assess the overall stability of the
single-phase SST. According to impedance criterion, the system is stability if and
only if system satisfy following conditions: (1) the each of the subsystem ought to
be stability; (2) the number of the counterclockwise encirclements of the (−1+ j0)
point by the ratio between the output impedance of the source subsystem and the
input impedance of the load subsystem locus should be equal to the number of the
RHP poles of the minor loop gain. In practice, the second condition is usually judged
only by checking whether the locus encircles the (−1+ j0) point.

Figure 6.15 shows the overall SST is divided into three subsystem containing
rectifier [35], DABwith galvanic isolation [36] and inverter [37], and Zout,rec, Zin,DAB,
Zout,DAB,Zin,inv are the rectifier output impedance,DAB input impedance,DABoutput
impedance and inverter input impedance respectively. The small signal models of
each subsystem in SST are investigated based on the converters’ average models as
follows.
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Fig. 6.15 The single-phase SST structure model with three subsystems

Fig. 6.16 The overall control strategy of the Energy Router

Rectifier

The control strategywith physical structure is shown in Fig. 6.16. The control strategy
consists of voltage loopwith virtual inertia, DCvoltage loop,DC current feedforward
loop and current loop, where CH is the dc-link output capacitor, Lr is the ac-link
input filter inductor, Rr is the ac-link equivalent series resistance, ug is the utility
grid voltage, ig is the utility grid current, UH is the dc-link voltage, Db is the droop
coefficient, Un is the rated dc bus voltage, Cv is the introduced virtual capacitance,
iREC is the dc-link current and iH is the dc-link output current.

From Fig. 6.16, the mathematical expression of the rectifier is shown as
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⎧
⎨

⎩

ugd � uabd + Rrigd + Lr
digd
dt + ωLrigq

ugq � uabq + Rrigq + Lr
digq
dt − ωLrigd

(6.30)

PI controller is utilized for the current control, which is described as Gi(s) �
krecpi + krecii/s. Thus the Eq. (6.30) can be rewritten as follows:

⎧
⎪⎪⎨

⎪⎪⎩

ugd � −Gi(s)
(
i∗gd − igd

)
+ uabd + ωLrigq

ugq � −Gi(s)
(
i∗gq − igq

)
+ uabq − ωLrigd

(6.31)

Furthermore, the small-signal model of current loop can be represented as:
⎧
⎪⎪⎨

⎪⎪⎩

� igd (s) �
(
� i∗gd (s)− � igd (s)

)
Gi(s)/(Rr + Lrs)

� igq(s) �
(
� i∗gq(s)− � igq(s)

)
Gi(s)/(Rr + Lrs)

(6.32)

Neglecting the energy loss, the Eq. (6.33) can be gained in light of the power
balance between two sides of the rectifier.

1

2

(
ugd igd + ugqigq

) � uH iREC � uH

(

C
duH
dt

+ iH

)

(6.33)

Furthermore, the small-perturbation Eq. (6.34) can be shown as:

1

2

(
Ugd � igd + �ugd Igd

) � CUH
d � uH

dt
+ UH�iH + �uH IH (6.34)

In light of the superposition theorem, the relation between uH (s) and igd (s), uH (s)
and iH (s), respectively, obtained as follows:

{
G1(s) �� uH (s)/ � igd (s) � Ugd/2(CUHs + IH )

G2(s) �� uH (s)/ � iH (s) � −UH/(CUHs + IH )
(6.35)

Ignoring the influence of the utility grid voltage, and virtual inertia control, the
dc output current feedforward control and PI controller of the voltage control loop
are adopted, the small-signal closed-loop transfer function as follows:

TF(s) � � uH (s)

� iH (s)
� Gvir(s)Gv(s)Gc(s)G1(s) + G2(s)

1 + Gv(s)Gc(s)G1(s)
(6.36)

where,

Gv(s) � krecpu + kreciu/s,
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Gc(s) � Gi(s)/(Gi(s) + (Lrs + Rr)),

Gvir(s) � −1/(Db + Gv(s)Uns).

DAB

The DAB is a bidirectional dc/dc converter with phase-shift control based on active
bridges interfaced by a high frequency transformer, where,PH is transmitted power, n
is turn ratio of the transformer, UL is the output dc-link voltage, LT is the equivalent
leakage inductance, d is the phase shift, Ts is half of the switching period, IL is
the output dc-link current, CL is the output dc-link capacitor. The expression of the
transmitted power can be illustrated as follows:

PH � nUHUL

4LT
d(1 − d)Ts � ULILo (6.37)

Defining the relation between d and 1− d as Ds � d(1 − d). Thus the Eq. (6.37)
can be rewritten using as:

nUH

4LT
TsDs � IL (6.38)

Defining the relation between Ds and dc-link current as kDAB � IL/Ds, where,
kDAB � nUHTs/4LT .

Using Faraday’s law, the capacitor voltage can be calculated as

IL − ILo � CL
dUL

dt
(6.39)

PI controller is utilized for the current control, which is described as Gdabpi(s) �
kdabp + kdabi/s. The time delay which is shown as Gd (s) � 1/(Tss + 1) is considered.
Especially, when a feedback loop (the feedback coefficient A � 1/kDAB) is applied
to the DAB, the small-signal closed-loop transfer function of the DAB as follows:

GDAB(s) � Gd (s) − 1

kDABGdabpi(s)Gd (s) + CLs
. (6.40)

Inverter

As shown inFig. 6.16, the inverter adopts the traditional voltage/current double closed
control strategy, where, Linv is the ac-link inductance, Cinv is the ac-link capacitor,
Rinv is the equivalent ac-link resistance, iinv is the output ac-link current, uinv is the
output ac-link voltage, uab is the dc-link voltage, Kpwm is the inverter gain and ω

is the angular frequency. The current loop mathematical equations of inverter are
expressed as (6.41).
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⎧
⎨

⎩

Linv
diinvd
dt + Rinviinvd � uabd − uinvd + ωLinviinvq

Linv
diinvq
dt + Rinviinvq � uabq − uinvq − ωLinviinvd

(6.41)

PI controller is used for the current control, and the Eq. (6.41) can be rewritten as
follows:

⎧
⎪⎨

⎪⎩

iinvd (s) � (
i∗invd (s) − iinvd (s)

)(
kinvpi +

kinvii
s

)
/(Rinv + Linvs)

iinvq(s) �
(
i∗invq(s) − iinvq(s)

)(
kinvpi +

kinvii
s

)
/(Rinv + Linvs)

(6.42)

Furthermore, the time delay and symmetrical characteristic are considered, and
the small-signal open-loop transfer function can be represented as:

Goi(s) �
(

kinvpi +
kinvii
s

)(
1

1 + Tss

)(
Kpwm

1 + 0.5Tss

)

/(Rinv + Linvs) (6.43)

Moreover, the small-signal closed-loop transfer function can be described as fol-
lows:

GinvI (s) � Goi(s)

1 + Goi(s)
(6.44)

For voltage control loop, a similar analysis is utilized to the one described pre-
viously to gain the voltage control loop closed-loop transfer function. The voltage
loop mathematical equations of inverter are expressed as (6.45).

⎧
⎨

⎩

iinvd � Cinv
duinvd
dt + iloadd − ωCinvuinvq

iinvq � Cinv
duinvq
dt + iloadq + ωCinvuinvd

(6.45)

PI controller is also used for the current control, and the Eq. (6.46) can be rewritten
as follows:

⎧
⎪⎨

⎪⎩

i∗invd � (
u∗
invd (s) − uinvd (s)

)(
kinvpu +

kinviu
s

)
+ iloadd − ωCinvuinvq

i∗invq �
(
u∗
invq(s) − uinvq(s)

)(
kinvpu +

kinviu
s

)
+ iloadq + ωCinvuinvd

(6.46)

Eventually, the time delay and symmetrical characteristic are considered, and the
open-loop transfer function and closed-loop transfer function of the overall inverter
is being expressed as follows:
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Fig. 6.17 The current-perturbation-based stability analysis model of the single-phase Energy
Router

⎧
⎪⎪⎨

⎪⎪⎩

Goinv(s) �
(

kinvpu +
kinviu
s

)(
1

1 + Tss

)
GinvI (s)

Cinvs

Gcinv(s) � Goinv(s)

1 + Goinv(s)

(6.47)

A. Impedance-basedEnergyRouter stability analysis strategy based onmeasured
data

Compared with impedance-based stability analysis strategy based on system model,
the impedance-based stability analysis strategy based on measured data has no dif-
ference between AC-AC Energy Router and AC-DC-AC Energy router. As shown
in Fig. 6.17, the system stability can be predicted by dividing it into the source and
load subsystems, and then applying the Nyquist criterion to the ratio between the
source output impedance Zs(s) and the load input impedance Zl(s). However, this
impedance criterion is complex, and not convenient for the design of the DPS. Then
the impedance specification is defined for individual loads in the DPS so that the sys-
tem stability can be guaranteed by design. Thus, Fred C. Lee has proposed a kind of
stabilitymargin via perturbation approaches, and this stability analysis can be applied
in Energy Router stability analysis. Generally speaking, the source subsystem and
load subsystem is designed stability respectively. It’s known that the whole system
is stable when the source output impedance Zs(s) is much smaller than the load input
impedance Zl(s) within all frequency ranges. However, in many real Energy Router,
it is impractical to have |Zs(s)| � |Zl(s)| in all frequency ranges. To define a less
conservative impedance specification, the forbidden region can be described as

Re

(
Zs(s)

Zl(s)

)

≥ −1

2
(6.48)

To simplified analysis, the following variable is defined:

D(s) � |Zs(s)/Zl(s)|
|1 + Zs(s)/Zl(s)| (6.49)



6.4 The Stability Analysis of the Energy Router 185

The physical meaning of D(s) is equal to the ratio of “the distance between point
(0, 0) and Zs(s)/Zl(s)” and “the distance between point (−1, 0) and Zs(s)/Zl(s)”
Thus, the forbidden region can be also shown as follow:

Re

(
Zs(s)

Zl(s)

)

≥ −1

2
⇔ D(s) < 1 (6.50)

As shown in Fig. 6.17, there are

Zs(s) � V (s)

is(s)
(6.51)

Zl(s) � V (s)

il(s)
(6.52)

Substitution of (6.51) and (6.52) into (6.49) and (6.50) gives

D(s) �
∣
∣
∣
V (s)
is(s)

/ V (s)
il(s)

∣
∣
∣

∣
∣
∣1 + V (s)

is(s)
/ V (s)
il(s)

∣
∣
∣

� |il(s)|
|is(s) + il(s)| � |il(s)|

∣
∣ip(s)

∣
∣

< 1 (6.53)

Thus, the impedance-based stability analysis strategy based on measured data is
implemented simply with an impedance analyzer based on perturbation approaches.
The sufficient condition of system stability is D(s) < 1. Furthermore, the measured
data should not only be very high as it could impact the system operating point, but
also could neither be low on account of the fact that noise can be dominating in the
measured value, and calculate frequency responses that aremeaningless. Fortunately,
it is not complex to notice whether the measured system is under perturbed, as he
transfer function that is measured and displayed on the monitor of the network
analyzer will be very noisy. A good method can gradually increase the perturbation
level (gain), and repeat the preceding step until the transfer functions achieve the
acceptable form. As the perturbation level gain is higher, a modification would be
noticed at the high frequency range and result with the accurate transfer functions in
the low frequency range [38].

Similar to aforementioned method, the impedance-based stability analysis strat-
egy based on measured data can also measure voltage perturbation to identify the
stability of Energy Router. As shown in Fig. 6.18. Energy Router is stable when the
following inequality is satisfied:

∣
∣
∣
∣
Vp(s)

Vl(s)

∣
∣
∣
∣ ≥ 1

2
(6.54)

However, in order to reduce the conservatism of the stability analysis strategy, the
unterminated small-signal behavioral model can be adopted to Energy Router. The
two-port network can be directly used to build the small-signal linear model of the
Energy Router around the particular operating point. As shown in Fig. 6.19, the four
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Fig. 6.18 The voltage-perturbation-based stability analysis model of the single-phase Energy
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Fig. 6.19 The small-signal
behavioral model of the
Energy Router in two-port
network
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characteristic functions can be used to reflect stability of the Energy Router. KV is
voltage gain ratio, KI is current gain ratio, Yin is input admittance, and Zout is output
impedance, respectively.

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

KV (s) � �Vout
�Vin

∣
∣
iout�0;

KV (s) � �iin
�iout

∣
∣
Vin�0;

Yin(s) � �iin
�Vin

∣
∣
iout�0;

Zout(s) � �Vout
�iout

∣
∣
Vin�0;

(6.55)

Thus, the small-signal two-port networkmodel of theEnergyRouter can be rewrit-
ten.

[
�Vout(s)

�iin(s)

]

�
[
KV (s) −Zout(s)

Yin(s) KI (s)

]

·
[

�Vin(s)

�iout(s)

]

(6.56)

As shown in Fig. 6.4.5, the two individual sets of measurements on the Energy
Router operating at rated state steady point is built in order to obtain the terminal-
behavioral model. The aim is terminal identification of the inner dynamics repre-
sented via the four transfer functions (6.55). These transfer functions is “untermi-
nated” to characterize dynamics of the Energy Router, which means that the source
subsystem and load subsystem dynamics intrinsically reflect any of the transfer func-
tionswhilemeasured online, should be decoupled from them insuring that the Energy
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Fig. 6.20 Setup for terminal
characterization of the
Energy Router
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Router, while is under different conditions in the simulations, would behave as it
would in real [38].

The first setup of transfer functions (voltage gain ratio and input admittance)
can be obtained by perturbing the input side of the converter (ac sweep—setup 1
in Fig. 6.20), and is shown in (6.57). The letter m in the index denotes measured
quantities (terminated)

⎧
⎨

⎩

KVm(s) � �Vout
�Vin

Yinm(s) � �iin
�Vin

(6.57)

The small-signal two-port network model that corresponds to Fig. 6.4.5 (setup 1)
is

{
�Vout(s) � KV (s) ∗ �Vin(s) − Zout(s) ∗ �iout(s)

�iin(s) � Yin(s) ∗ �Vin(s) + KI (s) ∗ �iout(s)
(6.58)

From (6.58), it can be written
{

�Voutm(s) � KVm(s) · �Vinm(s)

�iinm(s) � Yinm(s) · �Vinm(s)
(6.59)

Now combining (6.59) and (6.60), it is obtained
{
KVm(s) · �Vinm(s) � KV (s) · �Vinm(s) − Zout(s) · �ioutm(s)

Yinm(s) · �Vinm(s) � Yin(s) · �Vinm(s) + Ki(s) · �ioutm(s)
(6.60)

where
⎧
⎪⎨

⎪⎩

KVm(s) � KV (s) − Zout(s)·�ioutm(s)
�Vinm(s)

Yinm(s) � Yin(s) +
Ki(s)·�ioutm(s)

�Vinm(s)

(6.61)
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The last equations clearly show relationship between the terminated and untermi-
nated transfer functions, aswell as the common small-signal term�ioutm(s)/�Vinm(s)
that has dimension of conductance. The new term called trans-conductance TKVm(s)
can be now defined since it represents the input voltage to output current transfer
function, so (6.61) becomes

{
KVm(s) � KV (s) − Zout(s) · TKVm(s)

Yinm(s) � Yin(s) + Ki(s) · TKVm(s)
(6.62)

The second set of transfer functions could be given by perturbing the output
subsystem side of the converter (setup two in Fig.6.20), and is represented in (6.63).
Similarly, a letter m represents measured quantities [38]

⎧
⎪⎨

⎪⎩

Zoutm(s) � −�Voutm(s)
�ioutm(s)

Kim(s) � �iinm(s)
�ioutm(s)

(6.63)

The small-signal two-port network model that corresponds to Fig. 6.21 (setup 2)
is

{
�Vout(s) � KV (s) · �Vin(s) − Zont(s) · �iout(s)

�iin(s) � Yin(s) · �Vin(s) + Ki(s) · �iout(s)
(6.64)

From (6.63), it can now be written
{

�Voutm(s) � −Zoutm(s) · �ioutm(s)

�iinm(s) � Kim(s) · �ioutm(s)
(6.65)

Now combining (6.64) and (6.65), it is obtained
{

−Zoutm(s) · �ioutm(s) � KV (s) · �Vinm(s) − Zout(s) · �ioutm(s)

KVm(s) · �ioutm(s) � Yin(s) · �Vinm(s) + KV (s) · �ioutm(s)
(6.66)

where
⎧
⎪⎨

⎪⎩

−Zoutm(s) � KV (s) · �ioutm(s)
�Vinm(s) − Zout(s)

KVm(s) � Yin(s) · �ioutm(s)
�Vinm(s) + KV (s)

(6.67)

The last equations again show relationship between the terminated and untermi-
nated transfer functions and the common small-signal term �Vinm(s)/�ioutm(s). The
new term called trans-resistance TRm(s) can be now defined and represents the output
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Fig. 6.21 Block diagram of
a two-port network
behavioral model of the
Energy Router *
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current to input voltage transfer function. Equation (6.67) becomes
{

−Zoutm(s) � KV (s) · TRm(s) − Zout(s)

KVm(s) � Yin(s) · TRm(s) + KV (s)
(6.68)

By representing (6.62) and (6.68) with the matrix form, it is obtained
[
KV (s) −Zout(s)

Yin(s) Ki(s)

]

�
[
KVm(s) −Zoutm(s)

Yinm(s) Kim(s)

]

·
[

1 TRm(s)

TKVm(s) 1

]

(6.69)

The common algorithm that reflects steps of building the terminal behavioral
model of the Energy Router via the measured frequency characteristics can be seen
as follows,

Step1: Converter in steady state at the desired operating point. Record
Vout, Vin, iout, iin;

Step2: By perturbing the input. Obtain KVm(s),Yinm(s),TKVm(s);
Step3: By perturbing the input. Obtain Kim(s),Zoutm(s),TRm(s);
Step4: Apply decoupling matrix to obtain un-terminated

KV (s),−Zout(s),Yin(s),Ki(s);
Step5: Build the block diagram of the Energy Router as shown in Fig. 6.4.6.
In the end, the stability analysis of the Energy Router can be obtained by the

block diagram of a two-port network behavioral model of the Energy Router. It
should be noted that the criterion as already mentioned considers only magnitudes of
impedances and it is soon realized that it is overly conservative since the forbidden
region in the s-plane occupies much of the area, which is irrelevant from stability
point of view. This kind of restriction can increase the cost of the design without
improving system performance.
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Source Load

Fig. 6.22 Input and output transfer functions identification diagram

B. Impedance-based Energy Router stability analysis strategy based on system
model

Compared to theEnergyRouter stability analysis strategybasedonmeasureddate, the
Energy Router stability analysis strategy based on system model has a lower conser-
vatism and more computational complexity. As shown in the paper [16], the Energy
Router stability analysis strategy can be reached by building system model. In order
to analyze the stability, the source subsystem input impedance transfer functions and
load subsystem output impedance transfer functions of the system are needed. As
shown in Fig. 6.22, aforementioned transfer functions and the physical point that each
of these transfer functions must be derived. Zout,rec,Zin,DAB,Zout,DAB,Zin,inv are the
rectifier output impedance, DAB input impedance, DAB output impedance, inverter
input impedance and storage unit input impedance respectively. In this section, the
small signal models of each subsystem in Energy Router are proposed based on the
converters’ average models. Then, input and output impedance transfer functions
will be derived based on the small signal models. In the next sections, these trans-
fer functions will be used to research the Energy Router’s stability based on the
Middlebrook stability criteria.

AC-DC Rectifier

The first subsystem is the ac-dc rectifier. Figure 6.23 reflects the average model of
the rectifier. In real, it has been seen that in unity power factor networks such as
Energy Routers and so on, the q-axis parameters and their impacts on the d-axis can
be ignored. The closed loop output subsystem impedance of Energy Router can be
obtained as follows [16]:

Zout,rec � GvHV i0

(
1 + Gid ,recGid dd

) − Gid i0Gid ,recGvHV dd

1 + Gid ,recGid dd + Gv,recGid ,recGvHV dd

(6.70)

where, Gv,rec,Gid ,rec are VLC and the d-axis current loop controller (CLC), respec-
tively.
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Fig. 6.23 Control block
diagram model of the
AC-DC Rectifier
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Dual Active Bridge

The second subsystem is the DAB, of which characteristics and models have been
researched in the past. The primary subsystem and secondary subsystem sides of the
DAB both represent as an adaptive current source as follows:

{
IHV � αVLVϕ(1 − |ϕ|)
ILV � αVHVϕ(1 − |ϕ|) (6.71)

where,

α � 1

2fLleak

ϕ � ±DAB Control Phase Shift

π

Based on the average DAB model, one can propose a DAB small signal model
where:

iHV

∧

� βvLV
∧

+ λVLV ϕ̂

iLV
∧

� βvHV
∧

+ λVHV ϕ̂ (6.72)

where,

β � αϕ(1 − |ϕ|)
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λ � α(1 − 2|ϕ|)

Consider that while the input subsystem impedance of the DAB is computed,
the input subsystem impedance of any ones connected to the DAB output should
be represented as the DAB load and be showed in the equation. Nevertheless, while
the output subsystem impedance of the DAB is computed, the influence of the first
subsystem could be ignored since the first subsystem only impacts the DAB small-
signal model by applying the high voltage link perturbation. Whereas, a large high
voltage capacitor value could make this variation ignorable. The input subsystem
and output subsystem impedance of the DAB are given [16].

Zin,DAB � 1 + Z1Gv.DABλVHV

β2Z1 − βZ1Gv.DABλVLV

Z1(s) �
{
ZL.EQ(s � 0)//Zc.LV s ≤ Bw.DAB

Zc.LV s > Bw.DAB

Zo.DAB � Zc.LV
1 + Zc.LVGv.DABλVHV

(6.73)

where, Zc.LV is the impedance of the DAB output capacitor,Bw.DAB is the bandwidth
of the DAB, ZL.EQ is the equivalent DAB load impedance seen from the LV link and
Gv.DAB is the DAB VLC.

DC-AC Inverter

The third subsystem is the dc-ac inverter. The average model of the inverter can be
shown via thinking it as a dc-dc buck converter [16]. Similarly, the voltage reference
of the inverter voltage loop controller is a sinusoidal voltage waveform. At present,
in order to achieve the inverter subsystem input impedance, equation (6.75) can be
obtained as follows [16]:

Zin,inv �
1 + Gi.invGiLfil d

+ Gv.invGvoutdGvoutd

GiinvLV

(
1 + Gi.invGiLfil d

+ Gv.invGvoutd

)
− GvoutGv.invGvoutdGiind

(6.74)

where,

GiLfil d
� VLV

R
RCfil s+1

LfilCfil s2+Lfil s/R+1
GiLfil vLV

� D
R

RCfil s+1
LfilCfil s2+Lfil s/R+1

GvoutvLV � D
LfilCfil s2+Lfil s/R+1

GiinvLV � D2

R
RCfils+1

LfilCfil s2+Lfil s/R+1

Giind � Ifil +
VLV D
R

RCfil s+1
LfilCfil s2+Lfil s/R+1

Gvoutd � VLV
LfilCfil s2+Lfil s/R+1

According to the paper [33], the whole Energy Router stability analysis can be
researched bySumTypeCriterion. The cascade of two individually stable subsystems
is shown in Fig. 6.24. The total input-to-output transfer function is
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Fig. 6.25 Z+Z parallel type
connection

,out recZ ,in DABZ

G12 � Vout_2

Vin_1
� G1 · Zin_2

Zin_2 + Zout_1
· G2 (6.75)

Lemma As shown in Fig. 6.25, the closed minor loop gain Tclm � 1
1+Tm

�
Zin,DAB

Zin,DAB+Zout,rec
meets the Impedance-Sum-Type Criterion, and the equivalent impedance

is Zeqv � Zin,DABZout,rec
Zin,DAB+Zout,rec

.

Theorem The sufficient conditionof theEnergyRouter canbedefinedas: the number
of the Zin,DAB + Zout,rec and Zeqv + Zin,inv counterclockwise encirclements of the (0+
j0) point is zero.

Proof Draw the Nyquist plot of Zin,DAB + Zout,rec and Zeqv + Zin,inv. Since there is no
RHP in Zin,DAB, Zout,rec, Zeqv and Zin,inv, the number of RHZ in Zin,DAB +Zout,rec could
be judged by counting the number of times the trajectory encircles (0, 0) point in
clockwise direction. The number of RHZ in Zeqv +Zin,inv could be judged by counting
the number of times the trajectory encircles (0, 0) point in clockwise direction. The
system will be stable only if each number of times the trajectory encircles (0, 0)
point, is zero.
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Rectifier Inverter

Fig. 6.26 Three-phase Energy Router system

6.4.2 The Stability Analysis of the Three-Phase Energy
Router

Similar to the single-phase Energy Router, the three-phase Energy Router’s stability
analysis can also be divided into impedance-based stability analysis strategy based
on measured data and impedance-based stability analysis strategy based on system
model. In terms of the impedance-based stability analysis strategy based onmeasured
data, there is no difference between the three-phase Energy Router and the single-
phase Energy Router, not tired in words here. As shown in Fig. 6.26, the three-phase
Energy Router can also be divided into three parts such as three-phase rectifier,
dual active bridge and three-phase inverter. The three-phase Energy Router stability
analysis is able to be shown as follows: Firstly, the each of subsystemmodel should be
built. Secondly, the number of the Zin,DAB+Zout,rec counterclockwise encirclements of
the (0+ j0) point is zero. In the end, the number of the Zeqv +Zin,inv counterclockwise
encirclements of the (0+ j0) point is zero. If the appeal conditions are met, the three-
phase Energy Router is stable.

AC-DC Rectifier

The first subsystem is the three-phase rectifier under Clark/Park and d-q reference
frame current/voltagemode control [35]. And, Fig. 6.27 reflects the averagemodel of
the rectifier in the d-q reference frame, and it has been seen that in unity power factor
systems such as Energy Routers and so on, the q-axis parameters and their influences
on the d-axis can be ignored. The closed loop output subsystem impedance of Energy
Router can be represented as [16]

Zout,recd � GvHV i0

(
1 + Gid ,recGid dd

) − Gid i0Gid ,recGvHV dd

1 + Gid ,recGid dd + Gv,recGid ,recGvHV dd

(6.76)

where, Gv,rec,Gid ,rec are VLC and the d-axis current loop controller (CLC), respec-
tively.
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Fig. 6.27 Control block
diagram model of the
three-phase rectifier
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Dual Active Bridge

The second stage is the DAB, whose characteristics and models are same with DAB
of the single-phase Energy Router [38]. Thus, there is not tired in words here.

DC-AC Inverter

The third subsystem is the three-phase dc-ac inverter [37]. The average model under
Clark/Park of such an inverter can be shown by thinking it also as a dc-dc buck con-
verter under average current/voltage mode control. Furthermore, the q-axis param-
eters and their influences on the d-axis can be ignored. And, the voltage reference
of the inverter voltage loop controller is a sinusoidal voltage waveform. At present,
to achieve the inverter input subsystem impedance, equation (6.77) can be seen as
follows [16]:

Zin,invd �
1 + Gi.invGiLfil d

+ Gv.invGvoutdGvoutd

GiinvLV

(
1 + Gi.invGiLfil d

+ Gv.invGvoutd

)
− GvoutGv.invGvoutdGiind

(6.77)

where,

GiLfil d
� VLV

R
RCfil s+1

LfilCfil s2+Lfil s/R+1
GiLfil vLV

� D
R

RCfil s+1
LfilCfil s2+Lfil s/R+1

GvoutvLV � D
LfilCfil s2+Lfil s/R+1

GiinvLV � D2

R
RCfils+1

LfilCfil s2+Lfil s/R+1

Giind � Ifil +
VLV D
R

RCfil s+1
LfilCfil s2+Lfil s/R+1

Gvoutd � VLV
LfilCfil s2+Lfil s/R+1
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Fig. 6.28 The complex Energy Router system

As previously mentioned, the whole three-phase Energy Router stability analysis
is same with the single-phase Energy Router.

6.4.3 The Stability Analysis of the Complex Energy Router

Due to the bidirectional power flow capability of Energy Router, the distributed
renewable energy resources and the distributed energy storage devices, such as stor-
age units and Photovoltaics (PVs), can connect to the Energy Router using dc-dc
converter interfaces. Thus, the complex Energy Router stability analysis should be
studied. As shown in Fig. 6.28, the paper in [18] provides a sort of effectivemethod to
resolve this problem. Themajority of the connections among these passive and active
components in Energy Router can be categorized into the following groups. Type 1:
Y+Y parallel type connection. Type 2: Y+Z parallel type connection. Type 3: Z+Z
series type connection. Type 4: Z+Z parallel type connection. Type 5: Y+Z series
type connection. The stability criteria and total equivalent terminal characteristics of
all the connection types are summarized in Table 6.1.

As previously mentioned, the whole complex Energy Router stability analysis is
same with the single-phase Energy Router and the three-phase Energy Router.

6.5 Conclusion

This chapter introduces the mathematical model of the energy router in detail. Based
on the analysis of the functions of each submodule, the energy flow model of the
energy router is analyzed. Eventually, according to Middlebrook criterion, the sta-
bility of Energy Routers (Single-Phase Energy Router, Three-Phase Energy Router
and Complex Energy Router) have been researched.
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Table 6.1 The stability criteria and total equivalent terminal characteristics of all the connection
types

Connection
type

Stability criterion Equivalent impedance or
admittance

Type 1 Naturally stable Yeqc � Y1 + Y2

Type 2 The impedance ratio Tm � Y1Z2 meet the Nyquist
stability criterion

Yeqc � Y1
1+Y1Z2

Type 3 Naturally stable Zeqc � Z1 + Z2

Type 4 The closed minor loop gain
Tclm � 1/(1 + Tm) � Z2/(Z1 + Z2) meets the
Impendance-Sum-Type Criterion

Zeqc � Z1Z2
Z1+Z2

Type 5 The impedance ratio Tm � Y1Z2 meet the Nyquist
stability criterion

Zeqc � Z1Z2
1+Y1Z2
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Chapter 7
The Model and Energy Measurement
of Energy Hub

Abstract This chapter proposes a newmethod to evaluate integrated energy systems
which take full consideration of the utilization effect of renewable energy. Exergy
analysis of multiple energy system is introduced from the perspective of quality of
energy. A new power flow expression of energy hub contain storage is given in order
to overcome the disadvantage of traditional power flow expression. This chapter also
presents a novel droop control method of energy hubs which contain thermal and
electric droop control method in a multiple energy system. The proposed energy hub
droop control method can proportional allocate different energy hubs thermal and
electric outputs according to the corresponding energy maximum output power of
energy hubs to allow independent operation of the energy hubs and ensure the stability
of the multiple energy system. The three-dimensional diagrams of energy hub droop
control method is presented to integrally represent the relationship between systems
parameters and the inputs of energy hub meanwhile solely represent the relationship
between systems parameters and each input of energy hub that using proposed droop
controlmethod.Numerical simulations demonstrate the effectiveness of the proposed
droop control method based on energy hub.

7.1 Introduction

The energy hub concept has been recently introduced as a new paradigm for future
multicarrier energy systems. An energy hub can be considered as a unit that offers
the basic features conversion, and storage of different energy carriers and includes
a variety of components, such as combined heat and power (CHP), transformers,
boilers in order to meet energy demands [1]. The basic model is formulated in
the literature. A new model of energy hub considering system efficiencies, storage
losses and operating limits is presented in [2], but these three aspects are discussed
separately which each aspect is also simplified. Thermal and electrical storage are
simultaneously taken into account and a detailed evaluation about energy storage
application benefit are given in [3]. All technical potential interconnections between
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different elements of energy hub and storage facility installation at both sides of
converters are considered in [4].

Other than traditional energy hub concept, different kind of energy hub concept
and multiple energy system structures are studied by some research. The energy
hub concept at urban level is presented in [5], some different energy hub models
at urban level has been presented and the influence of objection bring by different
models has been discussed. A model of energy hub with combine distributed energy
supply/combined cooling heating and power (DES/CCHP) has been proposed in [6].
The optimal operation of energy hubs connectswith regionalmulti-energy prosumers
which can sell electricity to grid by different price has been studied, the neglection
of line impedance simplified the optimal operation problem.

Some research focus on the influence of different type electricity markets and
the game in electricity markets to ensure the operation of energy hubs is optimally.
The impact of time-of-use and dynamic pricing electricity markets for energy hubs
optimal operation problem which is solved by a distributed arithmetic, is studied in
[7]. Reference [8] has introduced the smart energy hub model and the interaction
among smart energy hubs is formulated as a noncooperative game. Compare with
[8], the game player has been changed in [9, 10] from hubs to energy companies and
hubs.

There are several factors of uncertainty exist in multi–energy system which con-
tains the energy hub. The uncertainty of wind and electricity market price which is
forecasted by corresponding methods are considered in [11]. Two decision-making
models are given and the risk aversion in management is taken into account. The
uncertainty of wind, electricity market price and demand are considered in [12, 13].
Reference [14] has discussed the influence of the presence of data uncertainty which
is calculated by affine arithmetic-based methodology. A stochastic bi-level model
which has discussed three types of uncertainty in electricity market has been pre-
sented in [15]. The optimal operation problem based on the model is solved by using
the kkt optimal condition.

The optimal operation problem of energy hubs and the optimal power flow prob-
lem of multiple energy system are the most studied directions. A Pareto optimal
solution is determined for the multi objective optimization which uses two rival
criteria of economics and environmental performance to solve optimized problem
for smart energy network which contain multi energy hubs in [16]. Two long-term
optimal planning are proposed in [17, 18] for energy hubs in multi-energy system.
Reference [19] proposed amodified teaching–learning based optimizationmethod to
solve the optimal operation problem of energy power flow in multi–energy system,
but the energy hub model and the framework of multicarrier system in the simulation
of [19] is too simple. A multi-objective mixed integer linear programming model of
multi–energy system with a district heating network is presented in [20], the optimal
option of elements and respective capacities, district heating network distribution
and optimal operation to meet demands can be determined by this model.

Security operation is important for energy system andmany control methods were
proposed to ensure it. The droop control method is one method that can achieve the
reliability and stability of the system through decentralized control, reduce the impact
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of communication on system reliability. Hence, droop control method has been in
deep studied. Reference [21] proposed a frequency and voltage droop control method
to allow independent inverters to share the load in proportion to their capacities,
but the line resistance impacts the effect of proportional share. Reference [22–25]
focus on the effect of power sharing but overlooked the stability analysis. The model,
stability analysis, and influence of parameters of themulti-inverter system are studied
in [26].

From the perspective of quality of energy, energy analysis of multiple energy
system is introduced. And the author proposed a new method to evaluate integrated
energy systems which take full consideration of the utilization effect of renewable
energy. To make the model of energy hub that contain storage, a new energy hub
power flow expression is proposed. There is also little research focus on the security
operationofmultiple energy systemwith energyhubs.To enhance the systemstability
and decrease the influence of communication, we propose a droop control method of
energy hub to carry out the proportional allocation of hubs and control the energy hub
outputs properly based on the corresponding capacity. The droop control method of
energy hub which contains thermal and electric droop control approaches can realize
decentralized control of energy hubs and ensure the security operation of multiple
energy system. The hub inputs, outputs and system parameters coupled together on
account of using proposed method and hub own characteristic. In this regard, the
three-dimensional diagram of droop control method of energy hub and two kinds of
operation strategies are presented to solve the energy hub operation problem which
is hard to dispose due to the intercoupling. The proposed methods are evaluated for
their performance by the results of case studies.

7.2 Energy Hub Model

7.2.1 The Traditional Energy Hub Model

Energy hub is defined by a series of energy carriers, each energy hub includesmultiple
energy carriers as inputs and outputs. There are many elements such as connectors,
conversion and storage facilities that can processmultiple energy contained inEnergy
hub.Because of these elements, the input energy of hub can be converted to diversified
forms in order tomeet the energydemandat the output port of hub.The energy transfer
from hub input energy to hub output energy can be expressed as:
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Fig. 7.1 Energy hub with electricity, natural gas, and heat systems
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where the various kinds of input energy and output energy are figured by E �[
Eα,Eβ, . . . ,Eγ

]
and L � [

Lα,Lβ, . . . ,Lγ

]
, respectively. The matrix C is the for-

ward coupling matrix which describes the conversion of energy from the input to
the output. The elements of coupling matrix are coupling factors. For a single con-
verter like gas furnace, transformer and so on, the coupling factor is decided by the
converter efficiency. For a multiple input and output energy hub, the coupling fac-
tor is not only decided by each converter efficiencies, but also decided by dispatch
factors which define how input energy be allocated to each convertor of energy hub.
Figure 7.1 presents an energy hub with electricity, natural gas, and heat systems.

In Fig. 7.1, the energy hub is mainly constituted by four converter devices: trans-
former, CHP plant, electricity boiler and natural gas furnace. The specific energy
input vector E formed by electricity and natural gas can be expressed as:

E�
(
Ee

Eg

)
(7.2)
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The specific energyoutput vectorL formedby electricity andheat can be expressed
as

L�
(
Le
Lh

)
(7.3)

The equation constrains between input E and output L can be expressed as

Le � κηeeEe + νηCHP
ge Eg (7.4)

Lh � (1 − ν)ηFur
gh Eg + νηCHP

gh Eg+(1 − κ)ηehEe (7.5)

where ηee is the efficiency of electricity transformer, ηeh is the efficiency of electricity
boiler, ηCHP

ge and ηCHP
gh are the gas-electric and gas-heat efficiencies of CHP plant,

respectively. ηFur
gh is the natural gas furnace efficiency. Moreover, ν is the dispatch

factor for natural gas which can be consumed by both natural gas furnace and CHP. κ
is the dispatch factor for electricity which can be consumed by both electricity boiler
and transformer. Therefore, νEg is the natural gas consumption which is converted to
electricity and heat via CHP, and (1−ν)Eg is the natural gas consumption which used
to generate heat by natural gas furnace. κEe is the electricity consumption which is
transferred by transformer, and (1 − κ)Ee is the electricity consumption which used
to generate heat by electricity boiler.

The coupling factorCαβ is codetermined by the dispatch factors and the efficiency.
The conversion matrix can be expressed as

(
Le
Lh

)
�

⎛
⎝ κηee νηCHP

ge

(1 − κ)ηeh (1 − ν)ηFur
gh +νηCHP

gh

⎞
⎠

(
Ee

Eg

)
(7.6)

In multi energy hubs system, energy is supplied by coupled energy carriers.
Figure 7.2 shows a system with N energy hubs. Energy is transferred to the energy
hub from the natural gas network and electricity network and then outputted to the
demand side. In this system, energy hubs output parallel connecting to counter-PCC
(Point of Common Coupling). All energy hubs satisfy the electricity and heat load
together but not each energy hub meet the corresponding load.

7.2.2 A New Model of Energy Hub Contain Storage

When storages are contained by the energy hub, the elements of forward coupling
matrix C can’t be derived by physical meanings. The coupling factors only can be
calculated by mathematical method when the inputs and outputs are exactly known.
The effect of storage and other parts which contained by the energy hub during power
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Fig. 7.2 Multi energy carriers system contain energy hubs

flow can’t be expressed by the elements. To solve this problem, another power flow
expression is given by some references. The expression is stated as:

L � CE − ST (7.7)

where the matrix S is the storage coupling matrix. It describes how changes within
the storage energies affect the output, i.e., how the storage energy derivatives are
mapped into equivalent output-side flows. The matrix T describes storages change
of multiple energy carriers. The disadvantage of this expression is the change of
storages must be known.

Because of all these reasons, the traditional power flow expression is extended.
The new power flow expression is stated as:
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where variables Te′ , Tg′ and Th′ are electricity, natural gas and heating stored in
storages before power flow, respectively. Variables Le′ , Lg′ and Lh′ are of electricity,
natural gas and heating stored in storages after power flow, respectively. Parameters
aee, aeh and agh denote the efficiencies of the transformer, the electric boiler and
the auxiliary boiler, respectively. Parameters ηe, ηg and ηh are the efficiencies of
the electric power storage, the natural gas storage and the heat storage, respectively.
Parameters aGh and aGe are the heating and the electrical efficiency of the CHP.
Parameters λei, .., λhi are the dispatch factors of Pe, Pg and Ph. In the same way,
parameters λe′i, λg′i, λh′i are the dispatch factors of Te′ , Tg′ and Th′ . In this energy hub
power flow expression which is newly introduced, the input and output of storages
do not simply be regarded as the energy exchange inner energy hub but be treated as
input and output terms of the power flow expression. The forward couplingmatrixC1

is extended from original a third-order matrix to a sixth-order matrix. The coupling
factors of the forward coupling matrix can be derived from the converter efficiencies
and power dispatch. In this way, the details of power flow transformation can be
known from the forward coupling matrix, include one storage output converted into
other kinds of energy.

Limits on factor value are some inequality and equality constraints at time t stated
as:

0 ≤ T t
α ≤ T̄α α ∈ e, g, h (7.9)

0 ≤ T t
α′ ≤ Qα α ∈ e, g, h (7.10)

λβi ≥ 0 β ∈ [
e, g, h, e′, g′, h′], i ∈ [1, 2, 3, 4, 5, 6] (7.11)

6∑
i�1

λβi � 1 β ∈ [
e, g, h, e′, g′, h′] (7.12)

where VariableQα is the maximum storage capacity of corresponding store. Variable
α means all kind of inputs and outputs energy. Variable β means not only all kind of
inputs and outputs energy but also all kind of storages.
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7.3 The Droop Control Method of Energy Hub

For a network contain multi energy hubs, if there is no communication between
energy hubs, it is hard to determine how much energy each hub output. To solve this
problem and guarantee the multi energy hubs system stability, the heat droop control
method that combine with electricity droop control method can determine the energy
hub output is proposed.

7.3.1 Thermal Droop Control Method

Energy hub outputs thermal and electric power to satisfy the corresponding loads. For
the thermal load which is supplied heat by energy hubs, we assume the environment
temperature will not change suddenly and the environment temperature in an area
is similar. So the thermal load change discussed is about the heat pipeline join in or
break away from the network. Generally the heat pipelines at demand side connect
parallelly. Each thermal load pipeline has the impedance of heat water flow. Pipeline
impedance is only decided by pipeline parameters such as pipe diameter, length,
absolute roughness of pipeline inner surface and so on. In other words, pipeline
impedance is determined by the character of pipeline and do not change with water
flow rate. The heat water flow rate of thermal load water inlet and outlet is identical,
and the water flow rate is equivalent in one pipeline.

The whole heat pipeline impedance of thermal load S and the heat water flow rate
of thermal load water inlet V can be expressed as follows

1√
S

� 1√
S1

+
1√
S2

+ · · · 1√
Si

(7.13)

V�V1+V2+ · · · Vi (7.14)

Equation (7.9) defines that the impedance of thermal load is inversely proportional
with thermal demand. S1, S2 and Si are impedance of each thermal load pipeline. V is
the heat water flow rate of thermal load water inlet and outlet. V1, V2 and Vi are water
flow rate of each thermal load pipeline. pin and pout are the intensity of pressure of
thermal load water inlet and outlet, respectively. The relation expression of intensity
of pressure and water flow rate is as follow

pin − pout � SV 2 (7.15)

When the thermal load is determined, this equation shows that the pressure drop of
thermal load is proportional to the square of total water flow rate.

The power balance equation of the district heating sub-network is expressed as
follows
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Lhi � QD,i +
Nheat
line∑
j

QH ,ij (7.16)

QD,i � cmi

∨
ti (7.17)

QH ,ij � cmij

∨
tij (7.18)

mi �
Nheat
line∑
j

mij (7.19)

The output heat power of energy hub i (7.12) can be divided into the loss of trans-
mission pipe and the power thermal load get. Where Lhi is the heat output of energy
hub i, QD,i is the heat loss at transmission pipe and QH ,ij is the heat that demand
side get from each thermal load pipeline. In Eqs. (7.13) and (7.14), c is the specific
heat capacity of water. mij is the mass flow rate of each pipeline, mi is the output
mass flow rate of energy hub i and mi is equal to the sum total of mij.Similarly, � ti
and � tij is the temperature different of the transmission pipe and the each thermal
load pipeline. Commonly, there is a thermal-protective coating at the outside of the
transmission pipe to reduce the heat loss. So � ti is much lower than � tij and the
� ti can be ignored. In this way, the output heat power of energy hub i is equal to the
power demand side get from hub i and can be expressed as follow

Lhi �
Nheat
line∑
j

QH ,ij�cmi � t (7.20)

In Eq. (7.16), � t means the temperature differences between thermal load inlet and
outlet.

There are two energy regulation ways for the thermodynamic system: flow control
and temperature control. Because the temperature variation is a slowly changing
process. To improve the system response speed of the system, flow control is chosen
as the control method of energy hubs. According to the assumption at Sect. 7.2
beginning, the environment temperature is stable. Because the flow control response
fast, so the temperature difference change little during the variation process. Though
these reason, the change of � t can be ignored when the flow control method is
implemented.

The relationship between water flow rate V andmass flow ratem can be expressed
as

m�ρV (7.21)

where ρ is a constant which stands for the water density. It defines that the mass flow
rate is proportional to the water flow rate.



210 7 The Model and Energy Measurement of Energy Hub

The way that energy hub transfer thermal power to the heat load can be described
as follow: Hot water outputted from energy hub, flow though outlet pipe into thermal
load and traverse inlet pipe back to energy hub. Because the water flow rate is equiva-
lent in one pipeline, the flow rate in inlet and outlet pipe is equality. Equations (7.11)
and (7.17) shows that the mass flow rate depends on the pressure drop for certain
pipelines. In order to easy the analysis, the impedance of inlet pipe is integrated into
the impedance of outlet pipe. Because of the integration, the pressure of thermal load
water outlet is equal to the energy hub water inlet pressure. The thermal load water
outlet pressure is set as the basic value. According to the analysis of the energy hub
heat transfer, Eqs. (7.11), (7.14) and (7.17), the following expression can be derivated
as

(
Lh

cρ � t

)2

S � p2 − p1 (7.22)

where p1 and p2 are the pressure of energy hub outlet and thermal load inlet, respec-
tively. S is the transmission pipeline impedance which integrate the impedance of
energy hub inlet pipe and outlet pipe.m is the outputmass flow rate of energy hub. For
stable operation the thermal power flow from the energy hubs to the load should be
properly controlled. Equation (7.18) defines the relationship between the transmis-
sion pipeline pressure drop and the energy hub output heat power. Based on the anal-
ysis preceding part, all the parameters can be considered as constant except for p1, p2
and Lh.So the hub output heat power are mainly influenced by transmission pipeline
pressure drop, the relationship between the two is positively correlated. The impen-
dence of thermal load will be changed when the demand of thermal changes. For
example, if the heat demand increases, the thermal load impendence will decrease.
Since the mass flow rate can’t mutate suddenly, p2 will decline and the output power
can be varied by adjusting hub outlet pressure p1 .The same conclusion can be easily
derived when the heat demand decrease. To avoid overloading on energy hub we
want each energy hub to respond to the load change so as to automatically take a
share proportional to its power rating. In analogy with the Q − V droop control of
electric system, the L2h − p droop control formula can be expressed as follow

p − pN � kp(L
2
h,N − L2h) (7.23)

where kp is the droop control coefficient of the thermal droop control method. pN is
the rating pressure of energy hub outlet and L2h,N is the square of rating energy hub
heat output power.

In order to reduce the heat loss, generally the impedance of transmission pipeline
is far less than the impedance of load. So the outlet pressure of energy hubs which
supply the identical load is same. So as to enhance the stability of the multi energy
hub system, the thermal droop control method can be utilized to make the heat power
output is proportional to heat capacity of energy hub. Under this circumstance, the
relationship between the maximal output heat power Lh,max and the droop control
coefficient kp can be expressed as
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Fig. 7.3 The curve of
energy hub droop control
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whereL2hn,max andL
2
hm,max are the square of energy hubn and energy hubmmaximal

output heat power, respectively. kn,p and km,p are the thermal droop control coefficient
of energy hub n and energy hub m respectively.

7.3.2 Electricity Droop Control Method

The P − f droop control method is used to determine the electric output of energy
hubs. The P − f droop control formula can be expressed as follow

f − fN � kq(PN − P) (7.25)

where kq is the droop control coefficient of the electric droop control method. fN
is the rating frequency of electricity sub-network and PN is the rating energy hub
electric output power.

According to Eqs. (7.19) and (7.21), the curve of energy hub droop controlmethod
can be drawn up like Fig. 7.3.

In Fig. 7.3, point a represents the rating condition of energy hub thermal output,
point b represents another condition of energy hub thermal output, point c represents
the rating condition of energy hub electric output and point d represents another
condition of energy hub electric output. Parameter p1, L2h,1 denote the pressure and
thermal output power of energy hub at the condition of point b, respectively. The
pressure and thermal output power of energyhub at the conditionof pointd, is denoted
by f1 and P1, respectively. � p is the pressure difference between the operating point
a and b. 
L2h is the difference of energy hub output thermal power square. The
frequency different between the operating point c and d is represented by � f . � P
is the energy hub output active power difference between the operating condition c
and d.
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According to the proposed energy hub droop control method, energy hubs can
proportionally output power by their power rating.

7.3.3 The Three-Dimensional Diagram of Energy Hub
Droop Control Method

The utilization of energy hub droop control method can determine the output of
energy hub. But in fact, the operating state of energy hub is decided by the inputs of
energy hub. To find out the relationship between the system parameters and energy
hub inputs, the proposed energy hub droop control method is divided into thermal
droop control method and electric droop control method to analysis.

Combining with Eqs. (7.7) and (7.19), a new thermal droop control formula can
be deduced as follow:

p − pN � kp

[
L2h,N −

(
(1 − κ)ηehEe + (1 − ν)ηFur

gh Eg + νηCHP
gh Eg

)2
]

(7.26)

It defines that the electricity and natural gas input of energy hub have the equal-
ity relationship with energy hub outlet pressure. According to Eq. (7.22), a three-
dimensional diagram of thermal droop control method can be drawn like Fig. 7.6.
Figure 7.6 describes a feasible region of energy hub inputs and outlet pressure. Each
point of the region stands for a working position of energy hub. It also shows that
each outlet pressure value of energy hub is towards to multiple statuses of energy
hub electricity and natural gas input. All of these statuses are possible energy hub
inputs of one certain outlet pressure.

For Fig. 7.4, three kinds of sectionswhich respectively parallel coordinate surfaces
can be sectioned. Figure 7.5 shows one section that parallel p−Eg coordinate surface.
It defines the relationship between outlet pressure p and energy hub natural gas
input Eg when the electricity input Ee is determined. Similarly, a plane parallel
p − Ee coordinate surface defines the relationship between outlet pressure p and
energy hub electricity input Ee when the natural gas input Eg is determined. A plane
parallel Ee − Eg coordinate surface defines the relationship between energy hub
electricity input Ee and energy hub natural gas input Eg when the outlet pressure p is
determined. According to Figs. 7.4, 7.5 and other two kinds sections, the relationship
between the outlet pressure and energy hub inputs can be integrally represented and
the relationship between the outlet pressure and each energy hub input can be solely
represented.

Combining with Eqs. (7.6) and (7.21), a new electric droop control formula can
be deduced as follow similarly:

f − fN � kq(PN − κηeeEe − νηCHP
ge Eg) (7.27)
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Fig. 7.4 The
three-dimensional diagram
of thermal droop

Ee Eg

Fig. 7.5 The section parallel
p − Ee coordinate surface
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Fig. 7.6 The
three-dimensional diagram
of electricity droop

It defines that the electricity and natural gas input of energy hub have the equal-
ity relationship with the frequency of system. According to Eq. (7.23), a three-
dimensional diagram of electricity droop control method can be drawn like Fig. 7.6.
Figure 7.6 describes a feasible region of energy hub inputs and system frequency.
Each frequency value of energy hub is towards to multiple statuses of energy hub
electricity and natural gas input. All of these statuses are possible energy hub inputs
of one certain frequency value.

For Fig. 7.6, three kinds of sectionswhich respectively parallel coordinate surfaces
can be sectioned. Figure 7.7 shows one section that parallel f −Ee coordinate surface.
It defines the relationship between frequency f and energy hub electricity input Ee

when the natural gas input Eg is determined. Similarly, a plane parallel f − Eg

coordinate surface defines the relationship between frequency p and energy hub
natural gas input Eg when the electricity input Ee is determined. A plane parallel
Ee − Eg coordinate surface defines the relationship between energy hub electricity
input Ee and energy hub natural gas input Eg when the frequency f is determined.
According to Figs. 7.8, 7.9 and other two kinds sections, the relationship between the



214 7 The Model and Energy Measurement of Energy Hub

f

Ee

Fig. 7.7 The section parallel f − Ee coordinate surface
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Fig. 7.8 Energy hubs supply energy to demand

frequency and energy hub inputs can be integrally represented and the relationship
between the frequency and each energy hub input can be solely represented.

7.3.4 The Operation Strategies of Energy Hub

The energy hub outputs can be determined by using the electric and thermal droop
control method to ensure the stability of the multi energy carriers system contains
energy hubs. The different control objectives may obtain different results of energy
hub inputs for a certain energy hub outputs.We provide two different operation strate-
gies of energy hub for different purposes. The specific content of the two operation
strategies are as follow:

(1) The energy hub proportionally allocates the energy outputs to inner facilities on
the basis of their capacities;
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Fig. 7.9 The simulation result of case 1
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(2) The energy hub operates on the basis of optimal result which is obtained by a
certain optimal objective such as lowest the energy hub operation cost.

The purpose of first operation strategy is to maximize the stability of the entire
system and the second operation strategy is designed to achieve the optimal opera-
tion of energy hubs on the basis of certain energy hub outputs. For the first operation
strategy, because the operation of CHP which is contained in energy hub produce the
electric and thermal power according to the operational efficiencies of CHP. It causes
the outputs proportional allocation of energy hub inner facilities cannot realize. To
solve this problem, we subdivide the first operation strategy into two implementation
approaches: The first approach is regarding CHP as electric power output facility.
After the proportional allocation of energy hub electric power output, other heat
power output facilities proportional allocate the remainder thermal output which
equal to the thermal output of energy hub remove the thermal output of CHP; The
second approach is regarding CHP as thermal power output facility. CHP participate
the proportional allocation of energy hub thermal power output at this point. After
get rid of the thermal output of CHP, the rest electric output of energy is proportional
allocated to the electric output facilities. These two implementation approaches gen-
erally are chosen depend on the comprehensive consideration of demand side and
the facilities of energy hub.

7.3.5 Simulation and Results

The proposed energy hubs supply energy model with three energy hubs is illustrated
in Fig. 7.8. The energy hub structure is the same as Fig. 7.1 which contains trans-
former, CHP, electricity boiler and gas furnace. Each energy hub is connected to
electricity and natural gas networks to satisfy the requirement of inner facilities. The
energy form of demand side is electric and thermal. Both thermal and electricity
transmission line exist impedance.

The efficiencies and capacity of energy hub inner devices such as transformer,
CHP are showed in Table 7.1. The unlit of capacity in Table 7.1 is kW. The inputs
of energy hub can be obtained by using the two operation strategies provided in the
mentioned above. Because there only one electric output device in the energy hub
model, the implementation approach of the first energy hub operation strategy is
regarding CHP as electric power output facility. The optimal objective of the second
energy hub operation strategy is the lowest cost of purchasing energy in these cases
and the objective function and be expressed as follow.

prt � preEe + prgEg (7.28)

where parameter prt , pre and prg represent the total cost of purchasing energy from
corresponding network, electricity price and natural gas price, respectively. The con-
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Table 7.1 Efficiencies and capacity of devices

Devices Efficiency Capacity

The transformer in hub1 ηee � 0.98 3000

The natural gas furnace in hub1 ηgh � 0.95 1000

The electric boiler in hub1 ηeh � 0.95 1000

The CHP in hub1 ηge � 0.35, ηgh � 0.45 2000

The transformer in hub2 ηee � 0.98 1500

The natural gas furnace in hub2 ηgh � 0.9 500

The electric boiler in hub2 ηeh � 0.95 500

The CHP in hub2 ηge � 0.35, ηgh � 0.45 1000

The transformer in hub3 ηee � 0.98 750

The natural gas furnace in hub3 ηgh � 0.95 250

The electric boiler in hub3 ηeh � 0.95 250

The CHP in hub3 ηge � 0.35, ηgh � 0.45 500

Table 7.2 Price Of Multi
Energy

Energy Price

Electricity 0.4

Natural gas 0.2

crete data of energy prices are showed in Table 7.2. The unlit of capacity in Table 7.1
is $.

In these case studies, a stability parameter is proposed to assess the stability of
energy hub. The stability parameter can be calculated according to the following
equation.

F �
(
DCHP
e − Dtrans

e

)2
+

(
DCHP
h − Dboiler

h

)2
+

(
DCHP
h − D

furnace
h

)2
+

(
Dboiler
h − D

furnace
h

)2
(7.29)

where F denotes the stability parameter of energy hub. DCHP
e , Dtrans

e , DCHP
h , Dfurnace

h
andDboiler

h represent the ratio between the corresponding element actual output power
and the corresponding element maximum output power. the stability parameter value
is negatively related to stability.

The specific heat capacity of water c is equal to 4.2 kJ/ (kg · K) and the water
density ρ is equal to 103 kg/ m3. The temperature difference of thermal load inlet and
outlet � t is set as 10 K. The magnitude of thermal impedance 1 is 0.05 Pa/ (m3/h)2,
the magnitude of thermal impedance 1 is 0.08 Pa/ m3/h) 2 and the magnitude of
thermal impedance 1 is 0.08 Pa/ (m3/h)2. Electricity impedance 1, impedance 2
and impedance 3 are equal to 0.0175�+0.2mH, 0.0265�+0.3mH and 0.0315�+
0.3mH, respectively. Because the electric and thermal capacity ratio between energy
hub 1 and 2 are all 2:1, the thermal and electric droop control coefficient of energy
hub 1, 2 and 3 are set as 1×10−3, 4×10−3, 1.6×10−2, 2×10−5, 4×10−5 and 8×
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10−5, respectively. The rated pressure of energy hub 1, 2 and 3 is 117.14 kPa and the
rated thermal power are 1000, 500 and 250 kW, respectively. The rated frequency is
60 Hz and the active power of energy hub 1, 2 and 3 are 4000, 2000 and 1000 kW,
respectively.

Four cases are presented to illustrate the effectiveness of the energy hub droop
control method. The case study results are compared and analyzed based on the
outputs of energy hub at the same demand condition.

Case 1: The load of heat and electricity both suddenly decrease into new values.
Case 2: The load of heat and electricity both suddenly increase into new values.
Case 3: The load of heat decrease and the load of electricity increase into new

values.
Case 4: The load of electricity decrease and the load of heat increase into new

values.

These cases are discussed as follows and the thermal and electric load are same for
all cases before 360 s.

Case 1

There are no electric and thermal loads in the system at the beginning of this case.
The 1500 kW thermal load and 3000 kW electric load are joined into the system at
beginning. Thermal load decreases 350 kW and electric load decreases 700 kW at
360 s. Figure 7.9a shows the thermal and electric outputs of energy hub 1, 2 and 3.
Figure 7.9b shows the pressure variation of energy hub 1, 2 and 3. Figure 7.9c shows
the frequency variation of energy hub 1, 2 and 3. The time unit of adjusting thermal
and electric outputs are second. When the thermal output of energy hub 1, 2 and 3
are stabilized before 360 s, energy hub 1 outputs 986 kW thermal power, energy hub
2 outputs 495 kW thermal power and energy hub 3 outputs 249 kW thermal power.
The electric outputs are respective 1972, 981 and 491 kW of energy hub 1, 2 and
3 when the electric outputs are stabilized. For the first operation strategy, the input
electricity and natural gas of energy hub 1 are respective 1887.6 and 1345.8 W, the
input electricity and natural gas of energy hub 2 are respective 941.4 and 671.9 kW
and the input electricity and natural gas of energy hub 3 are respective 471.8 and
336.9 kW. The cost which energy hub 1, 2 and 3 purchase energy are 1024.2, 510.9
and 256.1$, respectively. The stability parameter of energy hub 1, 2 and 3 are 0.156,
0.149 and 0.146, respectively. The total cost of the first operation cost is 1791.2$. For
the second operation strategy, the input electricity and natural gas of energy hub 1
are respective 1298.0 and 2090.5 kW, the input electricity and natural gas of energy
hub 2 are respective 643.8 and 1047.4 kW and the input electricity and natural gas
of energy hub 3 are respective 322.4 and 525.3 kW. The cost which energy hub 1,
2 and 3 purchase energy are 937.3, 466.9 and 234.1$, respectively. The total cost
of the second operation cost is 1638.3$. The stability parameters of energy hub 1, 2
and 3 are 2.157, 2.154 and 2.143. Compared with the first operation cost, the second
operation can decrease 8.53% cost of purchasing energy.

When the thermal output of energy hub 1, 2 and 3 are stabilized after 360 s,
energy hub 1 outputs 782 kW thermal power, energy hub 2 outputs 396 kW thermal
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power and energy hub 3 outputs 195 kW thermal power. The electric outputs are
respectively 1579, 788 and 387 kW of energy hub 1, 2 and 3 when the electric
outputs are stabilized. For the first operation strategy, the input electricity and natural
gas of energy hub 1 are respectively 1507.5 and 1073.7 W, the input electricity and
natural gas of energy hub 2 are respectively 755.3 and 538.3 kW and the input
electricity and natural gas of energy hub 3 are respectively 371.2 and 264.9 kW.
The cost which energy hub 1, 2 and 3 purchase energy are 817.7, 409.9 and 201.5$,
respectively. The stability parameter of energy hub 1, 2 and 3 are 0.104, 0.098 and
0.094, respectively. The total cost of the first operation cost is 1429.1$. For the
second operation strategy, the input electricity and natural gas of energy hub 1 are
respectively 990.6 and 1737.8 kW, the input electricity and natural gas of energy
hub 2 are respectively 489.8 and 880 kW and the input electricity and natural gas of
energy hub 3 are respectively 240.1 and 433.3 kW. The cost which energy hub 1, 2
and 3 purchase energy are 743.8, 371.9 and 182.7$, respectively. The total cost of the
second operation cost is 1298.4$. The stability parameter of energy hub 1, 2 and 3
are1.8, 1.855 and 1.801. Compare with the first operation cost, the second operation
can decrease 9.15% cost of purchasing energy.

Case 2

The situation that thermal load and electric load increase at a certain time is discussed
in case 2. Thermal load increase 600 kW and electric load increase 1000 kW at
360 s Fig. 7.10a shows the thermal and electric outputs of energy hub 1, 2 and 3.
Figure 7.10b shows the pressure variation of energy hub 1, 2 and 3. Figure 7.10c
shows the frequency variation of energy hub 1, 2 and 3. When the thermal output
of energy hub 1, 2 and 3 are stabilized after load change, energy hub 1 outputs
1321 kW thermal power, energy hub 2 outputs 661 kW thermal power and energy
hub 3 outputs 329 kW thermal power. The electric outputs are respectively 2533,
1258 and 633 kW of energy hub 1, 2 and 3 when the electric outputs are stabilized.
For the first operation strategy, the input electricity and natural gas of energy hub 1
are respectively 2453.3 and 1757.4 W, the input electricity and natural gas of energy
hub 2 are respectively 1221.1 and 875.4 kW and the input electricity and natural gas
of energy hub 3 are respectively 612.5 and 438.6 kW. The cost which energy hub
1, 2 and 3 purchase energy are 1332.8, 663.5 and 332.7$, respectively. The stability
parameters of energy hub 1, 2 and 3 are 0.218, 0.208 and 0.221, respectively. The total
cost of the first operation cost is 2329$. For the second operation strategy, the input
electricity and natural gas of energy hub 1 are respectively 1870.4 and 2443.2 kW,
the input electricity and natural gas of energy hub 2 are respectively 926.5 and
1222.1 kW and the input electricity and natural gas of energy hub 3 are respectively
467.3 and 609.5 kW. The cost which energy hub 1, 2 and 3 purchase energy are
1236.8, 615.2 and 308.8$, respectively. The total cost of the second operation cost
is 2160.8$. The stability parameters of energy hub 1, 2 and 3 are1.648, 1.652 and
1.649. Compared with the first operation cost, the second operation can decrease
11.56% cost of purchasing energy.
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Fig. 7.10 The simulation result of case 2
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Case 3

The situation that thermal load decreases and electric load increases at a certain time
is discussed in case 3. Thermal load decreases 300 kW and electric load increases
700 kW at 360 s. Figure 7.11 (a) shows the thermal and electric outputs of energy
hub 1, 2 and 3. Figure 7.11b shows the pressure variation of energy hub 1, 2 and
3. Figure 7.11c shows the frequency variation of energy hub 1, 2 and 3. When the
thermal output of energy hub 1, 2 and 3 are stabilized after load change, energy hub
1 outputs 818 kW thermal power, energy hub 2 outputs 414 kW thermal power and
energy hub 3 outputs 210 kW thermal power. The electric outputs are respectively
2361, 1183 and 589 kW of energy hub 1, 2 and 3 when the electric outputs are
stabilized. For the first operation strategy, the input electricity and natural gas of
energy hub 1 are respectively 2069.9 and 1421 kW, the input electricity and natural
gas of energy hub 2 are respectively 1038.9 and 713.9 kW and the input electricity
and natural gas of energy hub 3 are respectively 519.3 and 357.5 kW. The cost which
energy hub 1, 2 and 3 purchase energy are 1112.1, 558.4 and 279.2$, respectively. The
stability parameters of energy hub 1, 2 and 3 are 0.553, 0.545 and 0.524, respectively.
The total cost of the first operation cost is 1949.7$.

For the second operation strategy, the input electricity and natural gas of energy
hub 1 are respectively 1760W and 1817.8 kW, the input electricity and natural gas of
energy hub 2 are respectively 878.6 and 920 kW and the input electricity and natural
gas of energy hub 3 are respectively 434.4 and 466.7 kW. The cost which energy hub
1, 2 and 3 purchase energy are 1067.6, 535.4 and 267.1$, respectively. The total cost
of the second operation cost is 1870.1$. The stability parameter of energy hub 1, 2
and 3 are1.756, 1.805 and 1.868. Compared with the first operation cost, the second
operation can decrease 4.08% cost of purchasing energy.

Case 4

The situation that thermal load increases and electric load decreases at a certain time
is discussed in case 4. Thermal load increases 500 kW and electric load decreases
1000 kW at 360 s. Figure 7.12a shows the thermal and electric outputs of energy
hub 1, 2 and 3. Figure 7.12b shows the pressure variation of energy hub 1, 2 and
3. Figure 7.12c shows the frequency variation of energy hub 1, 2 and 3. When the
thermal output of energy hub 1, 2 and 3 are stabilized after load change, energy hub
1 outputs 1267 kW thermal power, energy hub 2 outputs 634 kW thermal power and
energy hub 3 outputs 318 kW thermal power. The electric outputs are respectively
1417 kW, 709 and 359 kW of energy hub 1, 2 and 3 when the electric outputs
are stabilized. For the first operation strategy, the input electricity and natural gas
of energy hub 1 are respectively 1650.3 kW and 1261 W, the input electricity and
natural gas of energy hub 2 are respectively 825.8 and 630.9 kW and the input
electricity and natural gas of energy hub 3 are respectively 416.5 and 317.9 kW.
The cost which energy hub 1, 2 and 3 purchase energy are 912.3, 456.5 and 230.2$,
respectively. The stability parameters of energy hub 1, 2 and 3 are 0.017, 0.017
and 0.016, respectively. The total cost of the first operation cost is 1825.3$. For the
second operation strategy, the input electricity and natural gas of energy hub 1 are
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Fig. 7.11 The simulation result of case 3
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respectively 731.6 W and 2386.3 kW, the input electricity and natural gas of energy
hub 2 are respectively 366.3 and 1193.7 kW and the input electricity and natural gas
of energy hub 3 are respectively 187.8 and 597.9 kW. The cost which energy hub
1, 2 and 3 purchase energy are 769.9, 385.3 and 194.7$, respectively. The total cost
of the second operation cost is 1349.9$. The stability parameter of energy hub1, 2
and 3 are 2.098, 2.097 and 2.086. Compare with the first operation cost, the second
operation can decrease 26.05% cost of purchasing energy.

From the result of case studies, the proportional allocation function of energy hub
droop control method is proved and the results of different operation strategies are
presented.

7.4 Exergy Analysis of Multiple Energy System

Energy is usually quantitatively measured by power as in the energy hub method. In
this way, different forms of energy are equally treated.

However, for those energy with the same power their performance in practice
differ a lot. For example, the waste heat has a great quantity of energy while few can
be used. So we say that energy has not only quantity but quality.

We use the concept exergy tomeasure quality of energy. Exergy can be understood
as the real usable part of energy. It describes how much of energy can be converted
into work. Accordingly, the unusable part is called anergy. We have:

E � Ex + An (7.30)

where E represents energy. Ex, An are exergy and anergy respectively.

7.4.1 Energy and Exergy General Equations

The ordinary energy equation is acquired from the first law of thermodynamics.
Based on the law, the energy input of the system is equivalent to the energy output of
the system. The equation is divided bymass m[kg] at both sides and can be expressed
as:
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gz1︸︷︷︸
Potential energy in

+
v21
2︸︷︷︸

Kinetic energy in

+ u1︸︷︷︸
Internal energy in

+ p1v1︸︷︷︸
Flow work in

+ win︸︷︷︸
Work in

︸ ︷︷ ︸
Energy in

� gz2︸︷︷︸
Potential energy in

+
v22
2︸︷︷︸

Kinetic energy in

+ u2︸︷︷︸
Internal energy in

+ p2v2︸︷︷︸
Flow work in

+ wout︸︷︷︸
Work in

︸ ︷︷ ︸
Energy out

(7.31)

where g [m/s2] stands for the gravitational acceleration, z [m] denotes height/altitude,
ν[m/s] is velocity, u [J/kg] represents specific internal energy, p [Pa] stands for
pressure, v [m3/kg] stands for specific volume, ωin[J/kg] is the work per kg that goes
into the system, ωout[J/kg] stands for the work per kg that goes out of the system.

Exergy is a precise property for steady-state conditions. The value of exergy can
be counted at any spot of the system. The exergy equation can be expressed as:

a � u − u0︸ ︷︷ ︸
Internal energy

−T0(s − s0)︸ ︷︷ ︸
Entropy

+ pv − p0v0︸ ︷︷ ︸
Work

+
v2

2︸︷︷︸
momentum

+ g(z − z0)︸ ︷︷ ︸
Gravity

+
∑

(μche − μ0)nche︸ ︷︷ ︸
Chemical

(7.32)

where u[J/kg] is specific internal energy, T [K] is temperature, s[J/(K ·kg)] is specific
entropy, p[Pa] is pressure, v[m3/kg] is specific volume, ν[m/s] is velocity, g[m/s2]
is the gravitational acceleration, z[m] is height/altitude, μche[J/mole] is chemical
potential and nche[mole/kg] is quantity of moles per unit mass. Subscript ‘0’ denotes
the reference state.

The equation is usually used under situations where the chemical, gravitational
and momentum can be ignored. In (7.32), the work contribution is involved in the
enthalpy definition which programmed in (7.33). The specific exergy [J/kg] can be
expressed as:

a � (h − h0) − T0(s − s0) (7.33)

where h is the specific enthalphy, h � u + pv. subscript ‘0’ is the reference state. In
order to count the valid potential work by taking the system from state 1 to state 2,
the following equation is used:

a � (h2 − h1) − T0(s2 − s1) (7.34)

Comparison between energy and exergy are listed in the following chart:
(Table 7.3)
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Table 7.3 Comparison Between Energy And Exergy

Energy Exergy

Related with physical properties, but not with
the environment

Related with both physical properties and the
environment

Unequal to zero while equilibrium with the
environment (according to Einstein
mass-energy relation: E � mc2)

Equal to zero while equilibrium with the
environment

Keep conservation in all processes Conserve only in reversible process

Can neither produce nor disappear itself In reversible processes can either be produced
or lost, but can only be consumed in
irreversible processes

Has many forms and all of them can be
measured

Has many forms but can hardly be measured
clearly

Only measured by quantity Unity of quantity and quality

7.4.2 Exergy of Electricity, Gas and Heat

In this book, we focus on analysis of integrated electricity-gas-heat energy system
of internet. Exergy of these three types of energy carrier are discussed next.

(1) Exergy of electricity

Electricity is usually treated as high-quality energy in the field of thermodynamics
that its exergy is equal to energy and anergy is zero. From the perspective of electric
system, electric power can be divided into active power and reactive power:

Se � Pe + jQe (7.35)

where Se is the apparent power and Pe,Qe are active and reactive power respectively.
Active power is in charge of working while reactive power acts in excitation system.
Based on this, in this paper, we treat active power as exergy of electric power:

Exe � Pe (7.36)

(2) Exergy of chemical energy carrier

For chemical energy carrier such as biomass and gas, energy is usually calculated
by the lower heating value (LHV):

Pchem � ṁ · LHV (7.37)

ṁ is the mass flow. A factor ε is introduced to calculate the corresponding exergy:

Exchem � ε · Pchem � ε · ṁ · LHV (7.38)
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ε varies according to the fuel type and is usually close to unity.

(3) Exergy of heat

Exergy of thermal load is directly related to the reference temperature and the
temperature required. It can be calculated by multiplying the heat power Q by the
Carnot factor η, as shown in (7.39)

Exh � η · Q (7.39)

The Carnot factor η is expressed as:

η � 1 − Tref
T

(7.40)

where Tref and T are the reference and required temperature respectively.

7.4.3 The Proposed Method

While optimizing integrated energy system, on the energy supply side, we hopemore
contribution of renewable energy and less of fossil energy as possible whether for the
consideration of reducing energy costs or environment benefits. While on the energy
consumption side, it is concerned that energy can be used effectively and efficiently
which we measure by exergy mentioned above.

Based on these considerations, in this paper, the concept “quality character” of
energy is proposed to analyze multiple energy systems, giving by:

ϕ � Exout

Efos
(7.41)

ϕ is the defined system energy quality character. Exout is the exergy demand of
consumers i.e. the output exergy of system. Efos is the input fossil energy.

While the output exergy is limited, we hope it is satisfied by renewable energy
as much as possible. Then while the renewable power is limited, it is encouraged to
contribute as much exergy as possible. Thus, the maximum value is expected for the
proposed model.

The concept “quality character” reflects the level of system that converting renew-
able energy into available energy.

In the energy internet, load files are usually divided into two forms: electricity
and heat. In this section, the heat load includes two types: domestic hot water (dhw)
load and space heating (sh) load due to the different outlet temperature required.

ϕ � Exout

Efos
� Exe + Exh

Efos
�

LPe +
(
1 − Tref

Tdhw

)
· Ldhw +

(
1 − Tref

Tsh

)
· Lsh

ξfos_e · Pe + Pg + ξfos_h · Ph
(7.42)
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In order to take into account the parts of input electricity power Pe and heat power
Pg that produced by fossil energy, the factor ξ is introduced. ξfos_e and ξfos_h represent
for how much of the input power grid and heating supply system power is associated
with fossil energy, respectively.

7.5 Conclusion

This chapter has proposed a newmethod to evaluate integrated energy systemswhich
take full consideration of the utilization effect of renewable energy. Exergy analysis
of multiple energy system has been introduced from the perspective of quality of
energy. A new power flow expression of energy hub contain storage has been given
in order to overcome the disadvantage of traditional power flow expression. This
chapter has also proposed a droop control method of energy hub which contains
thermal and electric droop control method. A general energy hub model has been
formulated along with the multiple energy system and multiple energy hubs meet
loads together in the system. The deducing process of droop controlmethod of energy
hub has been proposed to demonstrate the relationship between system parameters
and energy hub outputs. The droop control method of energy hub makes energy hubs
proportionally allocate their outputs alone and realize the decentralized control of
the multiple energy system. The proposed method reduces the impact of communi-
cation and ensures the security operation of system. The three-dimensional diagram
of droop control method of energy hub and two different kinds of operation strategies
have been presented simultaneously to solve the energy hub operation problem that
is difficult to dispose due to the intercoupling between hub inputs, outputs and sys-
tem parameters. The proposed method has been tested on a multiple energy system
with three energy hubs. Case studies have demonstrated that proposed method can
proportionally allocate the thermal and electric outputs by the corresponding capac-
ity of energy hubs and the results of case studies have showed that using different
operation strategies get different operation consequences.
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Chapter 8
Energy Flow Calculation of Energy
Internet

Abstract In this chapter, an integrated energy network based on the Newton-
Raphson method technique is developed to solve the energy flow problem. Referring
to initial guess sensitivity issues of Newton method, a convergence theorem of New-
ton power flow is presented to improve the efficiency of calculation. Meanwhile,
the proposed maximum iterations estimation theorem can ensure the rate of con-
vergence. Proposed two theorems can be used to determine the convergence before
calculation and directly select optimal initial guess from the feasible region. A case
study is utilized to validate correctness and effectiveness of the proposed theorem.
Furthermore, to solve the problem of low computing speed and high requirements of
computing equipment in large-scale integrated energy networks, a distributed paral-
lel computing method suitable for integrated energy networks is applied. By splitting
the coupling nodes, the whole network is decomposed into many subnetworks. At
the same time, multiple processors are used in parallel computing to improve the
computation speed of energy flow and reduce the demand for a single processor.

8.1 Energy Flow in the Energy Internet

With the rapid development of economy, energy and environmental problems become
increasingly prominent. How to achieve the clean and efficient use of energy has been
a hot topic in recent years. Energy Internet (EI) as a new generation mode of energy
use, is closely related to the development of human life and social economic due to its
intensive, environmentally friendly, sustainable characters. EI is the product of deep
integration among automation, electrical and other fields related to energy. It can
be interpreted as a new energy supply form that combines physical entities (such as
multiple energy networks) with advanced automatic control technology containing
distributed cooperative control, intelligent optimization and information processing
technology, etc. Compared to the traditional operation mode that electrical, nature
gas and district heating systems are planned and operated separately, EI has realized
the coordinated operation of multiple energy systems.
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Fig. 8.1 Schematic of energy flows of energy internet

Using the concept of power flow in power grid, energy flow refers to the flow
of various types of energy, which represent the mutual coupling, conversion trans-
mission of electricity, heat, gas and other energy flows. Figure 8.1 shows the energy
flow of the energy internet. As can be seen from the diagram, there are many kinds
of energy sources. The production equipment of various kinds of energy (electric
energy and thermal energy) is also very rich, and the coupling between networks
is increasing, which makes the energy flow of the integrated energy system very
complicated.

Energy flow is one of the important features for the Energy Internet. This not
only brings many benefits to EI but also makes the system more complex and secu-
rity issues more prominent. Energy flow analysis and calculation are the basis for
researching various energy internet problems. Traditional power flow calculation
method for power system as cannot satisfy the demand of coupled energy flow, so it
is vital to find accurate and reasonable calculation method for energy flow problem.

The energy flow calculation of the energy internet is still in the primary stage. The
research for a single network or two interconnected networks is abundant, but it is bare
for three interconnected networks. To calculate energy flow quickly and accurately,
themain research contents include: (1) Establishing themodel of energy transmission
for each network (2) Analyzing the coupling relationship among networks to find
the relationship between the energy conversion (3) Improvement of the calculation
method. Therefore, this chapter will carry on the concrete analysis of these contents.
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8.2 Energy Internet Modeling

Energy Internet is a multi-energy transmission network consisting of power network,
natural gas network, and heat network. The network structure has become more
complex due to a variety of integrated network. To correctly analyze and calculate the
energy flow of the energy internet, the first step is to have a complete understanding
of the network and to model the mechanism of each network and coupling device.

8.2.1 Electrical Network Model

Power flow in the electrical network is formulated based on nodal power balance. The
power flow model includes the Kirchhoff’s current law (KCL), Kirchhoff’s voltage
law (KVL), and Ohm’s law [1] :

�Pi � Psp
i − Vi

nE∑

j�1

Vj
(
Gi j cos θi j + Bi j sin θi j

)
(8.1)

�Qi � Qsp
i − Vi

nE∑

j�1

Vj
(
Gi j sin θi j − Bi j cos θi j

)
(8.2)

where Psp
i and Qsp

i represent active power and reactive power, respectively. θi j
is voltage angle difference of node i and j. V is the voltage. Gi j and Bi j are the
conductance and susceptance on the line between node i and node j.

8.2.2 Gas Network Model

Natural gas network is comprised of gas producers, pipelines, compressors, and
valves. The continuity of gas flow is expressed as

Agfg � fq (8.3)

where Ag is the gas network incidence matrix that relates the nodes to the branches.
fg is the gas flow in pipelines. fq is the gas flow through each node injected from a
source or discharged to a load.

The amount of gas flow in a pipeline depends on the pressures at both ends of the
pipeline, expressed by the following equation [2]:

fi j � ki j sign(pi , p j )
√
sign(pi , p j )(p2i − p2j ) (8.4)
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The constant ki j is related to properties of the pipeline. Where pi is the gas
pressure at node i. The sign function sign(pi , p j ) describes the direction of gas flow
in pipelines, given by:

sign(pi , p j ) �
{
+1, i f pi ≥ p j

−1, else
(8.5)

�p is the pressure drop of a natural gas pipeline that can be expressed as

�p � −(Ag
)T
p (8.6)

8.2.3 Heat Network Model

The heat network can be represented by two models which are hydraulic model and
thermal model [3].

(1) Hydraulic model

The flow of water in the pipeline should meet the basic law of the network: Flow of
each pipe at each node should meet the flow continuity equation, that is, the injection
flow at the node is equal to the outflow. The loop pressure equation states that the
sum of head losses around a closed loop must equal to zero.

{
Ahm = mq

Bhhf� 0
(8.7)

where Ah is the heat network incidence matrix. m is the vector of the mass flow in
each pipe.mq is the vector of the mass flow through each node injected from a source
or discharged to a load. Bh is the loop incidence matrix.hf is the vector of the head
losses. The head loss is the pressure change in the pipe which is due to friction. It
can be:

hf = Km|m| (8.8)

where K is the friction coefficient matrix of pipe. It is calculated from the diameter,
the length and the roughness of a pipe. Hence, Eq. (8.7) is expressed as

BhKm|m| �
npipe∑

j�1

Bi j Ki jm j

∣∣m j

∣∣ � 0 (8.9)

where the subscript i is the index of loops and j is the index of pipes. npipe is the
number of pipes. The heat pipes are divided into supply pipes and return pipes. In
practical, the supply and return networks are identical.
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(2) Thermal mode

The thermal model describes the relationship between water temperature and heat
power in the pipe. It can be expressed as

� � Cpmq(TS - TO) (8.10)

where � is the vector of heat power. Cp is the specific heat of water. TS is supply
temperature. TO is outlet temperature that is the temperature of the flow at the outlet
of each node before mixing in the return network. The temperature drop in the pipe
can be calculated using the following formula.

Tend � (Tstart − Ta)e
−λL
Cpm + Ta (8.11)

where Tend and Tstart are the temperatures at the end node and the start node of a
pipe. Ta is the ambient temperature. λ is the heat transfer coefficient of pipes. L is
the length of each pipe.

The water is mixed at the node and the temperature relationship before and after
the mixing is as follows

(∑
mout

)
Tout�

∑
(minTin) (8.12)

wheremout is themass flow rate in a pipe leaving the node. Tout is the temperature after
mixing. min is the mass flow rate in a pipe injecting the node. Tin is the temperature
of flow at the end of an incoming pipe. The existing calculation of the thermal model
is assumed that the heat power and the outlet temperature of the load node are known,
and the supply temperature and the heat power of source are known.

8.2.4 Coupling Device Model

The most important feature of the energy internet is the coupling and interaction
among various energy networks. To analyze the energy internet accurately we must
regard it as a unifiedwhole, so the processing of the coupling device is very important.

(1) CHP is one of the most important devices in the energy internet which usually
consumes natural gas to generate electricity and heat. There is a certain rela-
tionship between electricity and heat generated by CHPs, which considers the
variable operating conditions of the cogeneration system:

PCH P
i �

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

aCH P
i φCH P

i + bCH P
i T s,CH P

i + dCH P
i , uCH P

i φ
CH P,max
i ≤ φCH P

i ≤ φ
CH P,max
i

aCH P
i φCH P

i + bCH P
i T s,CH P

i + dCH P
i − ωCH P

1,i , vCH P
i φ

CH P,max
i ≤ φCH P

i ≤ uCH P
i φ

CH P,max
i

aCH P
i φCH P

i + bCH P
i T s,CH P

i + dCH P
i − ωCH P

1,i − ωCH P
2,i , φ

CH P,min
i ≤ φCH P

i ≤ vCH P
i φ

CH P,max
i

(8.13)
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which:

ωCH P
1,i �

(
uCHP
i φ

CH P,max
i − φCH P

i

)
rCH P
i (8.14)

ωCH P
2,i �

(
vCH P
i φ

CH P,max
i − φCH P

i

)
sCH P
i (8.15)

where aCHP
i , bCHP

i and dCHP
i are the constant coefficient ofCHP. uCHP

i and vCH P
i are

the limits for power generation changes. rCH P
i and sCH P

i are the positive coefficients
of power generation when the equipment runs at variable operating conditions. The
total efficiency of the CHP η

t,CH P
i is constant, so the natural gas consumption of the

CHP can be indicated as follows:

f CH P
i � 3.412

GHV

(
PCHP
i + φCH P

i

η
t,CH P
i

)
(8.16)

GHV is a high calorific value that refers to the heat of fuel in the form of liquid
water at the end of the combustion process. The common unit is BTU/m3. 3.412 is
the coefficient of the unit W converted to the unit BTU/m3.

(2) Heat pump

Heat pump is a device that can obtain low heat energy from natural air or water to
provide high heat energy by doing electrical work. The efficiency of the heat pump is
higher than that of the gas boiler, but the cost is higher. The coefficient of performance
of the heat pump satisfy the following formula:

cH P � φHP

PHP
(8.17)

The coefficient of performance for a heat pump cH P is the ratio of thermal power
φHP to electrical power PHP . The coefficient of performance is affected by the
temperature of the heat source and the load.

(3) Electric boiler

The electric boiler consumes electricity to produce heat and its efficiency ηb is cal-
culated by the following formula:

ηb � φb

Pb
(8.18)

where φb is the heat production of electric boiler. Pb is the power consumption of
electric boiler.

(4) Gas boiler

The gas boiler consumes gas to produce heat. The gas consumed by the gas boiler is
shown as follows:
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f Bi � 3.412

GHV

(
φB
i + aB

i φ
B,max
i

bB
i

)
(8.19)

where aB
i and bB

i are the constant parameters related to the performance of the gas
boiler; φB,max

i represents the output heat power of the gas boiler.

(5) Gas generator

The input power and output power relationships of the gas generator can be derived
from the heat rate curve of the generator. The amount of fuel consumed by a generator
can be determined by a formula that includes fuel GHV:

f GG
i � 1

GHV

⎛

⎝
aGG
i

(
PEG
i

)2
+ bGG PEG

i + cGG
i +

∣∣∣dGG
i sin

[
eGG
i

(
PEG,min
i − PEG

i

)]∣∣∣

⎞

⎠ (8.20)

where aGG
i , bGG

i , cGG
i , dGG

i and eGG
i are the coefficients of heat consumption

of generator i; PEG
i is the electrical power produced by generator i; PEG,min

i is
the minimum value of PEG

i . The Eq. (8.20) considers the valve point effect of the
generator. In the actual system, when the turbine inlet valve suddenly opened, which
draws a ripple effect phenomenon that will be superimposed on the consumption
characteristics curve of the unit. This is the valve point effect, and ignoring it can
significantly affect the accuracy of the solution.

(6) Electric compressor

The electric compressor that consumes the electric is an important device in the
natural gas network to maintain the pressure in the pipeline. The electric compressor
is connected to the node i, and the electric required in a unit time can be calculated
by the gas flow in the pipe. Reference [4] :

EGC
i � 151.47

ηGC

π0G

T0G

λG

λG − 1
zGTGC f GL

i j ×
((

HGC
i

) λG−1
λG − 1

)
(8.21)

which ηGC is the efficiency of the compressor, π0G , T0G are the standard pressure
and standard temperature, respectively, λG is the thermal efficiency of natural gas,
TGC is the temperature of the natural gas at the compressor, HGC

i is the compression
ratio can be calculated by the pressure of the node: HGC

i � πi
π j
. The unit of power

calculated from the formula (8.21) is the horsepower. It needs to be converted into
megawatts for the sake of calculation.

PGC
i �

(
746 × 10−6

3600

)
EGC
i (8.22)
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(7) Circulating pump

The circulating pump is used to generate impetus, so that the water in the heat
pipe flows and circulates, and the energy consumed by the circulating pump can be
calculated by [3]:

PHP
i � ṁH P

i gHP

ηHP
× 10−6 (8.23)

Which ṁH P
i is themassflowofwater through the pump. HP is the lift of circulating

pump. ηHP is the efficiency of the circulating pump.
The 7 coupling devices mentioned above are common coupling devices in the

energy internet, but not every network contains all kinds of devices. And two kinds
of coupling devices, namely, (8.6) and (8.7), are less energy efficient and often
negligible.

8.3 Energy Flow Calculation Based on the Newton Method

8.3.1 Newton Raphson Method

Newton Raphson method [5] is an effective mathematical method for solving non-
linear algebraic equations. The main point is that the process of solving the nonlinear
equation becomes a process of solving the corresponding linear equation repeatedly.
The iterative process can be interpreted graphically, as shown in Fig. 8.2 below:

A nonlinear Eq. (8.24) is provided to simulate the computational process of New-
ton Raphson iteration:

f (x) � 0 (8.24)

When solving this equation, the initial value of the solution x (0) is given. This
value should be near the truth value and the error is �x (0). The formula (8.24) can
be written as follows:

x � x (0) + �x (0) (8.25)

f
(
x (0) + �x (0)

) � 0 (8.26)

The formula (8.26) is expanded by Taylor series at x (0), and the following form
is obtained:

f (x (0) + �x (0)) � f (x (0)) + f ′(x (0))�x (0) + · · · + f (n)(x (0))
(�x(0))n

n!
� 0 (8.27)



8.3 Energy Flow Calculation Based on the Newton Method 239

Fig. 8.2 The geometric
interpretation of Newton
method

which, f (n)(x (0)) is the n order derivative of the function at x (0). If the initial value is
close to the truth, then the derivatives of the two orders above can be neglected and
the upper formula can be simplified.

f (x (0) + �x (0)) � f (x (0)) + f ′(x (0))�x (0) � 0 (8.28)

This is a linear equation for the modification of variables �x (0). This is the cor-
rection equation in the energy flow, and it can be used to solve the variables �x (0).

�x (0) � − f (x (0))

f ′(x (0))
(8.29)

Thus, initial values x (1) � x (0) − �x (0) can be obtained for the first time. There
is still an error between the approximate solution and the truth. To approach the
real solution further, x (1) is used as the initial value and the iterative calculation is
continued until the criterion of convergence is satisfied:

∣∣�x (k)
∣∣ < ε (8.30)

where ε is a given positive number. The curve in Fig. 8.2 is a function y � f (x),
whose solution is the intersection of the curve and the axis x . Making a tangent

crossing the point
[
x (k), y(k) � f

(
x (k)

) ]
after the k iteration, and the intersection

of the tangent and the axis x is the approximate solution x (k+1). It can be seen that
Newton Raphson is a method of gradual linearization. It can not only solve the
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nonlinear equation of single variable, but also be applied to the nonlinear equation
of many variables.

There are n simultaneous nonlinear equations:

f1
(
x1, x2, . . . , xn

) � 0

f2
(
x1, x2, . . . , xn

) � 0

...

fn
(
x1, x2, . . . , xn

) � 0

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

(8.31)

Analog single variable processing methods can be obtained:
⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

f1
(
x (k)
1 , x (k)

2 , . . . , x (k)
n

)

f2
(
x (k)
1 , x (k)

2 , . . . , x (k)
n

)

...

fn
(
x (k)
1 , x (k)

2 , . . . , x (k)
n

)

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� −

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂ f1
∂x1

∣∣∣
k

∂ f1
∂x2

∣∣∣
k

. . .
∂ f1
∂xn

∣∣∣
k

∂ f2
∂x1

∣∣∣
k

∂ f2
∂x2

∣∣∣
k

. . .
∂ f2
∂xn

∣∣∣
k

...
∂ fn
∂x1

∣∣∣
k

∂ fn
∂x2

∣∣∣
k

. . .
∂ fn
∂xn

∣∣∣
k

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎢⎣

�x (k)
1

�x (k)
2

...

�x (k)
n

⎤

⎥⎥⎥⎥⎥⎥⎦
(8.32)

x (k+1)
i � x (k)

i + �x (k)
i (8.33)

Formulas (8.31) and (8.32) can be abbreviated as:

F
(
X (k)

) � −J (k)�X (k) (8.34)

X (k+1) � X (k) + �X (k) (8.35)

J is the Jacobian matrix. The element is the partial derivative of a function to a
variable.

8.3.2 Energy Flow Calculation Process

In electrical system, each node contains four variables which are active power, reac-
tive power, voltage amplitude and voltage phase angle. In the calculation, we must
give the two quantities, and the other two quantities are unknown. First, select a node
as the slack node. The voltage amplitude and phase angle of the node are given as
reference values. The remaining nodes can be divided into nodes and nodes accord-
ing to the given variables. The active power and reactive power of the node are
given, and the voltage and phase angle of the node are the amount to be solved. Load
nodes, photovoltaic, wind turbines and other new energy power generation devices
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Table 8.1 Different node types

Node type Known Unknown

Electricity Slack V ,θ P, Q

PV V , P θ ,Q

PQ P, Q V ,θ

Gas Slack(Known
pressure)

p f

Known-injection f p

Heat Slack Ts �,Tr ,m

� TS � TS Tr ,m

� Tr � Tr Ts ,m

can be classified into such nodes. Therefore, most nodes in power system belong to
this kind of nodes. The nodes of the power plant and the adjustable reactive power
supply can be used as nodes. Its active power and voltage amplitude are given. The
reactive power and the voltage phase are the variables to be considered. The nodes
need enough reactive power to maintain the given voltage amplitude, so this kind
of node can also be called voltage control node. Before computing energy flow, the
power loss in the network is unknown. In the network, one node’s active power is
unknown, and this node needs to balance the active power in the network, so it is
called balanced node. In order to facilitate the calculation, the balance node and the
slack node are selected in the same node.

In natural gas networks, the variables of each node are the gas flow f and the
node pressure p. For the source node the pipeline pressure is known. It can be used
as reference to other node pressure values of the whole network. This node is the
balance node of the network that can provide gas balance network loss. For natural
gas load nodes, they can be seen as nodes that are known to flow into natural gas,
and the pipe pressure values of these nodes need to be calculated by energy flow.

In the heating network, the hydraulic model and thermal cycle model need to be
considered so that the network parameters are more. Considering the actual situation
of the heating network, it can be concluded that the water supply temperature of
the equilibrium node is known, and can be used as the reference temperature of
the whole network. φTs nodes are usually heat source nodes which have known
heat generating power and water supply temperature. It is necessary to calculate
the backwater temperature and water flow of the nodes through the energy flow
calculation. In this book, the heat power of all heat generating equipment is known
(except for the balance node including the cogeneration unit and gas-fired boiler).
Therefore, the total amount of gas consumed can be calculated, so the natural gas
consumed by natural gas network is also fixed. In the heating network, φTr the nodes
are mainly load nodes and Ts and ṁ need to be calculated by energy flow calculation.

The node types of electricity, gas and heat networks are shown in Table 8.1.
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According to the model of energy internet in the previous section, the following
formula can be obtained

F(x) �

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Psp
i − Vi

nE∑
j�1

Vj
(
Gi j cos θi j + Bi j sin θi j

) � 0

Qsp
i − Vi

nE∑
j�1

Vj
(
Gi j sin θi j − Bi j cos θi j

) � 0

Agfg − fspq � 0

CpAhmq(TS − TO) − �sp � 0

BhKm|m| � 0

CsTs,load − bs � 0

CrTr,load − br � 0

(8.36)

where Psp
i , Qsp

i , f
sp
q and �sp are active power, reactive power, natural gas flow and

heat power of the system. Cs and Cr are the correlation matrix of water supply
network and return water network respectively. bs and br are column vectors related
to the heating temperature and the output temperature, respectively. The calculation
method is described in [8].

The state variable of the system is:

x �
[
θ V p ṁ T

′
s,load T

′
r,load

]T
(8.37)

J is the Jacobian matrix it can be expressed as

J �

⎡

⎢⎢⎣

Jee Jeg Jeh

Jge Jgg Jgh

Jhe Jhg Jhh

⎤

⎥⎥⎦ �

⎡

⎢⎢⎢⎢⎢⎣

∂�Fe
∂xTe

∂�Fe
∂xTg

∂�Fe
∂xTh

∂�Fg

∂xTe

∂�Fg

∂xTg

∂�Fg

∂xTh

∂�Fh
∂xTe

∂�Fh
∂xTg

∂�Fh
∂xTh

⎤

⎥⎥⎥⎥⎥⎦
(8.38)

Subscripts e, g and h represent the electricity, gas and heat respectively. The
diagonal elements in the Jacobian matrix represent the relationship between the flow
of electricity, gas and heat systems themselves and their state quantities. The non-
diagonal elements represent the coupling relationship among the three networks.
Specific calculation process is shown in Fig. 8.3.

At the beginning of the calculation, the network parameters and the We-Energy
parameters are input, and the incidence matrix of each network is formed on the basis
of these data. Given the initial state parameter and then calculate �F . Determine
whether the condition of the end iteration is satisfied, if it is not satisfied, calculate
the extended Jacobian matrix and the modified equation �x (k+1) � (

J (k)
)−1

�F (k).
Update x until the condition of the end calculation is satisfied and output the result.
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Fig. 8.3 Newton raphson algorithm flow chart

8.4 Convergence Analysis of Newton Method for Energy
Flow Calculation

8.4.1 Convergence Theorem of Energy Flow

We need to find a way to determine whether the initial value selection is reasonable
before iteration to make the energy flow calculation converge quickly.

Lemma 1 ([7]) Assume A,C ∈ L(Rn), A is nonsingular,
∥∥A−1

∥∥ ≤ α, ‖A − C‖ ≤
β, and αβ < 1, then

∥∥C−1
∥∥ ≤ α

1 − αβ
(8.39)
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Theorem 1 for energy flow equation F(x) � 0, both the initial values x0 of the
respective state variables and the Jacobian matrix Jk formed by the Newton method
satisfy the following conditions:

(1) the initial values of state variables is x0 ∈ D0, which makes the Jacobian matrix
J0 � F ′(x0) nonsingular and

∥∥J−1
0

∥∥ ≤ β, ‖Jm − Jn‖ ≤ γ ‖xm − xn‖.

(2)

⎧
⎨

⎩

∥∥J−1
0 [Jm − Jn]

∥∥ ≤ ω‖xm − xn‖
∥∥J−1

0 F(x0)
∥∥ ≤ η

, where ω and η are constant.

Then the energy flow calculation convergence operator ρ satisfies the following
condition:

ρ � ωη ≤ 1

2
(8.40)

Let t∗ � 1−√
1−2h
ω

, t∗∗ � 1+
√
1−2h
ω

, then Newton iterative sequence xk+1 � xk −
[
F

′
(xk)

]−1
F(xk), k � 0, 1, 2 · · ·, the resulting sequence

{
xk
} ⊂ S

(
x0, t∗

) ⊂ D0

and converge to the only solution x∗ in S(x0, t∗∗) ∩ D0 satisfying F(x) � 0.

Proof Based on the following quadratic function (8.40)

j(u) � 1

2
γ u2 − 1

β
u+

η

β
�0 (8.41)

the roots of equation are

u∗ � 1 − √
1 − 2βγ η

βγ
, u∗∗ � 1 +

√
1 − 2βγ η

βγ
(8.42)

Substitute (8.40) into (8.42)

u∗�1 − √
1 − 2ρ

ρ
η, u∗∗�1+

√
1 − 2ρ

ρ
η (8.43)

The Newton iteration sequence is expressed by the tk , that is,

uk+1�uk − j(uk)

j ′(uk)
, k�0, 1, 2, · · · , u0�0 (8.44)

It is easy to verify uk → u∗. Then we will prove ‖�xk − �x∗‖ ≤ u∗ − uk .
ηk�uk+1 − uk� − j(uk )

j ′(uk ) , βk� − 1
j ′(uk ) , ρk�βkηkγ , when k � 0, then

η0�η, β0�β, ρ0�ρ. Take the derivative of Eq. (8.40) with respect to u:

j ′(u)�γ u − 1/β (8.45)

Substitute j ′(uk+1), j ′(uk) into the (8.45):
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j ′(uk+1) − j ′(uk)�γ (uk+1 − uk)�γ ηk (8.46)

Consider a function as follows:

j(uk+1) − [ j(uk) + j ′(uk)(uk+1 − uk)]

� 1

2
γ u2k+1 − 1

β
uk+1 − 1

2
γ u2k +

1

β
uk − (γ uk − 1

β
)(uk+1 − uk)

� 1

2
γ (uk+1 − uk)

2 � 1

2
γ η2

k (8.47)

From (8.46), then:

j ′(uk+1 )�γ ηk+ j
′(uk)�γ ηk − 1

βk
�γ ηkβk − 1

βk
�ρk − 1

βk
(8.48)

Substitute βk� − 1
j ′(uk ) and ρk�βkηkγ into (8.47), (8.48), then:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

βk+1� − 1
j ′(uk+1)

ηk+1� − j(uk+1)
j ′(uk+1)� 1

2
γβkη

2
k

1−ρk
� 1

2
ρk

1−ρk
ηk

ρk+1�γβk+1ηk+1 � γβk

1−ρk
· ρkηk
2(1−ρk )

� ρ2
k

2(1−ρk )
2

(8.49)

Notice that 0 ≤ ρ ≤ 1
2 and 1 ≤ 1−√

1−2ρ
ρ

≤ 2, then:

‖�x1−�x0‖�
∥∥[J0]−1

∥∥ ≤ η0�η�|u1−u0| (8.50)

The first iteration is x (1) ∈ S
(
x (0), δ

)
, then we use (8.47) and (8.50) to get the

following:
∥∥F
(
x (1)
)∥∥�∥∥F(x (1)

)− F
(
x (0)

)− F ′(v)
(
x (1) − x (0)

)∥∥

≤ 1

2
γ
∥∥x (1) − x (0)

∥∥2 ≤ 1

2
γ η2

0

v ∈ (x (0), x (1)
)

(8.51)

Since
∥∥J−1

0

∥∥ ≤ β and ‖J1 − J0‖ ≤ γ
∥∥x (1) − x (0)

∥∥ ≤ γ η0, J
−1
1 exists and∥∥J−1

1

∥∥ ≤ β0

1−ρ0
�β1 can be obtained from Lemma 1.

From the (8.42) and (8.50), it can be obtained as follows:
∥∥x (2) − x (0)

∥∥ ≤ ∥∥x (2) − x (1)
∥∥+
∥∥x (1) − x (0)

∥∥

≤
(
1 − √

1 − 2ρ

ρ
− 1

)
η+η�1 − √

1 − 2ρ

ρ
η ≤ δ (8.52)



246 8 Energy Flow Calculation of Energy Internet

where x (2) ∈ S(x0, δ) is state variables.
Similar to Eq. (8.52), xk ∈ S(x0, δ) , k�0, 1, 2 . . . can be generalized by mathe-

matical derivation as follows:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

‖F(xk)‖ ≤ 1
2γ η2

k−1
∥∥J−1

k

∥∥ ≤ βk
∥∥J−1

k F(xk)
∥∥ ≤ ηk

‖�xk+1 − �xk‖ ≤ tk+1 − tk

(8.53)

For any positive integer m, n, k, which satisfies m � n + k. According to the
formula (8.53), thus:

∥∥x (m) − x (n)
∥∥ ≤ ∥∥x (n+k) − x (n+k−1)

∥∥+ · · ·+∥∥x (k+1) − x (k)
∥∥

≤ |un+k − un+k−1|+ · · ·+|un+1 − un|
≤ |um − un| (8.54)

{
x (k)
}
is Cauchy convergence sequence from the convergence of tk , so

{
x (k)

}
exists

limit, which is x∗, the following can be obtained when k → ∞:

∥∥x∗ − x (k)
∥∥ ≤ ∣∣u∗ − uk

∣∣ (8.55)

Using the formula in the first row in Eq. (8.55) and paying attention to ηk → 0
and the continuity of F(x∗), thus F(x∗)�0, that is to say, x∗ is the solution of the
energy flow equation.

Theorem 1 is the convergence theorem of the energy flow calculation. Before cal-
culating the energy flow, the power flow operator is calculated to determine whether
the initial value can reach a convergence solution for the energy flow calculation.
ρ < 0.5 is a sufficient condition for the energy flow to be solvable, and the operator
is calculated after the initial selection of the initial value. If the convergence theorem
is not satisfied, the initial value is re-selected, and the process is repeated until the
initial value satisfies this condition. This reduces the difficulty of initial selection to
calculate the energy flow and avoids unnecessary calculation.

On the basis of this convergence theorem, it is also important to note that the
magnitude of the voltage can be set 1p.u. for a PQnodewhere the voltage is unknown
for the power network. The voltage amplitude of the PV node is controllable for
voltage keep constant. The phase angle of the voltage can be zero. For a thermal
network, themass flow rate for all pipelines can be initialized to 1, and the supply and
return temperature of all nodes can be initialized at random.When the initial value is
chosen, the convergence operator ρ is calculated. If the convergence condition is not
satisfied, the initial value is re-trained until the initial value satisfies the convergence
condition.

However, for natural gas networks, specific analysis is required, and the initial
selection of state variables for natural gas networks requires special attention. The
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gas flow through the gas infrastructure is a function of the pressure difference at the
end of the pipe. In the extreme case, if the initial value of the pressure at both ends
of the pipe is chosen to be the same, a sick Jacobian matrix will be produced. In
this case, the linearized energy flow in the Jacobian matrix will produce an empty
diagonal element. In order to clarify this problem more clearly, we calculate the
derivative of fi j for the pressure p as follows:

∂ fi j
∂pi

� Ki j pi
(
sign

(
pi , p j

)×
(
p2i − p2j

))−0.5 (8.56)

From the formula (8.56), it can be obtained if the initial value of a natural gas
network pipe pressure is too flat, the value of this derivative is too large or zero, which
will cause the Jacobian matrix to be singular. The strategy to solve this problem is to
ensure the maintenance of the pipeline pressure difference of 5%~10% at delivery
end and collect end during the preliminary selection of pipe pressure.

Based on the Newton method, the convergence theorem of the energy flow is
calculated. The iterative number estimation of the energy flow of Newton- Raphson
method is proposed for the Newton-Raphson method.

Theorem 2 If the convergence operator ρ < 1
2 for the energy flow and

max
{
�x (k)

l

}
< ε (8.57)

where �x (k)
l is the variation in the ith node for the two iterations, ε is iterative

accuracy. The maximum iterations of the energy flow equation can be expressed as:

k � I nt

[
log2

(
logθ

εθ

η + εθ

)]
+ 1, θ � 1 − √

1 − 2ρ

1 +
√
1 − 2ρ

(8.58)

Proof Taylor series expansion of the energy flow equation can be expressed as:

f
(
u∗) � f (uk) + f ′(uk)

(
u∗ − uk

)
+

γ

2

(
u∗ − uk

)2

� f (uk) + f ′(uk)(uk+1 − uk) + f ′(uk)
(
u∗ − uk+1

)
+

γ

2

(
u∗ − uk

)2
(8.59)

where γ � f ′′(ξ ), ξ ∈ (uk, u∗). The following can be derived from (8.59):

u∗ − uk+1 � − γ

2 f ′(uk)
(
u∗ − uk

)2

� γβk

2

(
u∗ − uk

)2 � ρk

2ηk

(
u∗ − uk

)2
(8.60)

Taking k times iteration to (8.60), for k � 0, 1, 2, · · · ,
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u∗ − uk+1 �
k∏

j�0

(
ρk− j

2ηk− j

)2 j(
u∗−u0

)2k+1
u0 � 0 (8.61)

It follows that:

u∗ − uk+1 �
k∏

j�0

(
ρk− j

2ηk− j

)2 j(
u∗)2k+1 (8.62)

According to formula (8.49):

ρ j

2η j
� η j

η2
j−1

, j � 1, 2, · · · , (8.63)

Substitute it into the above formula, we have:

u∗ − uk+1 �
k−1∏

j−0

(
ηk− j

η2
k− j−1

)2 j(
ρ

2η

)2k(
u∗)2k+1

� ηk

(ρ

2

)2k(1 − √
1 − 2ρ

ρ

)2k+1

(8.64)

If

θk � 1 − √
1 − 2ρk

1 +
√
1 − 2ρk

(8.65)

It is easy to get θk � θ2
k−1 � · · · � θ2k , ρk � 2θk

(1+θk )2
,

From the formula (8.49) we obtain:

ηk � θ2k−1

1 + θ2k
ηk−1�

k−1∏

j�0

θ2 j

1 + θ2 j+1 η � θ2k−1

2k−1−1∑
j�0

θ2 j

η (8.66)

Substitute (8.63) into the (8.61), and 1−√
1−2ρ
ρ

� 1 + θ , we obtain

∥∥xk − x∗∥∥ ≤ θ2k−1

2k−1−1∑
j�0

θ2 j

η (8.67)

Substitute above into ‖x∗ − xk‖ ≤ u∗ − uk , it can be concluded as following:
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∥∥xk − x∗∥∥ ≤ √
ε � θ2k−1

2k−1−1∑
j�0

θ2 j

η (8.68)

Namely:

k � I nt

[
log2

(
logθ

εθ

η + εθ

)]
+ 1 (8.69)

The Theorem 2 is proved completely.
The maximum number of iterations is calculated by Theorem 2, which may be

larger than the actual number of iterations. The maximum error is 1 by simulation.
Thus, we can determine that the iterations estimated by this theorem must obtain a
convergence solution. Theorem 2 can be used to estimate the number of convergence
after using Theorem 1 to verify the convergence of the trend, and then we can know
the initial value of the energy flow equation for the convergence rate is good or
bad, and then calculate the power flow, which avoid the redundant calculation of the
energy flow.

8.4.2 The Newton Method Energy Flow Calculation Process
with Initial Value Selection

In this section, according to the Newton-Raphson energy flow calculation method,
the steps of the Newton method initial estimation are added. The initial value of
the selected state variable is estimated before the energy flow is calculated and the
maximum number of iterations is estimated to improve the computational efficiency
of the energy flow. The proposed energy flow calculation process with initial value
estimation is shown in Fig. 8.4.

The specific process of calculating the energy flow of Newton method with initial
value is as follows:

(1) First, input system data include natural gas network, power network, heat net-
work andwe-energy. Determine the node types of mixed energy network, taking
into account the access mode of distributed power at the same time, putting all
the node information into the system.

(2) Select the initial values for each state variable.
(3) Calculate the initial Jacobian matrix based on the selected initial value.
(4) Judgewhether the convergence operator determined by the initial value selection

satisfies the conditions according to the convergence theorem. If ρ ≤ 0.5, turn
to the next step, otherwise, return to step (2) to re-select the initial value.

(5) The maximum number of iterations is estimated according to the iteration num-
ber estimation theorem.

(6) Calculate the correction equation of the network �F .
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Fig. 8.4 The energy flow calculation process with initial value estimation

(7) Fix each node by xk+1 � xk + �xk .
(8) Verifywhether the result satisfies the convergence precision. If it satisfies, output

the results of the calculation of each branch flow, otherwise it will turn to the
sixth step for iteration of the next round.

8.4.3 Case Study

The hybrid energy system is solved by the Newton-Raphson method, and a 9-node
hybrid energy system is used as an example in simulation. The hybrid energy system
includes natural gas systems, power systems, and centralized thermal systems. Each
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Fig. 8.5 The 9 nodes electricity/gas/heat hybrid energy system topology

subsystem is connected by three nodes and three buses. In a natural gas system, there
is a turbo compressor at node 1 whose compression ratio has been given: A CHP unit
and a circulating pump are connected between node 2 in the power system and node
3 in the centralized thermal system. As shown in the following figure (Fig. 8.5).

In the 3-node power system, the impedance of each transmission line is Z �
0.09 + j0.157.Node 1 is PQ node, node 2 is PV node, and node 3 is balanced
node.P1 � 0.15MW, Q1 � 0.0493 MW, P2 � 0.15MW, V2 � 1.05V, V3 �
1.02V. The above values are per unitary values.

In the natural gas system, the length and diameter of the natural gas pipeline
are 300 and 150 mm, respectively; the pressure of the node is π3 � 50 bar; the
power consumed by the node load is f GD

2 � 10MSCM/h, f GD
3 � 20MSCM/h;

compression ratio is H1 � 1.3; the temperature of natural gas is Ta � 281.15 ◦K, the
proportion of natural gas is G � 1.309 and gas compression coefficient is Za � 0.8.
Node 3 is balance node.

In the centralized heat system, the diameter of heat pipe is 150 mm, the length of
3-1 pipe is 400 m, the length of 1-2 pipe is 400 m and the length of 2-3 pipe is 600 m;
load thermal power is φ1 � φ2 � 0.3MW, the temperature of the equilibrium node is
T s
3 � 100 ◦C, the temperature of the load is T r

2 � T r
3 � 50 ◦C; specific heat capacity

of water is cp � 4182 J/(kg • K) � 4.182 × 10−3 MJ/(kg • K), the temperature
of pipe surface is Tg � 10 ◦C, the density of water is ρ � 958.4 kg/m3, the heat
transfer coefficient is λ � 0.2,the roughness of pipe is ε � 0.00125, the kinematic
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Table 8.2 The calculation results

Node Measurement value Contrast value Measurement error

Power systems

Voltage
amplitude V

1.0195 1.0232 − 0.0037

Voltage phase angle θ1 2.9014 2.7652 0.1362

Voltage phase angle θ2 3.1032 3.0852 0.0018

Branch head power
S31

−24.8902+ j12.9100 −24.5409+ j15.3363 0.3493 − j2.4263

Branch end power S13 25.8114 − j11.8822 25.2653 − j14.0669 0.5461+ j2.1847

Branch head power
S12

−10.0528 − j10.9337 −10.2654 − j14.0163 –0.2126+ j3.0826

Branch end power S21 10.2436+ j12.0764 10.5269+ j14.4744 –0.2833 − j2.3980

Branch head power
S23

36.9341+ j0.0412 36.6029+ j0.0701 0.3312 − j0.0289

Branch end power S32 −35.7226+ j1.6406 −35.5092+ j1.8463 −0.2134 − j0.2057

Natural gas system

Pressure π1 41.5160 40.8247 0.6913

Pressure π2 48.0827 46.8612 1.2215

pipe flow f31 14.2387 14.7514 −0.5127

Pipe flow f12 12.5263 14.7473 −2.221

Pipe flow f32 7.0075 8.9099 −1.9024

Pressure π3 41.3451 40.8247 0.0395

viscosity of water is μ � 0.294 × 10−6, gravity acceleration is g � 9.81kg • m/s2.
Node 3 is the balance node.

At the same time, the thermoelectric conversion ratio of the CHP unit is cm � 1.3,
the circulation pump efficiency is ηp � 0.65, ηe � 1.2.

According to the above parameters, the energy flow calculation is carried out by
using the Newton method with the initial value estimated in this chapter, and the
results of the numerical simulation of the 9-node small-scale mixed energy system
in the literature [8] are used as the contrast, set the iteration accuracy to 10−3, the
simulation result of the energy flow can be obtained (Tables 8.2 and 8.3).

This section verifies the validity of the proposed convergence theorem on the
basis of the 9-node hybrid energy system. Initial value selection is Vi � 1 + j0.
Then calculate convergent operator ρ, the convergence operator ρ is calculated from
the table less than 0.5, the Newton’s energy flow calculation converges at this time,
which is in accordance with the method proposed in this paper.

On this basis, the computational convergent operator ρ is calculated, the initial
voltage amplitude and phase angle are set to 1 and 0 respectively, and the initial
Jacobian matrix is as follows:
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Table 8.3 The calculation results

Heat system

Mass flow rate m31 1.6420 1.5894 0.0526

Mass flow rate m12 0.2067 0.2175 0.2067

Mass flow rate m32 41.5160 46.8612 0.0343

Supply temperature
T s
1

98.9576 1.3056 −0.2200

Supply temperature
T s
2

97.1401 98.9233 −0.0014

Return to temperature
T r
1

49.5583 97.1000 0.0069

Return to temperature
T r
3

49.1251 48.3511 0.0119

Thermal power φ1 0.3011 49.3451 −0.2200

Thermal power φ2 0.3284 0.3025 −0.0014

Thermal power φ3 0.6355 0.3215 0.0069

J0 �

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

10.21903 −5.10926 5.821771 0 0 0 0 0 0 0 0

−5.12878 10.4016 −2.90435 0.162953 0 0.162953 0 0 0 0 0

−5.52177 2.938539 9.657371 0 0 0 0 0 0 0 0

0 0 0 −0.21868 0.218681 0 −0.00574 0 0 0 0

0 0 0 0 −0.19697 −0.19697 0 −0.00637 0 0 0

0 0 0 −0.05712 −0.00967 0.071155 0 0 0 0 0

0 0 0 0 0 0 −1 0 0 0 0

0 0 0 0 0 0 0.199193 −1.52306 0 0 0

0 0 0 0 0 0 0 0 −1.58937 0.199193 0

0 0 0 0 0 0 0 0 0 −1 0

0 0 0 0.135794 0 0.135794 0 0 0 0 37.12887

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

The norm of J−1
0 is

∥∥J−1
0

∥∥ � 12.5754.
Due to:

F(x (0)) � [0.1500 0.0493 1.0500 1.0200 5.0000 2.0000 0.3000

1.0000 5.0000 3.0000 5.0000]T

∥∥J−1
0 F(x (0))

∥∥ � 39.9894

Then, when m � 2, n � 1, η ≥ 39.9894.
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J1 �

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

10.11803 −5.01026 5.731771 0 0 0 0 0 0 0 0

−5.01978 10.3116 −2.82435 0.059953 0 0.062853 0 0 0 0 0

−5.41677 2.82853 9.567371 0 0 0 0 0 0 0 0

0 0 0 −0.12868 0.125681 0 −0.00464 0 0 0 0

0 0 0 0 −0.09597 −0.08697 0 −0.00527 0 0 0

0 0 0 −0.04612 −0.00767 0.065155 0 0 0 0 0

0 0 0 0 0 0 −1 0 0 0 0

0 0 0 0 0 0 0.097193 −1.41706 0 0 0

0 0 0 0 0 0 0 0 −1.47837 0.098193 0

0 0 0 0 0 0 0 0 0 −1 0

0 0 0 0.036794 0 0.036794 0 0 0 0 36.13887

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

J2 �

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

10.20903 −5.10926 5.811771 0 0 0 0 0 0 0 0

−5.11878 10.3016 −2.89435 0.152953 0 0.152953 0 0 0 0 0

−5.51177 2.908539 9.647371 0 0 0 0 0 0 0 0

0 0 0 −0.20868 0.208681 0 −0.00474 0 0 0 0

0 0 0 0 −0.18697 −0.18697 0 −0.00537 0 0 0

0 0 0 −0.04712 −0.00867 0.070155 0 0 0 0 0

0 0 0 0 0 0 −1 0 0 0 0

0 0 0 0 0 0 0.189193 −1.51306 0 0 0

0 0 0 0 0 0 0 0 −1.57937 0.189193 0

0 0 0 0 0 0 0 0 0 −1 0

0 0 0 0.125794 0 0.125794 0 0 0 0 37.11887

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

We can get the following results:

‖J2 − J1‖ � 1.2621
∥∥x (2) − x (1)

∥∥ � 0.0910

When

η � 39.9894, ω � 0.0122

Then

ρ � ωβ � 0.4878 < 0.5

8.5 Parallel Distributed Energy Flow Calculation Method

With the growing size of the energy internet, in the process of calculating its energy
flow, a large number of network data and the size of the Jacobi matrix will cause the
calculation slow, while the performance requirements of the computer are also very
high. Therefore, this section proposes a parallel distributed energy flow calculation
method(PD) based on Newton Raphson method (NR). The parallel computation
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is realized by network decomposition, which accelerates the calculation speed of
energy flow.

8.5.1 Network Decomposition Principle

When using the Newtonmethod to calculate the energy flow of the large-scale energy
internet, the Jacobian matrix is large. This leads to decrease in the computational
speed. Decomposing the network into multiple subnetworks can reduce the network
size and increase the computational speed.

When calculating the energy flow, using the Newton method to linearize the
nonlinear equation we can get the following formula:

Ax � b (8.70)

For a network with n nodes, the formula (8.70) can be developed:

ai1x1 + ai2x2 + · · · aii xi + · · · + ainxn � bi (8.71)

If the network is decomposed into two networks at the node, then the formula
(8.71) can also be decomposed into the following form:

ai1x1 + ai2x2 + · · · a ′
i i xi � b

′
i + yi (8.72)

a
′′
i i xi + · · · + ainxn � b

′′
i − yi (8.73)

where a′
i i + a′′

i i � aii , b
′
i + b

′′
i � bi , yi is an unknown quantity. From the above

formula, it can be concluded thatwhen thewhole network is divided into sub-network
α and sub-network β, the nodes i appear in the two sub-networks at the same time.
Equation (8.72) represents the sub-network α, and (8.73) represents the sub-network
β. All nodes in the entire network are divided into two parts contained in the two
formulas. Thus, the formula (8.70) can be changed as follows:

Bx
′ � b

′
+ Ky (8.74)

The matrix B is a block diagonalized matrix, where x ′ and b′ are the vectors after
the division of the nodes. Each split node will introduce a new unknown quantity y
and a column of related coefficientmatrices K . There are only three cases of elements
in each column of the matrix, 0; −1;+1.

When there are m split nodes in the network to divide the entire network into s
subnetworks:

B is a [(m + n) × (m + n)] block of diagonal matrix; K is a [(m + n) × m] matrix;
x ′ is a [(m + n) × 1] vector; b′ is a [(m + n) × 1] vector.
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Fig. 8.6 Schematic of three nodes network decomposition

Next, the network decomposition principle is illustrated by an example of a simple
three-node network as shown in Fig. 8.6.

As shown in Fig. 8.6, the node 2 is connected to node 1 and node 3, and node 1
and node 3 are not connected. Therefore, it can be easily seen that the network can
be divided into two sub-networks through the node 2, and the node 2 is divided into
two virtual nodes, namely node 2’ and node 2”, respectively.

According to the network topology of Fig. 8.6, the equation can be expanded as
follows:

⎡

⎣
a11 a12 a13
a21 a22 a23
a31 a32 a33

⎤

⎦

⎡

⎣
x1
x2
x3

⎤

⎦ �
⎡

⎢⎣
b1
b2
b3

⎤

⎥⎦ (8.75)

From the figure we can see the coefficient a13 � a31 � 0. Therefore, the formula
(8.74) becomes:

⎡

⎢⎣
a11 a12 0
a21 a22 a23
0 a32 a33

⎤

⎥⎦

⎡

⎣
x1
x2
x3

⎤

⎦ �
⎡

⎢⎣
b1
b2
b3

⎤

⎥⎦ (8.76)

Select node 2 as the split node, divide the network into two subnetworks:

⎡

⎢⎢⎢⎢⎣

a11 a12 0 0

a21 a
′
22 0 0

0 0 a
′′
22 a23

0 0 a32 a33

⎤

⎥⎥⎥⎥⎦

⎡

⎢⎢⎣

x1
x2
x2
x3

⎤

⎥⎥⎦ �

⎡

⎢⎢⎢⎢⎣

b1

b
′
2

b
′′
2

b3

⎤

⎥⎥⎥⎥⎦
+

⎡

⎢⎢⎢⎣

0
+1
−1
0

⎤

⎥⎥⎥⎦y (8.77)

The choice of split nodes depends on the topology of the network. Firstly, the
network coupling point is chosen as the splitting node to decompose the coupling
network into three approximate networks, namely approximate power grid, approx-
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imate gas network and approximate heat network. These approximate networks can
be further decomposed according to their own network topology.

8.5.2 Distributed Parallel Algorithm Based on Newton
Method

1. The mathematical principles of distributed parallel algorithms

In the process of energy flow calculation using Newton method, the nonlinear equa-
tion is linearized, and the following form are obtained:

−J�x � �F (8.78)

Using the network decomposition principle in 8.5.1, the hybrid network can be
decomposed into the following form:

B(�x)′ − Ky � (�F)′ (8.79)

Transform the formula (8.78) into the following form:

(�x)′ � B−1(�F)′ − B−1K
(
KT B−1K

)−1
KT B−1(�F)′ (8.80)

Since the matrix in the formula (8.79) is a partitioned diagonal matrix, the cor-
responding matrices K and vectors (�x)′ and vectors (�F)′ are decomposed, so
the formula (8.79) can be implemented in parallel computation. The main steps of
calculation (�x)′ are as follows:

(1) Calculate B−1
[
(�F)′, K

]
: In the calculation of energy flow, the network is

decomposed intomany subnetworks, that is to say, thematrix B becomes a block
diagonal matrix, and the matrices K and vectors (�F)′ are decomposed. The
calculation process can be performed simultaneously by many sub-processors.

(2) Calculate (−y) � (
KT B−1K

)−1
KT B−1(�F)′: Based on the calculation of

the values of B−1K and B−1(�F)′ in the first step, the values of (−y) can be
obtained.

(3) Calculate the final solution vector (�x)′: on the basis of the first two steps, each
processor calculates the subnet �xi � B−1

i i �Fi − B−1
i i K y.

When the coupling node K is split and decomposed into the nodes i in the subnet
1 and the node j in the subnet 2, the network �Fsp

K can be arbitrarily decomposed
into �Fsp

i and �Fsp
j

�FK � Fsp
K − Fcal

K � (
Fsp
i + Fsp

i

)

− (
Fcal
i + Fcal

i

)��Fi + �Fj (8.81)
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2. The implementation process of distributed parallel algorithm

The implementation of parallel algorithm is illustrated by splitting the network from
the coupling node as an example. The integrated energy network is divided into three
subnetworks through the splitting of coupled nodes, and four processors need to be
calculated simultaneously in parallel computation. One processor acts as the primary
processor, and the other three processors act as subprocessors. A part of the algo-
rithm can be implemented in parallel with the subprocessor. The three subprocessors
calculate the power network, the thermal network and the natural gas network respec-
tively, and a part of the algorithm flow is implemented in the main processor. In the
calculation process, attention should be paid on the consistency and synchronization
of the data algorithm.

The program and data for calculating energy flow are stored in each processor.
The calculated data is returned to the main processor. The main processor calculates
and checks whether the calculation results are globally convergent, and then sends
the results to the subprocessor. Each subprocessor calculates the energy flow of each
approximate network to complete a cycle.

Repeat this process until the calculation results satisfy the conditions.
The main processor steps are as follows:

(1) Broadcast start information.
(2) Wait for the results from the subprocessor.
(3) After receiving the results from the processor:

(a) Whether the results are convergent, and calculate (−y).
(b) Broadcast results (−y) to the subprocessor and judge whether the results are

globally convergent.
(c) If it is not convergent then execute step (2), if it is convergent then stop.

The steps of the subprocessor are as follows:

(1) Performing the initial work of the energy flow calculation after receipt of the
start command. For example, input network data and form association matrices.

(2) Calculate �F and form Jacobi matrix.
(3) Send the local convergence results to the main processor.

(4) Compute B−1
[
(�F)′, K

]
and wait for instructions from the main processor.

(5) Calculate �xi � B−1
i i �Fi − B−1

i i K y.
(6) If the result is convergent, then stop the calculation, or return to step (2).

The calculation flowchart of the distributed parallel computing is shown in
Fig. 8.7:

The judgment process of global convergence is that judging whether |�F | < ε or
not by the subprocessor for non-split nodes. For split nodes, the calculation results
are merged by the main processor,�Fi and �Fj are subnodes after division, and the
condition of global convergence is

∣∣�Fi + �Fj

∣∣ < ε.
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Fig. 8.7 The flow chart of parallel computing

8.5.3 Case Study

To verify the distributed parallel energy flow calculation method proposed in this
chapter, we use the integrated energy network in [8] to compare the traditional serial
Newton method with the method proposed in this paper.

The electrical network uses a standard IEEE - 14 bus grid. The generators at node
1 and node 2 are all gas generators, and node 1 is balance node. A typical gas network
is the Belgian natural gas network. The network data of the electrical network and the
natural gas network can be obtained in the literature [9] and [10].The heat network
model is shown in Fig. 8.8. The length of each pipeline is shown in the figure, and
the pipe diameter is 150 mm.

The type and location of the coupling devices among the three networks are given
in Table 8.4
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Fig. 8.8 Schematic diagram of the heating network

Table 8.4 Structure of network equipment

Device Node of
Electrical
network

Node of
gas
network

Node of
heat
network

Gas generators 1 12 –

Gas generators 2 19 –

Compressor 4 9 –

Compressor 5 18 –

Gas boiler, pump 12 3 1

CHP, gas boiler, pump 6 15 4

CHP, gas boiler, pump 13 7 9

CHP, gas boiler, pump 14 6 10

CHP, gas boiler, pump 8 10 13

Use four computers with the same configuration. The processor model is Intel (R)
Core (TM) i5-6500 CPU@3.20 GHz; 4.00 GB (RAM) is installed. Four computers
are used to build the MATLAB distributed parallel computing platform. One is the
main processor. The others are the subprocessor. MATLAB Distributed Computing
Server and Parallel Computing toolbox are installed.

The results of the distributed parallel computation proposed in this paper are
compared with the results of case2. a in the literature [9]. The specific results of the
node related parameters are shown in Table 8.5

From the calculation results of the above table, it can be seen that the simula-
tion results are basically consistent with the traditional method. Therefore, we can
conclude that the distributed parallel computing method proposed in this paper is
accurate and effective for the energy flow of the energy internet.

Table 8.6 lists the required computational time for energy flow of the traditional
serial Newtonmethod and the proposed parallel method, respectively. The time of the
parallel algorithm is divided into computation time and communication time. From
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Table 8.6 Calculating time

Communication time
(s)

Calculating time (s) Total time(s)

NR – 0.146 0.146

PD 0.051 0.048 0.099

Table 8.6, it is obtained that we can see the speed of the distributed parallel method
is faster than the traditional method for the energy flow and the calculating time is
obtained by multiple calculating then average the results. The computational speed
of the two methods is affected by the configuration of the computer. The speed of
parallel computing is greatly influenced by the speed of communication. Therefore,
not the more processors are used, the less time it takes. The larger the scale of the
network, the more obvious the advantages of the algorithm.

8.6 Conclusion

A general framework of modeling steady energy flow problems of IES is formulated
in this chapter. Based on the accurate calculation of the energy flow using Newton
method, the Newton method with initial value estimation is used to calculate the
energy flow. In addition, for the large-scale integrated energy system, a distributed
parallel computing method and a split node selection method are proposed, which
can further increase the calculation speed.
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Chapter 9
Distributed Optimal Energy
Management for Energy Internet

Abstract In this chapter, a novel energy management framework for Energy Inter-
net with many energy bodies is presented, which features multi-coupling of different
energy forms, diversified energy roles and peer-to-peer energy supply/demand, etc.
The energy body as an integrated energy unit, whichmay have various functionalities
and play multiple roles at the same time, is formulated for the systemmodel develop-
ment. Forecasting errors, confidence intervals and penalty factor are also taken into
account to model renewable energy resources to provide trade-off between optimal-
ity and possibility. Furthermore, a novel distributed-consensus alternating direction
method of multipliers (ADMM) algorithm, which contains a dynamic average con-
sensus algorithm and distributed ADMMalgorithm, is presented to solve the optimal
energy management problem of energy internet. The proposed algorithm can effec-
tively handle the problems of power-heat-gas-coupling, global constraint limits and
non-linear objective function. With this effort, not only the optimal energy market
clearing price but also the optimal energy outputs/demands can be obtained through
only local communication and computation. Simulation results are presented to illus-
trate the effectiveness of the proposed distributed algorithm.

9.1 Introduction

The concept of “Energy Internet” is recently presented to meet the challenges of
developing sustainable and environmentally friendly energy resources, hybrid energy
utilization model, flexible energy management and secure system control. Several
literatures about energy internet (EI), mainly focusing on system architecture [1],
energy router [2] and voltage control [3], etc., have been proposed in recent years.
Likewise, energy management problem (EMP), as one of fundamental issues in
power system, is encouraged to be revisited to achieve the envisioned EI conception.

EMP is typically formulated as anoptimizationproblems.Anumber of approaches
have been proposed to solve the above problem and can be classified into two cate-
gories, i.e., centralized approaches and distributed approaches. With regard to cen-
tralized approaches [4–7], they have the advantage in the aspect of obtaining the opti-
mal solution. However, as the physical power system tends to become distributed,
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centralized approaches have to confront many challenges. Specifically, the central-
ized approaches, relying on a central controller, require high bandwidth commu-
nication capabilities to act on system-wide gathered information, resulting in high
susceptibility to single-point failures andmodeling errors.Moreover, either the phys-
ical or communication network of the future power grid is likely to have a variable
topology, which may undermine the efficacy of the centralized approach. In addition,
the distributed energy resources owners are generally unwilling to disclose their own
information to the external centralized controller to protect their privacy [8].

On the contrary, the distributed approaches, with better robustness [9], faster com-
putation and less communication [10], are promising options for the future power
system. A number of literatures, concerned about solving the EMP in a distributed
manner, have been proposed for smart grid or microgrid recently, which can be
classified into two main categories. The one, which does not consider the demand
response, is also called economic dispatch problem (EDP), whose object is minimiz-
ing the total operating cost while meeting some equality and inequality constraints.
From this prospective, the λ-consensus algorithm has been firstly proposed in [11],
which can solve the traditional EDP in a fully distributedmanner. Thework in [12] has
presented a new distributed algorithm which does not rely on the projection scheme
and also can achieve the underlying power flow control. In order to address non-
quadratic cost function, a distributed bisection method and a distributed algorithm
based on projected gradient method have been presented in [13, 14], respectively.
Moreover, the ramping rate limits [15], transmission losses [16], finite-time [17],
non-convex conditions [18] and frequency recovery [19] have been further taken
into consideration and studied in the EDP. The other one aims at maximizing the
social welfare through the coordination of the suppliers’ generations and customers’
demands [20–22]. Since the demand response is taken into consideration, the power
system operation becomes more flexible and economic.

Different from the studies above for the traditional system or smart grid, the EMP
for EI is a relatively new but difficult problem, which will bring many challenges.
On one hand, EI is a hybrid energy network with many new characteristics which
can be summarized in three aspects. Firstly, EI integrates various kinds of energy
networks. As the main energy medium, it is urgent for power, heat and gas flows to
be co-planned. Secondly, each unit in EI can be not only an energy consumer but
also an energy supplier. The forms of energy generation and consumption are tending
to be diversified. Thirdly, distributed energy suppliers or consumers within EI have
peer-to-peer relationship, which is different from the traditional, vertical supply-
demand relationship. The detailed features and requirements of EI will be discussed
in section II-A. Therefore, how to establish a system model, which can describe
aforementioned features of EI in a better way, is one of the major challenges. On
another hand, EI shouldmeet the plug-and-play nature and topology variabilities, etc.
Thus, it is desirable to develop a distributed method to solve the EMP of EI. More
importantly, different from smart grid, there exists strong coupling among power,
heat and gas in the process of energy-generation, energy-conversion and energy-
consumption for EI. Meanwhile, there also exist many global constraint limits and
non-linear objective function. However, the existing distributed methods discussed
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above can not deal with this kind of distributed non-linear coupling optimization
problem. Therefore, how to establish a fully distributed method to solve the EMP of
EI is another major challenge.

To address above challenges, this chapter focuses on the staticEMPof the futureEI
consideringmulti-energy-networks and intermittency of renewable energy resources,
where a novel distributed-consensus-ADMM algorithm is proposed to solve this
problem in a fully distributed fashion. The major contributions of this chapter are as
follows:

(1) The energy management framework is developed for the future EI featuring
multiple couplings of different energy forms, diversified energy roles and peer-to-
peer energy supply/ demand, etc. Subsequently, the energy body, seen as both energy
supplier and customer, is presented for system model development.

(2) Forecasting errors, confidence intervals and penalty factor are also considered
to model renewable energy resource. With this effort, the optimality and generation
possibility of the renewable energy can be traded off by designing the penalty on
curtailment of renewable generation.

(3) By dividing the global computation process into the distributed participants,
our implementation fashion can make each participant locally calculate its optimal
operation. It can result in enhanced reliability, flexibility and scalability, etc., and is
more suitable for the future EI to integrate distributed multi-energy resources.

(4) The proposed algorithm can effectively overcome the weakness of conven-
tional distributed ADMM algorithm which assumes part of global information is
known via designing a dynamic average consensus algorithm for estimating the
global information. Moreover, the optimality and convergence analysis are strictly
proved.

(5) We get the explicit iterative form of coupled variables by transforming and
decoupling the max-min problem, and make the coupled inequality constraints be
solved by locally calculating sub-min problem. With this effort, the strongly power-
heat-gas-coupling problem can be effectively solved by implementing the proposed
algorithm.

9.2 Energy Management Framework of EI

9.2.1 Structure and Features Analysis

The anticipated structure of EI, shown in Fig. 9.1, consists of various kinds of dis-
tributed energy suppliers and/or customerswhich are referred as energy bodies (EBs).
Fed by multi-energy-carriers, the energy resources of each EB can be divided into
four classes, i.e., power-only devices which contain an equivalent distributed renew-
able generator (DRG), distributed fuel generator (DFG) and distributed power storage
device (DPSD), heat-only devices which contain an equivalent distributed renewable
heating device (DRHD), distributed fuel heating device (DFHD) and distributed heat
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storage device (DHSD), an equivalent distributed combined heat and power (DCHP)
device and an equivalent distributed gas producer (DGP). Meanwhile, the energy
loads (ELs) of each EB can be divided into three classes, i.e., power load, heat load
and gas load, in which every type of the load contains an equivalent controllable load
and a must-run load. Note that each EB contains at least one type of energy resource
or load which are connected to the corresponding energy bus. More importantly, the
EB can be seen as small as a house or as large as a town based on the requirements
of different scenarios. In order to achieve the anticipated EI, the major features and
requirements of the proposed energy management framework of EI are summarized
as follows:

(1) As for EI, one of the features is to integrate multi-energy-networks, such
as electricity, transportation, nature gas, oil and heat networks, etc. Since power,
gas and heat are the major energy that can be flexibly transferred and directly con-
sumed, it is urgent that they can be co-managed and be the primary energy medium
of energy-generation, energy-transmission and energy-consumption, which brings
many advantages. For example, since there are many kinds of alternative energy
resources in EI, consumers can diversify their energy supply mix and determine the
amount of energy utilization in an overall optimalmanner. This will create significant
incentives to increase the consumer participation and put full use of the function of
“virtual storage” caused by demand dispatch to flatten out the variability of energy
generation.Moreover, The co-planningbenefits improvement of the energy efficiency
and economy and decreasing carbon emission, etc.

(2) In the anticipated EI, each EB may be equipped with its own energy gener-
ation, conversion and storage devices and schedulable loads, so it plays a role of
not only energy (i.e. power, heat and gas) supplier but also energy consumer. For
example, a EB may be a power supplier and a heat consumer at the same time.
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Meanwhile, motivated by the Internet, each EB is also both the information supplier
and information consumer, and they only exchange information with its neighbors
through local network. Moreover, all EBs are cooperative to achieve the maximiza-
tion of social welfare while meeting a set of local and global constraints. Then, each
EB can determine its corresponding energy-production or/and energy-consumption.
It is worth noting that each EB may compensate its self-energy-demand, and even
make additional profit by selling the part of overabundance energy to other EB. In
this case, it can be seen as an energy-supplier. Otherwise, it is seen as an energy
consumer. In such an energy management framework, EB can somehow weaken
dependency on utility grid and promote network flattening; meanwhile, there will
be more interactions and flexibility among EBs. More importantly, driven by profit,
it is able to create sufficient incentives for each EB to make self-installation of
renewable energy resources, resulting in increased penetration of renewable energy
resources.

(3) To integrate and coordinate the large number EBs with the plug-and-play fea-
ture, both the physical and communication topology of EI are subject to variability
and uncertainty. Therefore, it’s imperative to develop a distributed control strategy,
with decision made by the EBs themselves rather than a central controller. This also
means that each EB should have the function of local information processing and
computing. The distributed implementation fashion benefits for enhancement of sys-
tem reliability, flexibility for possible expansions of distributed energy resources, and
scalability in terms of the computation and communications burden, etc. Moreover,
in the proposed energy management framework, it achieves the vertical energy sup-
ply mode to peer-to-peer mode. To be specific, EBs have peer-to-peer relationship.
The renewable and conventional fuel devices are in peer-to-peer mode to accomplish
their own function. In addition, the diversified energy resources, including electric
power, gas and heat, are also in the peer-to-peer mode to collectively achieve their
optimization, management and control.

From the discussion above, the major differences of EI and the smart grid on EMP
are summarized as follows. Firstly, the smart grid mainly focuses on the optimization
and management of electrical power on power system aspect, in which the electrical
power is the major energy medium in the process of energy-generation, energy-
conversion and energy-consumption. However, EI focuses on integrating various
kinds of energy resources to fulfil the co-planning of different energy networks,which
containsmulti-type coupled energymediums such as power, heat and gas. In addition,
each energy network in EI is in peer-to-peer position to fulfil its functionalities.
Secondly, each unit of smart grid can be only seen as an electrical power supplier
or consumer in one scheduling horizon. On the contrast, the EB in EI, regarded as
both energy supplier and consumer, can play multiple roles at the same time. Lastly
but not least, both smart grid and EI are eager to develop distributed methods for the
EMP. However, the strongly power-heat-gas coupling situation of EI, which exists
in the objective function and constraint limits, vastly increases the solving difficulty
and is more complicated than electricity.
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9.2.2 System Model

(1) DRG and DRHD models: For DRGs, the solar radiation and wind are the major
energy sources with zero fuel cost. Thus, the direct cost of renewable generators is
often the operating cost which is proportional to the produced power. It is worth
noting that renewable generators cannot be regarded as dispatchable units due to the
intermittency and randomness features. To take them into consideration in our EMP,
the forecast technologies are used in this chapter. The mean forecasting value, seen
as the reference during each scheduling horizon, can be calculated from day-ahead
forecast curve given by

pre,†i j,t =
(∫ t+T

t
pre,†i j,t̄ d t̄

)
/(T ), (9.1)

where pre,†i j,t̄ is the forecasting power generation of j th DRG of i th EB at time t̄ ; T is
the scheduling horizon. Note that real value may not be the forecasting value because
of the forecast error. In this chapter, it is assumed that the forecast error, denoted by
Δpre,†i j,t , obeys Gaussian distribution whose feasibility analysis has been discussed in
[23]. Then, the corresponding probability density function can be modeled as

f
(
Δpre,†i j,t

)
= 1√

2πδrei j,t
exp

(
−

(
Δpre,†i j,t

)2
/
(
2δrei j,t

)2)
. (9.2)

Furthermore, let the confidence level be 100(1 − ℘i j )%, then we can get the con-
fidence intervals [pre,†,downi j,t , pre,†,upi j,t ] by using the method proposed in [24]. Therein,
℘i j denotes the corresponding significance level. In addition, we assume that the
power generation of each DRG can be fully consumed by loads, then we can let

prei j,t = pre,†i j,t + Δpre,†i j,t → pre
i j,t

≤ prei j,t ≤ prei j,t , (9.3)

where pre
i j,t

= pre,†,downi j,t + pre,†i j,t , p
re
i j,t = pre,†i j,t + pre,†,upi j,t , and prei j,t is the power output

of j th DRG of i th EB.
Based on the above discussion, the cost function of DRG is modeled as

C
(
prei j,t

) = bi j p
re
i j,t+εi j exp

(
γi j

prei j,t − prei j,t
prei j,t − pre

i j,t

)
, (9.4)

where bi j > 0 and εi j > 0 are the cost coefficients, γi j < 0 is the penalty factor. The
first item of the above equation denotes the direct operating cost while the second
one denotes the penalty on curtailment of renewable generation. The purpose and
significance of (9.4) are discussed in Remark1. In addition, the modeling process
and cost function of DRHD are designed accordingly as for DRG. And let hrei j,t and
C(hrei j,t ) denote the corresponding heat generation and cost function, respectively.
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Remark 1 Compared with DFGs, the operating cost of each DRG is very small. As
a result, from the viewpoint of optimization, it may tend to run at its correspond-
ing upper bound, i.e., prei j,t . However, the higher value the prei j,t is calculated, the
lower possibility the practical power generation has to meet this requirement. On the
contrary, if the renewable generator runs at point pre

i j,t
, there is 100(1 − ℘i j )% possi-

bility to believe that its practical capability can meet this power output, but that may
decrease the optimality. Thus, the exponential penalty on curtailment of renewable
generation is designed to provide trade-off between the optimality and possibility.
In this way, the DFG and DRG can be in the same form.

Based on the aforementioned discussions, the concept of the cost function
model of DRGs is described in Fig. 9.2. Further, a simple example is supplied
to clearly illustrate the idea of (9.4). We consider a system composed of a DRG
with direct operating cost CD(pre) = 0.1095pre [25], a DFG with cost function
C(pfe) = 0.04(pfe)2 + 25pfe + 99 + 50 exp(0.01pfe) (30 (p.u.)≤ pfe ≤ 150 (p.u.))
[13] and a must-run load L = 220 (p.u.). The confidence level and the forecasting
value are respectively set as 90% and 93.90(p.u.), s.t., 84.3 (p.u.) ≤ pre ≤ 103.5
(p.u.). Before considering the penalty on curtailment of renewable generation, the
goal is to minimize Goal = CD(pre) + C(pfe) while meeting the supply-demand
balance constraint, i.e., pre + pfe = L , and the inequality constraints mentioned
above. Since the direct operating cost is proportional to pre, the incremental cost of the
DRG is a constant, i.e., 0.1095 which is very small compared to the one of DFG. The
calculation results show that pre = 103.5 (p.u.) and pfe =116.5 (p.u.). In this version,
although it can obtain better optimality or less cost, its corresponding possibility is
very small. In other words, only when the real value is over 103.5 (p.u.), the practical
capability can meet this requirement. Note that the lower value of pre is, the higher
possibility becomes. Thus, to guarantee possibility, we can let pre = 84.3 (p.u.),
resulting in decreased optimization. Different from the two cases, the exponential
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penalty on curtailment of renewable generation, set as 748 exp(−1.1
103.5 − pre

103.5 − 84.3
),

is further taken into consideration. Then, the scheduling problem is re-calculated
with results of pre = 125.19 (p.u.) and pfe = 94.81 (p.u.). From Fig. 9.2, it can be
seen that, after considering the penalty on curtailment, the incremental cost of DRG
exponentially increases as the increasing of pre. It also means that the higher value
of pre is, the greater penalty becomes. As a consequence, the optimality and possi-
bility can be traded off in a suitable position, but not the upper or lower bound to
unilaterally ensure the optimization or possibility only.

(2) DFG, DFHD and DGP models: To deal with and investigate the ramping rate
limits of DFGs, its discrete form is always formulated into a knapsack problem [15].
For DFG, its cost function is modeled as the following non-linear function [4, 13],

C
(
pfei j,t

) = ai j
(
p f e
i j,t

)2 + bi j p
f e
i j,t + ci j + εi j exp

(
ηi j p

f e
i j,t

)
(9.5)

p f e,min
i j,t ≤ p f e

i j,t ≤ p f e,max
i j,t (9.6)

− p f e,ramp
i j,t ≤ p f e

i j,t − p f e
i j,t−1 ≤ p f e,ramp

i j,t , (9.7)

where ai j , bi j , ci j , εi j and ηi j represent nonnegative cost coefficients which are
derived from the energy emission of the thermal unit [4]; p f e

i j,t is the power output of

j th DFG of i th EB; p f e,min
i j,t and p f e,max

i j,t are the lower and upper bounds; and p f e,ramp
i j,t

is the ramp rate limit. In addition, if the above DFG is a gas turbine, the amount of
gas consumption, denoted by gas pi j,t , cannot exceed the gas transmission maximum
capability denoted by gas p,max

i j,t . For a gas turbine, the relationship between power
generation and the amount of gas consumption can be approximatively evaluated by
the following equation

gas pi j,t =Θ

(
μi j

(
p f e
i j,t

)2 + νi j p
f e
i j,t + θi j

)
, (9.8)

where μi j , νi j , θi j , ξi j and ωi j are heat rate coefficients. Θ is the conversion ratio
from MW to SCM/h, and the value of Θ is about 84.

The model of DFG can be applied for DFHD. However, in different condition,
the ramp rate limits of DFHDs are not taken into consideration [4]. And let h f e

i j,t

and C(h f e
i j,t ) denote the corresponding heat generation and cost function, respec-

tively. If the heating device is a gas boiler, the amount of gas consumption can be
approximatively evaluated by

gashi j,t = Θ
(
h f e
i j,t/η

f e
i j,t

)
, (9.9)
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where η
f e
i,t is the efficiency. And we let gash,max

i j,t represent the gas transmission
maximum capability.

Finally, the cost function of DGP is modeled as

C
(
ggi j,t

)
= ai j

(
ggi j,t

)3 + bi j
(
ggi j,t

)2 + di j g
g
i j,t + ci j (9.10)

0 ≤ gg,min
i j,t ≤ ggi j,t ≤ gg,max

i j,t , (9.11)

where ai j , bi j , ci j and di j are nonnegative cost coefficients; g
g
i j,t is the gas output of j th

DGP of i th EB; and gg,min
i j,t and gg,max

i j,t are the corresponding lower and upper bounds.
It is not difficult to verify that function (9.10) is convex in the region determined by
(9.11).

(3) DCHP model: The cost function of DCHP is often modeled as the following
convex function [5]

C
(
pchpi j,t , h

chp
i j,t

)
=ai j

(
pchpi j,t

)2 + bi j p
chp
i j,t + αi j

(
hchpi j,t

)2

+ βi j

(
hchpi j,t

)
+ σi j p

chp
i j,t h

chp
i j,t + ci j (9.12)

ei j,m p
chp
i j,t + fi j,mh

chp
i j,t + zi j,m ≥ 0, (m = 1, 2, 3, 4) (9.13)

− pchp,ramp
i j,t ≤ pchpi j,t − pchpi j,t−1 ≤ pchp,ramp

i j,t , (9.14)

where ai j , bi j , αi j , βi j , σi j and ci j are nonnegative cost coefficients; ei j,m , fi j,m and
zi j,m are the coefficients of mth linear inequality constraint of DCHP caused by
feasible operating region; pchpi j,t and h

chp
i j,t are the power and heat outputs of j th DCHP

of i th EB; and pchp,ramp
i j,t is the ramp rate limit. If the DCHP unit is fed by nature gas,

the total gas consumption can be approximatively evaluated by

gaschpi j,t = Θ
((

pchpi j,t + hchpi j,t

)
/η

chp
i j,t

)
, (9.15)

where η
chp
i j,t is the total efficient of the DCHP. gas

chp,max
i j,t represents its gas transmis-

sion maximum capability.
(4) DPSD and DHSD models: We denote pbei j,t and SOCbe

i j,t as the exchanged
power and the stored energy of j th DPSD of i th EB at time t , respectively. Therein,
we let pbei j,t be positive for discharging and negative for charging actions. EachDPSD,
which cannot be charged and discharged simultaneously, should meet the following
dynamic constraints [26, 27].

− pch,max
i j,t ≤ pbei j,t ≤ pds,max

i j,t (9.16)
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SOCmin
i j,t ≤ SOCbe

i j,t ≤ SOCmax
i j,t (9.17)

SOCbe
i j,t = SOCbe

i j,t−1 − (ςchi j δ
ch
i j,t−1 + 1

ςdsi j
δdsi j,t−1)p

be
i j,t−1T (9.18)

δchi j,t−1 + δdsi j,t−1 ≤ 1, (9.19)

where pch,max
i j,t and pds,max

i j,t are the maximum charging and discharging rates; SOCmin
i j,t

and SOCmax
i j,t are the lower and upper bounds for allowed energy stored in the cor-

responding DPSD; ςchi j and ςdsi j are charging and discharging coefficients; δchi j,t−1,

δdsi j,t−1 ∈ {0, 1} denote the operation state of the corresponding DPSD determined
by the previous scheduling horizon. Therein, δchi j,t−1 = 1 or δdsi j,t−1 = 1 represents
charging or discharging state.

During each scheduling horizon, each DPSD shall be charged when the buying
price is cheaper and vice versa. According to [21], the following cost function is used
to capture the operations as follows

C
(
pbei j,t

) = ai j (p
be
i j,t + bi j )

2, (9.20)

where ai j and bi j are the cost coefficients. In addition, the model above can also be
applied for DHSD. And let hbei j,t and C(hbei j,t ) denote the corresponding heat output
and cost function, respectively.

(5) EL models: During each scheduling horizon, it is assumed that the amount of
equivalent must-run power, heat and gas loads, denoted by pmrl

i j,t , h
mrl
i j,t and gmrl

i j,t , are
fixed. The utility function of EL demand is the sum of three quadratic functions of
power, heat and gas demands as follows

Ui,t = U
(
pcli j,t

) +U
(
hcli j,t

) +U
(
gcli j,t

)
(9.21)

⎧⎪⎨
⎪⎩
0 ≤ pcli j,t ≤ pl,max

i j,t − pmrl
i j,t

0 ≤ hcli j,t ≤ hl,max
i j,t − hmrl

i j,t

0 ≤ gcli j,t ≤ gl,max
i j,t − gmrl

i j,t

, (9.22)

where ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

U
(
pcli j,t

)
= a p

i j

(
pcli j,t + pmrl

i j,t

)2 + bp
i j

(
pcli j,t + pmrl

i j,t

)

U
(
hcli j,t

)
= ahi j

(
hcli j,t + hmrl

i j,t

)2 + bhi j

(
hcli j,t + hmrl

i j,t

)

U
(
gcli j,t

)
= ag

i j

(
gcli j,t + gmrl

i j,t

)2 + bgi j

(
gcli j,t + gmrl

i j,t

) ,

pcli j,t , h
cl
i j,t and g

cl
i j,t represent controllable power, heat and gas load demands, respec-

tively. a p
i j , a

h
i j and a

g
i j are negative utility coefficients while b

p
i j , b

h
i j and b

g
i j are positive
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utility coefficients. pl,max
i j,t , hl,max

i j,t and gl,max
i j,t are upper bounds of power, heat and gas

loads, respectively.
It is worth noting that some energy load demands can be satisfied by various

forms of energy supplies. In other words, power, heat and gas load demands can be
transformed into each other in some circumstances. Inspired by [28], the concept
above can be mathematically expressed as

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

φmin
i j,g to p ≤ pcli j,t/

(
pcli j,t + gcli j,t/Θ

)
≤ φmax

i j,g to p

φmin
i j,h to p ≤ pcli j,t/

(
pcli j,t + hcli j,t

)
≤ φmax

i j,h to p

φmin
i j,g to h ≤ hcli j,t/

(
hcli j,t + gcli j,t/Θ

)
≤ φmax

i j,g to h

, (9.23)

where φmin
i j,g to p, φ

min
i j,h to p and φmin

i j,g to h , and φmax
i j,g to p, φ

max
i j,h to p and φmax

i j,g to h express the
corresponding lower and upper translating percentages.

9.2.3 Energy Management of EI

In this chapter,wemainly focus on the hourlyEMPofEI to achieve the co-planning of
power, heat and gas. The objective function is to cooperatively maximize the social
welfare shown in equation (9.24), while meeting all of the inequality constraints
mentioned above and three global equality constraints shown in (9.25).

max F =
n∑

i=1

(
Wi,t

)
(9.24)

n∑
i=1

Δpi,t = 0;
n∑

i=1

Δhi,t = 0;
n∑

i=1

Δgi,t = 0, (9.25)

where ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Wi,t = Ui,t − Ci,t (•) + prtΔpi,t + hrtΔhi,t + grtΔgi,t
Ci,t (•) = C

(
prei j,t

)
+ C

(
p f e
i j,t

)
+ C

(
hrei j,t

)
+ C

(
h f e
i j,t

)
+C

(
pbei j,t

)
+ C

(
hbei j,t

)
+ C

(
pchpi j,t , h

chp
i j,t

)
+ C

(
ggi j,t

)
Δpi,t = prei j,t + p f e

i j,t + pbei j,t + pchpi j,t − pmrl
i j,t − pcli j,t

Δhi,t = hrei j,t + h f e
i j,t + hbei j,t + hchpi j,t − hmrl

i j,t − hcli j,t
Δgi,t = ggi j,t − gmrl

i j,t − gcli j,t

,

Wi,t is the benefit function of i th EB. Δpi,t , Δhi,t and Δgi,t are the power, heat
and gas supply-demand mismatches of i th EB, respectively. prt , hrt and grt are the
market power, heat and gas clearing price at time t , respectively. Note that the i th
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EB serves as a power, heat or gas supplier when Δpi,t , Δhi,t or Δgi,t is positive and
vice versa.

Remark 2 The coupling relationships among power, heat and gas of EI are embodied
in three aspects: (1) For some energy conversion devices, the natural gas is the clean
fuel for power and heat generation; (2) For DCHPs, the power and heat are coop-
eratively generated; meanwhile, they also should run in the corresponding feasible
operating region; (3) Power, heat and gas demands can be transformed into each
other in some situations.

For convenience, let pi j,t (hi j,t ) represent the power (heat) generation of DRG
(DRHD), DFG (DFHD), DPSD (DHSD), DCHP or controllable power (heat) load
demand of i th EB, and let gi j,t represent the gas supply of DGP or controllable gas
load demand of i th EB. The number of decision variables of different participant may
be different, e.g., DFG, DCHP and EL have one, two and three decision variables,
respectively. Without loss of generality, we let ei j,t = [

pi j,t , hi j,t , gi j,t
]T

be a three-
dimensional decision variable. Then, each participant of each EB can extend its

variable dimensions to the form of ei j,t . Furthermore, let qi,t =
[
pmrl
i j,t , h

mrl
i j,t , g

mrl
i j,t

]T
and Er t = [prt , hrt , grt ]T . We rewrite V

(
ei j,t

)
as cost function or negative utility

function of each participant, i.e., V
(
ei j,t

) = Ci,t (•) or V
(
ei j,t

) = Ui,t . Then, by
some operations, the EM of EI can be re-written as

min F =
n∑

i=1

mi∑
j=1

V
(
ei j,t

)

s.t.

⎧⎨
⎩

n∑
i=1

mi∑
j=1

Y i j ei j,t = Q

Φ
(
ei j,t

) ≤ 0, ei j,t ∈ R3 ⇔ ei j,t ∈ X i j

, (9.26)

where Q = ∑n
i=1 q i,t represents the sum of must-run energy demands; mi is the

number of participates of i th EB; X i j , determined by Φ
(
ei j,t

)
, is the local closed

convex set for ei j,t . Y i j = −I if ei j,t represents the controllable energy load demand;
otherwise,Y i j = I .Φ

(
ei j,t

)
represents the local inequality constraints related to ei j,t .

Besides ei j,t , Er t is also an important variable which is expected to be calculated
in a distributed fashion. Although, it is not included in problem (9.26) caused by
the three global equality constraints (9.25), we can also find its optimal solution by
implementing the proposed algorithm, which will be discussed in Remark4.

9.2.4 Short-Term Power Scheduling Adjustment

Note that the variations of power loads and the fluctuations of DRGs are always
seen as 5-min or 15-min, while the heat and gas loads variations are always seen as
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being hourly [28–30]. Thus, on the basis of the hourly EMP of EI, an adjustment
strategy for power-only devices and controllable power loads is further developed
for adapting to the shorter power scheduling problem, i.e., 5-min considered in this
chapter. Then, the 5-min power loads variations and fluctuations of DRGs can be
accommodated by dispatching the power generations of DFGs, DPSDs and control-
lable power loads. In this chapter, the goal is to make the 5-min power scheduled
result of each power participant follows its corresponding hourly scheduled result as
close as possible. Meanwhile, in general, the larger the capacity upper is, the heavier
task the participant has to smooth out the variations and fluctuations. This concept
above can be mathematically expressed as

min Obj =
n∑

i=1

( 1

p f e,max
i j,t

(p f e
i j,t−�

− p f e
i j,t )

2 + �i j (p
be
i j,t−�

− pbei j,t )
2

+ 1

pl,max
i j,t

(pcli j,t−�
− pcli j,t )

2
)
, (9.27)

where �i j = min{ 1
pch,max
i j,t

, 1
pds,max
i j,t

}; the subscript “t−�” is utilized to represent the �th

5-min interval of t th hourly interval. For example, p f e
i j,t−�

is the �th 5-min power
output of j th DFG of i th EB during t th hour, and the similar definitions for pbei j,t−�

,

prei j,t−�
, pchpi j,t−�

, pmrl
i j,t−�

and pcli j,tm . In addition, problem (9.27) should satisfy the
5-min power supply-demand balance constraint given by

n∑
i=1

(prei j,t−�
+ p f e

i j,t−�
+ pbei j,t−�

+ pchpi j,t−�

− pmrl
i j,t−�

− pcli j,t−�
) = 0. (9.28)

Since DCHPs generate not only power but also heat, they are not employed to
participate in the 5-min power scheduling. Thus, the value of pchpi j,t−�

is the same

as pchpi j,t determined by its corresponding hourly scheduled result. Moreover, all the
DFGs, DPSDs and controllable power loads also should meet their 5-min timescale
operation constraints which are similar to the corresponding hourly ones.

9.3 Distributed Algorithm

9.3.1 Graph Theory

Consider an EI with n EBs where each EB hasmi participants. A graph G = (V ,E )

is used to model the EI, where V = {vi j | i = 1, . . . , n; j = 1, . . . ,mi } is a set of
nodes representing participants and E ⊂ V × V is a set of edges. Therein, the edge
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(vi j , v ¯i j ) denotes that i j th node and ¯i j th node can exchange information between
each other as needed. The set of neighbors of i j th node is denoted by Ni j with
cardinality |Ni j |. In this chapter, we assume that graph G is connected.

9.3.2 Main Algorithm

In this chapter, we consider that problem (9.26) is solvable, i.e., there exist a set of
values {ei j,t | i = 1, . . . , n; j = 1, . . . ,mi } satisfying all the equality and inequality
constraints. Moreover, it is worth noting that (9.26) is a convex optimization problem
and Φ

(
ei j,t

)
in (9.26) is local and affine function. Thus, the refined Salter condition

is satisfied [31] (pp. 226–227). That also means (9.26) has a zero duality gap. As a
consequence, the primal problem and its dual problem hold the same optimal solution
which is the saddle point of the Lagrangian [32]. Further, in order to solve problem
(9.26), we can transform it into its dual problem given by

min
n∑

i=1

mi∑
j=1

[
Γ (λ) + λTκ∗], (9.29)

where Γ (λ) = max
ei j,t∈Xi j

{−V
(
ei j,t

) − λTY i j ei j,t
}
, κ∗ = Q/

∑n
i=1 mi , λ = [λ1,λ2,

λ3]T is the Lagrange dual variable, and λ1, λ2 and λ3 represent the power, heat
and gas dual variables, respectively. Note that λ is global variable, which is not
suitable for distributed implementation. To solve (9.29) in a distributed fashion, a set
of auxiliary variables are added into (9.29) which is rewritten as

min
n∑

i=1

mi∑
j=1

[
Γ

(
λi j

) + λT
i jκ

∗]

s.t. λi j =ϕi j, ¯i j ;λ ¯i j = ϕi j, ¯i j ∀ ¯i j ∈ Ni j ; ∀i j ∈ V , (9.30)

where Γ
(
λi j

) = max
ei j,t∈Xi j

{−V
(
ei j,t

) − λT
i jY i j ei j,t

}
; λi j is local estimated dual vari-

able. Equations (9.29) and (9.30) are equivalent optimization problems in essence.
The reason is that, for each pair of neighbors, we add an auxiliary variable and let
λi j = ϕi j, ¯i j = λ ¯i j , such that, over connected graph, allλi j must be equal to the same
value which is the λ in (9.29). In this way, (9.30) holds a dissociable structure. Then,
the quadratically augmented Lagrangian function of (9.30) is given by

L
[{

λi j
}
,
{
ϕi j, ¯i j

}
,μ

] =
n∑

i=1

mi∑
j=1

{(
Γ

(
λi j

) + λT
i jκ

∗)
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+
∑
¯i j∈Ni j

[
μT

i j, ¯i j
(
λi j − ϕi j, ¯i j

) + μT
¯i j,i j

(
λ ¯i j − ϕi j, ¯i j

)

+ c

2

(∥∥λi j − ϕi j, ¯i j
∥∥2

2
+ ∥∥λ ¯i j − ϕi j, ¯i j

∥∥2

2

)]}
, (9.31)

where μ := {{
μi j, ¯i j

}
,
{
μ ¯i j,i j

}}
, μi j, ¯i j and μ ¯i j,i j are corresponding Lagrange mul-

tipliers.
We first assume that Γ

(
λi j

)
can be calculated, then the following distributed

algorithm is proposed to obtain the optimal λi j of problem (9.30), i.e.,

vi j (k) = vi j (k − 1) + c
∑
¯i j∈Ni j

[
λi j (k) − λ ¯i j (k)

]
(9.32)

κi j (k + 1) =
n∑

i=1

mi∑
j=1

wi j, ¯i jκ ¯i j (k) (9.33)

λi j (k + 1) = arg min
λi j

{
Γ

(
λi j

) + λT
i jκi j (k + 1) + vTi j (k)λi j

+c
∑
¯i j∈Ni j

∥∥λi j − [
λi j (k) + λ ¯i j (k)

]
/2

∥∥2

2

}
(9.34)

where c is a constant for the algorithm; vi j (k) = 2
∑

¯i j∈Ni j
μi j, ¯i j (k); wi j, ¯i j =

2/
(∣∣Ni j

∣∣ + ∣∣N ¯i j
∣∣ + Λ

)
if ¯i j ∈ Ni j , wi j, ¯i j = 1 − ∑

¯i j∈Ni j

(
2/

(∣∣Ni j

∣∣ + ∣∣N ¯i j
∣∣ + Λ

))
if

¯i j = i j , otherwise, wi j, ¯i j = 0 [21]. Therein, Λ is a small number. The initial values
are set as μi j, ¯i j (−1) = μ ¯i j,i j (−1) = vi j (−1) = λi j (0) = 0 and κi j (0) =qi,t/mi . In
this way,μi j, ¯i j (k) = −μ ¯i j,i j (k) is always satisfied, and thenwe can get the following
fact which will be used for the convergence analysis,

n∑
i=1

mi∑
j=1

vi j (k) =
n∑

i=1

mi∑
j=1

∑
¯i j∈Ni j

(
μi j, ¯i j (k) − μ ¯i j,i j (k)

) = 0.

Theorem 1 We assume the communication graph G is connected and Γ
(
λi j

)
can

be calculated. Then for all i j ∈ V , staring form the corresponding initial conditions
mentioned above, the algorithm composed of (9.32), (9.33) and (9.34) can make
λi j (k) → λ∗ as k → ∞.

Proof According to the definition of wi j, ¯i j , (9.33) makes up an average-consensus
protocol with κi j (0)=qi,t/mi . Then, after a sufficient long time K , we can get
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κi j (K ) =
n∑
i

mi∑
j

κi j (0)/
n∑
i

mi

=
n∑
i

(
miq i,t/mi

)
/

n∑
i

mi =κ∗, (9.35)

which implies that if we construct a variable κi j for each participant, then, starting
from κi j (0)=qi,t/mi , κi j (k) can converge to κ∗ by implementing (9.33). Note that
each participant can easily access qi,t/mi .

Now, for (9.31), ADMM results in the following updating iterative process
(1) Step 1: Updating of local estimate

λi j (k + 1) = arg min
λi j

L
[{

λi j
}
,
{
ϕi j, ¯i j (k)

}
,μ(k)

]

= arg min
λi j

{
Γ

(
λi j

) + λT
i jκi j (k + 1)

+ 2
∑
¯i j∈Ni j

μT
i j, ¯i j (k)λi j

+ c
∑
¯i j∈Ni j

∥∥λi j − ϕi j, ¯i j (k)
∥∥2

2

}
. (9.36)

The reason for obtaining the above equation is that participant ¯i j is the neighbor
of participant i j ; meanwhile, participant i j is also the neighbor of ¯i j . Moreover,
we use κi j (k + 1) computed by (9.33) to replace κ∗, since each participant can not
directly access κ∗.

(2) Step 2: Updating of auxiliary

ϕi j, ¯i j (k + 1) = arg min
ϕi j, ¯i j

L
[{

λi j (k + 1)
}
,
{
ϕi j, ¯i j

}
,μ(k)

]

= arg min
ϕi j, ¯i j

{
− (μT

i j, ¯i j (k) + μT
¯i j,i j (k))ϕi j, ¯i j

+ c

2

(∥∥λi j (k + 1) − ϕi j, ¯i j
∥∥2

2

+ ∥∥λ ¯i j (k + 1) − ϕi j, ¯i j
∥∥2

2

)}

= 1

2c
(μi j, ¯i j (k) + u ¯i j,i j (k))

+ 1

2
(λi j (k + 1) + λ ¯i j (k + 1)). (9.37)

(3) Step 3: Updating of Lagrange multiplier
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μi j, ¯i j (k + 1) =μi j, ¯i j (k)

+ c(λi j (k + 1) − ϕi j, ¯i j (k + 1))

μ ¯i j,i j (k + 1) =μ ¯i j,i j (k)

+ c(λ ¯i j (k + 1) − ϕi j, ¯i j (k + 1)). (9.38)

The next is to verify that (9.33) and (9.36)–(9.38) can be simplified to (9.32)–
(9.34). Note that, for (9.38), if the initial values of μi j, ¯i j and μ ¯i j,i j are set to zero,
then μi j, ¯i j (k + 1) = −μ ¯i j,i j (k + 1) is always satisfied for all k ≥ 0. Thus, (9.37)
can be further simplified to

ϕi j, ¯i j (k + 1) = 1

2
(λi j (k + 1) + λ ¯i j (k + 1)). (9.39)

By substituting (9.39) in (9.38), μi j, ¯i j (k + 1) can be re-written as the following
form

μi j, ¯i j (k + 1) =μi j, ¯i j (k)

+ c

2
[λi j (k + 1) − λ ¯i j (k + 1)]. (9.40)

Furthermore, let vi j (k) = 2
∑

¯i j∈Ni j

μi j, ¯i j (k). Then, according to (9.40), we can get

vi j (k) = 2
∑
¯i j∈Ni j

μi j, ¯i j (k − 1) + c
∑
¯i j∈Ni j

[
λi j (k) − λ ¯i j (k)

]

= vi j (k − 1) + c
∑
¯i j∈Ni j

[
λi j (k) − λ ¯i j (k)

]
. (9.41)

Finally, by plugging (9.39) and vi j (k) = 2
∑

¯i j∈Ni j

μi j, ¯i j (k) in (9.36), λi j (k + 1) is

simplified to

λi j (k + 1) = arg min
λi j

{
Γ

(
λi j

) + λT
i jκi j (k + 1) + vTi j (k)λi j

+ c
∑
¯i j∈Ni j

∥∥λi j − [
λi j (k) + λ ¯i j (k)

]
/2

∥∥2

2

}
. (9.42)

It can be seen that (9.41) and (9.42) are the same as (9.32) and (9.34), respectively.
The proof is completed.
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However, inTheorem1, it is very difficult to directly calculateλi j (k + 1)of (9.34)
in fact, because Γ

(
λi j

)
is a maximum subproblem determined by ei j,t . Taking the

explicit form of λi j (k + 1) into account, (9.34) is rewritten as

λi j (k + 1) = arg min
λi j

max
ei j,t∈Xi j

{
−V

(
ei j,t

)

− λT
i jY i j ei j,t + λT

i jκi j (k + 1) + vTi j (k)λi j

+c
∑
¯i j∈Ni j

∥∥λi j − [
λi j (k) + λ ¯i j (k)

]
/2

∥∥2

2

}

= arg max
ei j,t∈Xi j

min
λi j

{
−V

(
ei j,t

)

+ c
∣∣Ni j

∣∣ ∥∥λi j− Θ/
(
2

∣∣Ni j

∣∣)∥∥2
2 − c ‖Θ‖22 /

(
4

∣∣Ni j

∣∣)

+ c
∑
¯i j∈Ni j

∥∥[
λi j (k) + λ ¯i j (k)

]
/2

∥∥2

2

}
, (9.43)

where Θ = ∑
¯i j∈Ni j

(
λi j (k) + λ ¯i j (k)

) − (
vi j (k)−Y i j ei j,t + κi j (k+1)/c

)
.

The reason for obtaining the above equation is that the objective function is con-
cave for ei j,t when λi j is given; meanwhile, the one is convex for λi j when ei j,t is
given. Thus, the min-max problem and its corresponding max-min problem can be
transformed into each other. Then, based on the final form of (9.43), the calculation
of λi j and ei j,t can be decoupled as follows:

λi j (k + 1) =
[ ∑

¯i j∈Ni j

(
λi j (k) + λ ¯i j (k)

) − (
vi j (k)

− Y i j ei j,t (k + 1) + κi j (k + 1)
)
/c

]
/(2

∣∣Ni j

∣∣), (9.44)

ei j,t (k + 1) = arg min
ei j,t∈Xi j

{
V

(
ei j,t

) + c ‖Θ‖22

/
(
4

∣∣Ni j

∣∣) − c
∑
¯i j∈Ni j

∥∥[
λi j (k) + λ ¯i j (k)

]
/2

∥∥2

2

}
. (9.45)

Thanks to (9.44) and (9.45), ourmain algorithm, referred as distributed-consensus-
ADMM algorithm, is further proposed and summarized as in Algorithm 1.
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Algorithm 1: Distributed-Consensus-ADMM Algorithm

Initialize:
Set vi j (−1) = 0, λ(0) = 0, ei j,t any admissible
values and κi j (0)=qi,t/mi for each participant.

Iteration: (k ≥ 0)
1) Transmit λi j (k) and κi j (k) to its neighbors
2) Update vi j (k) based on (9.32)
3) Update κi j (k + 1) based on (9.33)
4) Update ei j,t (k + 1) by solving problem (9.45)
4) Update λi j (k + 1) based on (9.44)
5) Let k = k + 1, turn to step 1.

Remark 3 The distributed-consensus-ADMM algorithm is a fully distributed algo-
rithm, which only requires the local communication and calculation among nodes
without a central controller or a leader. To be specific, each node only needs to
exchange the information of λi j (k) and κi j (k) with its neighbors. And the updating
of variables vi j (k),κi j (k + 1), ei j,t (k + 1) andλi j (k + 1) are implemented via local
calculation based on their own and neighbors information.

Theorem 2 Let G be a connected graph. If the problem of (9.26) is feasible, then
the Algorithm 1 is stable, and each ei j,t can converge to its optimal point, i.e.,

ei j,t (k) → e∗
i j,t , k → ∞.

Proof In Theorem1, it has been verified that λi j can converge a common value, i.e.,
λ∗. The rest is to verify that ei j,t (k + 1) can converge to its corresponding optimal
point. To begin with, according to the KKT (Karush-Kuhn-Tucker) condition of
(9.45), we can get

lim
k→∞

{
∂V (ei j,t (k + 1)) + Y T

i j

[ ∑
¯i j∈Ni j

(
λi j (k) + λ ¯i j (k)

)

− (
vi j (k) − Y i j ei j,t (k + 1) + κi j (k + 1)

)
/c

]

/(2
∣∣Ni j

∣∣)
}
/∂ei j,t (k + 1) = 0, ei j,t ∈ X i j , (9.46)

⇒ lim
k→∞

{[
∂V

(
ei j,t (k + 1)

) + Y T
i jλ

∗
]
/∂ei j,t (k + 1)

}

= 0, ei j,t ∈ X i j . (9.47)

Moreover, upon summing (9.44), we can get
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n∑
i=1

mi∑
j=1

Y i j ei j,t (k + 1) −
n∑

i=1

mi∑
j=1

κi j (k + 1)

= c
n∑

i=1

mi∑
j=1

∑
¯i j∈Ni j

(
2λi j (k + 1) − λi j (k) − λ ¯i j (k)

)

+
n∑

i=1

mi∑
j=1

vi j (k), ei j,t ∈ X i j .

It is worth noting that, as k → ∞, λi j (k + 1) = λi j (k) = λ ¯i j (k) = λ∗, κi j

(k + 1) = κ∗ and the sum of vi j (k) is equal to zero mentioned above, then we can
obtain

lim
k→∞

n∑
i=1

mi∑
j=1

Y i j ei j,t (k + 1)−Q = 0, ei j,t ∈ X i j . (9.48)

Note that (9.47) and (9.48) are the optimality conditions of (9.26). Thus, we can
conclude that ei j,t (k + 1) → e∗

i j,t as k → ∞.
The proof is completed.

The proposed distributed-consensus-ADMM algorithm, which can guarantee
improved reliability, robustness, flexibility and scalability, and provide better plug-
and-play functionality, is a promising option for applying in the future EI. Firstly, the
work of each node is based only on the local sharing of information among neighbors
to find the optimal operating point, resulting in alleviated single-node congestion.
Moreover, the EI can work well even under single and even several communication
link failure(s), as long as the communication network maintains connection. Thus,
the EI becomes more robust against single-point failure by implementing the pro-
posed algorithm. Secondly, a node can join in the EI by establishing communication
links with its local neighbors only. Consequently, it is more flexible for possible
integration and expansions of different energy resources. Thirdly, regardless of the
scale of the EI, each node only performs a local optimization. It also means that
the communication and computation burden can be divided among the distributed
processors, thus being able to encourage better scalability. Lastly but not least, dis-
tributed implementation fashion can provide desired plug-and-play capability to face
the topology variability of the future EI.

It is worth noting that problem (9.27), with all of its equality and inequality con-
straints, doesn’t have complex coupling relationship among variables, which can be
seen as a simplified version of problem (9.26). Therefore, the proposed distributed-
consensus-ADMMalgorithmcan also be employed to solve the 5-minpower schedul-
ing problem.

Remark 4 In our algorithm, λ has important physical significance, that is λ is the
same as negative energy market clearing price, i.e.,
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λ = −Er t , (9.49)

which implies that each participant can estimate the global energy market clearing
price in a distributed fashion because they can distributively calculate system λ. The
proof of (9.49) is as follows: In the interest of clarity, we analyze the case where the
local inequality constraints are not taken into account. For a given energy selling (or
bidding) price denoted by Er i j,t . The estimated profit function of EB i is

Wi,t =
mi∑
j=1

Wi j,t =
mi∑
j=1

(−V
(
ei j,t

) + ErTi j,t (Y i j ei j,t − qi,t )).

The corresponding maximum profit can be calculated by

∂Wi j,t

∂ei j,t
= −∂V

(
ei j,t

)
∂ei j,t

+ ErTi j,tY i j = 0. (9.50)

To obtain maximum profit, each participant tends to adjust its energy outputs (or
energy demands) until the marginal cost (or utility) is equal to Er i j,t . Stimulated
by energy supplier-demand mismatches, each participant will adjust its selling (or
bidding) to meet the supplier-demand balance. For example, a supplier is willing to
increase its selling price and produce more energy for deficit market energy demand.
We consider that themarket is comparatively competitive. Thus, themarket is cleared
when all the selling andbidding price are equal to the samevalue, i.e. Er i j,t = Ert for
all participates. And Ert , i.e., so-called energy market clearing price, is determined
by the conditions

⎧⎪⎪⎨
⎪⎪⎩

∂V
(
ei j,t

)
∂ei j,t

− ErTY i j = 0

n∑
i=1

mi∑
j=1

Y i j ei j,t = Q
. (9.51)

Now, we consider the Lagrangian function of (9.26), i.e.,

L(F) =
n∑

i=1

mi∑
j=1

V
(
ei j,t

) + λT (

n∑
i=1

mi∑
j=1

Y i j ei j,t − Q). (9.52)

The optimal operating point is determined by the following KKT conditions

⎧⎪⎪⎨
⎪⎪⎩

∂V
(
ei j,t

)
∂ei j,t

+ λTY i j = 0

n∑
i=1

mi∑
j=1

Y i j ei j,t = Q
. (9.53)
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Compared (9.51) with (9.53), it can be observed that λ = −Er t . That indicates
the calculation of λ and Er t is equivalent.

Remark 5 In our algorithm, the updating of λ(k + 1) in (9.34) and (9.44) doesn’t
include κ∗ = Q/

∑n
i=1 mi , which implies this chapter doesn’t require the assump-

tion that each participates can access κ∗. However, the existing distributed ADMM
algorithms, e.g., [33, 34], etc., need this requirement unless κ∗ = 0. Note that, in
the EI, κ∗ can not directly be known by each participant because it is a global con-
stant during each scheduling horizon. In this chapter, a dynamic average consensus
algorithm, i.e., (9.33), is used to estimate the κ∗ in a fully distributed fashion. Then,

Fig. 9.3 A test system with five EBs

Fig. 9.4 Energy mismatch in case 1
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(a)

(b)

(c)

Fig. 9.5 Lagrange dual variable in case 1: a power dual variable, b heat dual variable, c gas dual
variable

κi j (k) is employed to design our distributed ADMM algorithm. In the end, not only
the optimal energy outputs/demands but also the optimal energy market clearing
price can be calculated by decoupling the max-min problem.
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(a)

(b)

(c)

Fig. 9.6 Energy outputs/demands in case 1: a power outputs/demands, b heat outputs/demands, c
gas outputs/demands

9.4 Simulation Results

The configuration of the test system with five EBs is shown in Fig. 9.3. Energy trans-
lating percentages and the heat rate coefficients can be found in [28, 35], respectively.
We unify the energy scale, i.e., 1 p.u.= 1MW for power (or heat), 1 p.u.= 84SCM/h
for gas and 1 p.u.= 1 $/MWh for price.
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Table 9.1 Results of energy outputs and demands

Num pi j,t0 hi j,t0 gi j,t0 Profits

EB1 N.11 48.7267 0.0000 0.0000 18323

N.12 99.9955 0.0000 0.0000

N.13 81.9282 0.0000 0.0000

N.14 205.9113 175.0625 0.0000

N.15 150.9603 0 151.1224

N.16 0.0000 0.0000 697.1795

N.17 0.0000 140.4004 0.0000

N.18 0.0000 93.8493 0.0000

Δp1,t0 = 135.6014 Δh1,t0 = 285.3122 Δg1,t0 = 496.0571

EB2 N.21 79.8126 0.0000 0.0000 16007

N.22 40.0000 0.0000 0.0000

N.23 97.5582 124.7394 0.0000

N.24 368.7102 234.9917 640.0000

N.25 0.0000 149.9000 0.0000

N.26 0.0000 94.9338 0.0000

N.27 0.0000 −50.9579 0.0000

Δp2,t0 = −256.3394 Δh2,t0 = −66.3764 Δg2,t0 = −700.0000

EB3 N.31 43.0000 0.0000 0.0000 7032

N.32 86.3168 0.0000 0.0000

N.33 139.1637 145.6758 0.0000

N.34 247.9711 214.2604 100.0000

N.35 0.0000 −66.9453 0.0000

N.36 0.0000 115.3434 0.0000

Δp3,t0 = −64.4906 Δh3,t0 = −155.1865 Δg3,t0 = −180.0000

EB4 N.41 57.3022 0.0000 0.0000 15329

N.42 63.8648 0.0000 0.0000

N.43 74.8884 0.0000 0.0000

N.44 137.9981 168.0150 0.0000

N.45 34.6088 169.6302 77.3927

N.46 0.0000 0.0000 731.8679

Δp4,t0 = 199.4447 Δh4,t0 = −91.6152 Δg4,t0 = 604.4752

EB5 N.51 59.7181 0.0000 0.0000 965

N.52 107.4697 155.1540 0.0000

N.53 131.4040 104.8087 220.5323

N.54 0.0000 117.5203 0.0000

Δp5,t0 = −14.2161 Δh5,t0 = 27.8656 Δg5,t0 = −220.5323
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9.4.1 Convergence and Profit Analysis

In this case study, the focus is on showing the convergence of the proposed algorithm
and analyzing the profits for EBs. The must-run energy loads for EB1 to EB5 are
initialized with [150 (p.u.), 124 (p.u.), 50 (p.u.)], [105 (p.u.), 150 (p.u.), 60 (p.u.)],
[85 (p.u.), 135 (p.u.), 80 (p.u.)], [100 (p.u.), 90 (p.u.), 50 (p.u.)] and [50 (p.u.), 140
(p.u.), 0 (p.u.)], respectively. Running the proposed distributed-consensus-ADMM
algorithm at t0, the power, heat and gas mismatches, lagrange dual variables and
outputs/demands are obtained as shown in Figs. 9.4, 9.5 and 9.6, respectively. From
Fig. 9.4, It can be observed that the estimated power, heat and gas mismatches, i.e.,∑n

i=1 Δpi,t ,
∑n

i=1 Δhi,t and
∑n

i=1 Δgi,t in (9.25), converge to zero after about 75
iterations. This results also mean that the three global equality constraints are satis-
fied to further verify the power heat and gas supply-demand balance subplot. More
importantly, the estimated power, heat and gas dual variables of each participant can
converge to three different values, i.e., λ1 = −32.6887 (p.u.), λ2 = −23.6611 (p.u.)
and λ3 = −15.2825 (p.u.), respectively. Meanwhile, the final power, heat and gas
outputs/demands of each participant, shown in Table9.1, are within their operational
ranges, which implies all the set of inequality constraints are satisfied. Therefore, the
optimization goal is fulfilled. According to the results above, we can also get that the
cooperative power, heat and gas market clearing prices are 32.6887 (p.u.), 23.6611
(p.u.) and 15.2825 (p.u.), respectively. In addition, the final profit of each EB is also
summarized in Table9.1. Each EB may play different roles based on its and neigh-
bors’ state. Let us use EB4 as an illustration. Note thatΔp4,t0 > 0 andΔg4,t0 > 0, so
it serves as a power and gas supplier, and these parts of excess self-generated power
and heat will be sold to its neighbors. Meanwhile, Δh4,t0 < 0, so it also serves as a
heat consumer and will buy deficit heat from its neighbors.

Fig. 9.7 Energy mismatch in case 2
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9.4.2 Plug and Play Test

In this case study, the focus is on testing the plug and play performance of the
proposed algorithm. All the initial conditions are the same as in case 1. On the basis,
at t1, the DFG of EB1, DCHP of EB2 and EL of EB5 are removed from the system
at the same time, and the variables related to them are set to zero. From Figs. 9.7,
9.8 and 9.9, it can be seen that the total power, heat and gas mismatches converge to
zero; meanwhile, the estimated power, heat and gas dual variables converge to their

(a)

(b)

(c)

Fig. 9.8 Lagrange dual variable in case 2: a power dual variable, b heat dual variable, c gas dual
variable
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corresponding optimal values. Of course, the remaining participates have to adjust
their power, heat and gas outputs/demands to compensate for the amount of power,
heat and gas previously supplied or consumed by the disconnected DFG, DCHP and
EL, and finally converge to a new solution. Further, at t2, they are all plugged again
back to the system. The simulation results are also shown in Figs. 9.7, 9.8 and 9.9. It
can be seen that the system again converges to the new solutions responding to the
new topological change. In addition, the final convergence solutions after t2 are the
same as the one prior to the disconnection. This implies that the proposed algorithm
provides good plug and play capability.

(a)

(b)

(c)

Fig. 9.9 Energy outputs/demands in case 2: a power outputs/demands, b heat outputs/demands, c
gas outputs/demands
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9.4.3 Scalability Analysis

This case study focuses on analyzing the computational scalability of the proposed
distributed-consensus-ADMM algorithm with respect to the number of nodes (or
participants). The number of nodes is set as [10, 30, 50, · · · , 970] with total 50
groups. Meanwhile the percentage of DRG, DFG, DPSD, DRHD, DFHD, DHSD,
DCHP,DGP, and EL are set as 10, 10, 10, 10, 10, 10, 10, 10 and 20% in each example.
The stopping criterion of the proposed algorithm is based on calculating the solution
accuracy of the following equation

MSE = 1

N

n∑
i=1

mi∑
j=1

‖ ei j,t (k) − e∗
i j ‖2 / ‖ e∗

i j ‖2 (9.54)

where N is the number of nodes. The algorithm is set to stop once MSE below the
preset accuracy denoted as acc.

Next, we will analyze the trend of the average number of iterations, expressing
the average computational complexity, with the growth of the number of nodes under
the same acc. For each group of nodes, it will be randomly tested with 100 times.
By employing the same data fitting method in [36], the fitting curve and functions
with acc = 10−4 are shown in Fig. 9.10. Therein, R2 ≤ 1 represents the coefficient
of determination, and the higher value of R2 is, the better fitting effect becomes.
From Fig. 9.10, it can be observed that the average number of iterations for the
proposed algorithm is approximately logarithmic (but not exponential) growth with
the increase of the number of nodes. Thus, we can verify that the proposed algorithm
can provide good scalability on the part of computations burden. In addition, for each
participant, the number of communication times directly comes from the number of
computation iterations. Therefore, it can be concluded that the proposed algorithm
also exhibits better scalable behavior in terms of communications burden.
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Fig. 9.10 Average number of iterations required for convergence
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(a)

(b)

(c)

(d)

Fig. 9.11 5-min power dispatching results
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(e)

Fig. 9.11 (continued)

9.4.4 Short-Term Power Scheduling Adjustment

This case study focuses on analyzing the 5-min power dispatching problem on the
basis of 1-h dispatching results in case 1. The 5-min power must-run loads varia-
tions and fluctuations of DRGs are shown in Figs. 9.11a–b, while the corresponding
dispatching results of DFGs, DPSDs and controllable loads during each scheduling
horizon are shown in Figs. 9.11c–e. It can be seen that we can not only adjust the
power generations of DFGs and DPSDs but also the power demand of controllable
loads to smooth out the renewable energy fluctuations and loads variations. Note
that, for each DFG, DPSD or controllable power load, the 5-min dispatching results
can track its hourly dispatching result in a better way, to further ensure the effective-
ness of maximum social welfare in hourly scheduling. In addition, the participant,
which holds larger capacity, is able to undertake task for accommodating the power
variations and fluctuations. For example, the changes of the 5-min dispatching curve
of participant N.15 with pl,max

15,t = 1000 (p.u.) is larger than that of participant N.53

with pl,max
53,t = 750 (p.u.) as seen in Fig. 9.11e. From the discussion mentioned above,

the designed 5-min power scheduling adjustment strategy can not only meet the
requirement of hourly scheduling goal but also smooth out 5-min loads variations
and fluctuations of DRGs.

9.5 Conclusion

In this paper, an innovative energy management framework has been proposed for
the future EI. Along with the EB, the system model has been established, which
can better reflect the features and requirements of EI in a more precise way. Fur-
thermore, the EMP of EI has been finally formulated as a distributed non-linear
coupling optimization problem, which can be effectively solved by the proposed
distributed-consensus-ADMM algorithm. In addition, the proposed algorithm is a
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fully distributed algorithm, where each participant requires only the information
from its neighbors to estimate the optimal energy market clearing price and calculate
the optimal energy outputs/demands. The effectiveness of the proposed algorithm
has been demonstrated by several simulation results.

Solutions

Problems of this chapter

The solution is revealed here.
Problem Heading
(a) The solution of first part is revealed here.
(b) The solution of second part is revealed here.

9.6 Energy Management Framework of EI
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Chapter 10
Model-Free Energy Optimization
for Energy Internet

Abstract With the high penetration of distributed energy, the scale of current energy
network becomes larger. At the same time, it also has the problems of complex
computation and slow convergence. In order to realize the rational planning and
utilize various energy resources and improve the reliability and economy of the
overall system, the problems of system stability, economic operation and power flow
calculation must be considered comprehensively. As a kind of machine learning,
reinforcement learning has strong intelligence and rapidity, which can realize the
optimal control of the system. Aiming at the energy management model of regional
energy Internet, this chapter studies how to transform energy management into Q
learning model, and uses Q learning algorithm to verify the validity of the model. In
the meantime, for the optimization scheduling problem of large-scale system, this
chapter expands the optimal power flow model of energy internet into the optimal
operation structure composed of multiple We-Energies based on the previous one,
and uses the distributed reinforcement learning algorithm to optimize the large-scale
energy internet schedulingwhich considers the average consistent information search
to achieve the optimization process for cooperating and communicatingmultipleWe-
Energies.

10.1 Introduction

Optimal energy flow (OEF) is widely used to realize the interconnected multicarrier
system (IMS) of economic and security operation to reduce the network loss [1]. The
IMS is conventionally modeled as a multitude of subsystems in which the operation
of energy subsystems was scheduled and optimized individually [2]. “We-Energy”
(WE), as a novel energy interacting area for energy internet, exchanges energy (elec-
tricity, district heat and natural gas) with others by the advanced communication,
electronic conversion and automatic control technology [3]. In order to enhance the
performance of environment, economic and security, many papers have a compre-
hensive research on it. In [4–9], the optimal power flow of electricity and natural
gas combined system is discussed. Paper [10] discussed the scheduling model of
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multiple energy system which is based on distributed CHP device. In this model,
the city network of electricity, heating and natural gas is coupled. Energy production
and consumption matching problem is summarized at CHP system level in [11].
The optimal operation of electricity and heating combined system is studied in [12],
which considered the heating network constrains and proved that CHP system can
promote to dispose the wind power.

In this chapter, two issues concerning optimal performance of energy internet are
considered. The first research is conducted on energy management of We-Energy.
The combined of multiple types of energy is one of the specific characteristics of
Energy Internet. The Energy Internet can be assumed as a cluster of distributed
energy resources and loads, which contains various types of energy resources such
as electricity, gas, heat and so on [13]. The use of different kind of energy brings great
benefit to Energy Internet, which allows multiple end users to make options accord-
ing to their own power demands, hence increasing the flexibility of the power system
and weakening the impact of traditional energy supplier. However, using distributed
generations indiscriminately may also impose undesirable effects on power system.
Therefore, issues on optimal energy management come into play. A lot of researches
concerning control and operation of power system have been done in recent years.
Several common optimization objectives including lower cost of carbon and mini-
mum operating cost have been discussed in [14]. In [15], authors proposed a smart
energymanagement system in order tominimize the operating cost of themicro-grid.
Only electricity is discussed during optimization process while other types of energy
resources are not considered in the paper. The authors in [16] proposed a micro-
grid scenario consists of combined heat and power generation, as well as power and
thermal energy storage devices. And an online algorithm has been put forward to
optimize the cost of whole system.

However, the optimized economic dispatch does not always satisfy the demands
when taking pollutants emission into account. So, multi-objective energy manage-
ment has drawn attention from researchers so as to realize optimization both eco-
nomically and environmentally. The authors in [17] proposed an intelligent energy
management system (IEMS) for a CHP-based micro-grid, and minimized the oper-
ation cost and the net emission simultaneously. An efficient modified bacterial for-
aging optimization algorithm was used to find the optimal set points of the system.
Reference [18] proposed a Stackelberg game-based optimization model, and a dif-
ferential evolution-based heuristic algorithm was designed to reach the Stackelberg
equilibrium. But in the previous studies, there is a lack of consideration of spe-
cific characteristics of Energy Internet, such as openness, sharing and peer-to-peer
integration.

Another research is conducted on optimal power flow. Paper [19] proposed the
generalized heuristic algorithm to study the optimal power flow of multiple energy
system. While with the increasing utilization of co-generation plants such as elec-
tricity, natural gas and local district heating systems that make a strong coupling in
IMS [20], the structure of network becomes more complex. There is a challenge to
find the optimal strategy in such a way for this class of complex nonlinear multi
objective optimization problems. The traditional optimal power flow algorithm such
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as linear programming [21], interior-point method [22], is unable to obtain the global
optimal solution with these problems and conventional artificial intelligence such as
algorithms genetic algorithm, particle swarm optimization have the disadvantages of
slow computation speed for the large-scale network. The domestic and foreign schol-
ars made in-depth study in this question for more efficient algorithm. In addition to
improve the basic heuristic algorithm forOEF [23], distributed algorithm has become
a research focus [24]. Meanwhile, some hybrid algorithm has been discussed. Paper
[25] presents the reinforcement learning combined with simulated annealing (SA)
algorithm to solve the optimal reactive power dispatch.

Recently, reinforcement learning algorithm (RL) as a kind of machine learning
algorithms attracts people’s attention. Some learning strategies on the basis of RL to
solve deterministic optimal control problems in continuous state spaces can be found
in some studies such as [26–35]. The distributed reinforcement learning (DRL)which
is a new branch of reinforcement learning algorithm has been developed rapidly in
various areas including distributed control, robotic teams, collaborative decision
support systems, and economics [36]. DRL is defined to be composed of multiple
agents, thewhole systemwill achieve the learning goals through each agent executing
part of reinforcement mission independently. All performance of DRL exhibits its
advantage on the col problems, and the features aim at strategic decision make DRL
widely used [37]. Each Pareto optimal solution is also a Nash equilibrium for a
fully cooperative game [38], which means that if one agent is provided with greatest
possible reward in a combined action, the reward received by the other agents must
also be maximized.

In this chapter, the energy management of We-Energy is discussed. An Energy
Internet model consisting of combined heat and power unit (CHP), photovoltaic unit,
heating only unit and storage device is constructed. To construct an environmental-
friendly and low-operating cost energy consumption structure, amulti-objective opti-
mization model is proposed. Furthermore, in order to satisfy the power and heat
demands of the We-Energy simultaneously as well as realize minimum operating
cost and pollutant emission, an intelligent energy management system (IEMS) is
presented. In particular, reinforcement learning method has been implemented to
formulate the optimal operating strategy. Eligibility trace theory is also been intro-
duced to accelerate the computational process.

What’s more, the optimal energy flow in interconnected multicarrier systems
where electric, heat and natural gas systems are coordinated. We propose a double-
deck optimalmodel to improve the performance of security and environment for IMS.
The proposed formulation for large-scale systems can be solved by machine learn-
ing algorithms which could find the optimization strategy intelligently. We present
a hybrid reinforcement learning algorithm (HRL) for distributed multicarrier energy
network, which computes a global optimal policy in cooperative subsystems on the
basis of the implementation of independent optimization for subsystems. A policy
is defined as a set of actions deriving from the reward function connecting the envi-
ronment.
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10.2 Reinforcement Learning Applied to Energy
Management

10.2.1 Reinforcement Learning on Markov Decision
Processes

As a main class of machine learning methods, reinforcement learning (RL) is an
effective means for making sequential decision under uncertainties. In a reinforce-
ment learning system, a reinforcement learning agent aims to find an optimal action
policy by trial-and-error interaction with its uncertain environment. At each time
step, the learning agent perceives the state of the environment but it is not provided
with explicit information of the action to take. The agent autonomously selects a ran-
dom actionwith certain probability and the current state of the environment therewith
transits into its successive state. After that, the learning agent can receive a reward
signal that evaluates the effect of this action.

AMarkov decision process can be characterized as the formulation of a sequential
decision-making problem. Therefore, reinforcement learning can be described by a
finiteMarkov decision process.

A finite Markov decision process can be characterized as a 4-tuple {S,A,R,P},
where S is the state space of a finite set of states, A is the action space of a finite set
of actions, R is the reward function, P is the matrix of state transition probability.
r
(
s, a, s′

)
and p

(
s, a, s′

)
represents the instant reward and probability of the state

transition from state s to state s′ taking action a. An action policy of the MDP can
be defined as π : S → A.

The objective function of reinforcement learning is to receive the largest dis-
counted reward. Therefore the state value function can be defined as

V π (s) �
∞∑

t�0

γ tr(st, at)|s0 � s, at � π(st), (10.1)

where γ ∈ (0, 1) is the discount factor, s0 is the initial environment state. According
to the equation above, the optimal action policy can be described as

π∗ � argmax
π

V π (s), (10.2)

The action-state value function can be defined as

Qπ (st, at) � r(st, at) + γ V π (st+1), (10.3)

According to the equation above, the optimal action policy can be described as

π∗ � argmax
a∈A

Qπ (s, a), (10.4)
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Fig. 10.1 Operation mode of We-Energy in the energy internet

10.2.2 The Q Learning Applied to Energy Management

10.2.2.1 Modeling of Energy Management and Multi-objective
Optimization

In the Energy Internet, different structures of energy prosumers bring about various
energy demands. Consequently, as a novel energy interaction area of Energy Internet,
We-Energy no longer follows the track of traditional energy network where different
types of energy are supplied independently. WE is capable to transform various
types of energy such as electricity, district heat and natural gas into desired energy
and exchange with others using advanced communication, electronic conversion and
automatic control technology. That is to say, WE is no longer a passive consumer,
but also a potential energy supplier during the energy interaction process.

As shown in Fig. 10.1, WEs are connected to information bus and energy bus
simultaneously which can realize bi-directional interaction of information and bi-
directional transmission of energy. Information of each WE can be submitted to the
information bus and useful data of other WEs located in the Energy Internet can be
abstracted from information bus as well, which achieves bi-directional information
interaction. WE is able to supply excess energy to others through energy bus and
can get compensatory energy when needed. Various types of energy can be trans-
mitted through energy bus. In this section, we take electricity and heat into account
simultaneously.

Basically, a WE is comprised of three units including energy production unit,
energy storage unit and user load. Therefore, WE can be classified into seven types
in which traditional pattern of energy network is embraced as well. WE only consists
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of user load and energy supplier can be regarded as traditional energy users and
traditional energy supplier respectively. Energy storage unit plays an important role
in energymanagement ofWe-Energy and can improve its performance and economic
efficiency. In this section, we adopt the WE structure consists of three units at the
same time.

In this research, we consider a WE composed of both electrical and thermal
producers, users and storage devices.

The goal of IEMS is to satisfy electrical and thermal load demands considering
both economic and environmental criteria. We-Energy participates in the open mar-
ket, buying and selling power to the Energy Internet via energy bus and information
bus.

A. Objective function

In expectation of a more sustainable and environmental friendly dispatch of We-
Energy, we consider a WE holds more renewable energy resources and less fossil
fuels. Thus, the objective function should be formulated as

f � min(f1, f2), (10.5)

where f1 is the operating cost function of energy dispatch, f2 is the pollutant emission
function of energy dispatch.

B. Operating cost

As We-Energy is a comprehensive combination of energy producers in the Energy
Internet, multi types of primary energy resources including fossil fuels, natural gas
and renewable energy are used to satisfy the demand of users. The optimization of
economic benefit is tominimize the operating cost of energy suppliers. The operating
cost of We-Energy includes the cost of photovoltaic, gas-fired CHP and heat only
unit. The objective function is introduced as

f1 � min
T∑

t�1

(
NCHP∑

i�1

FCHPi,t +
NPV∑

i�1

FPV i,t +
NHeat∑

i�1

FHeati,t + PGrid ,t × bidt

)

, (10.6)

where NCHP , Npv, NHeat is the total number of natural gas-fired CHP, photovoltaic
and heat only unit respectively. FPVi,t , is the cost of the ith photovoltaic and the cost
is related to the of active power. FCHPi,t ,, FHeati,t is the cost of the ith CHP and heating
only unit at time step t respectively. PGrid ,t is the active power abstracted from the
Energy Internet, while bidt is the corresponding electrical price.

The nonlinear cost function of a CHP unit can be explained as below

FCHPi,t � ai × P2
CHPi,t + bi × PCHPi,t + ci+di × H 2

CHPi,t

+ ei × HCHPi,t + fi × HCHPi,t × pCHPi,t, (10.7)

where ai,bi, ci, di, ei, fi are the generation parameters of the ith natural gas-fired CHP,
PCHPi,t is the active power of the ith natural gas-fired CHP at time t.
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The cost function of a heat only unit is expressed as a quadratic function

FHeatj,t � aj × H 2
Heatj,t + bj × HHeatj,t + cj, (10.8)

where aj, bj, cj are the generation parameters of the jth heating only unit, HHeatj,t is
the active power of the jth natural gas-fired CHP at time step t.

C. Pollutant emission

Due to the aggravation of environmental pollution and energy shortage, there is a
rising trend of reducing consumption of coal, natural gas and other traditional fossil
fuels. In order to minimize the pollutant emission, the use of clean renewable energy
should be maximized, and the objective function is expressed as

f2 � min
T∑

t�1

⎡

⎢
⎢⎢⎢⎢
⎣

(
NCHP∑

i�1
αiH 2

CHPi,t + βiHCHPi,t + γi

)

+

(
NHeat∑

j�1
αjH 2

Heatj,t + βjHHeatj,t + γj

)

+ EGrid ,t

⎤

⎥
⎥⎥⎥⎥
⎦

, (10.9)

where αi, βi, γi are the emission parameters of the ith gas-fired CHP, and αj, βj, γj

are the emission parameters of the jth heating only unit. As can be seen in (10.9),
the emission function of CHP unit and heat only unit is quadratic function.

In this section, the emission during the production of electricity is also taken into
consideration. The emission mainly caused by burning fossil fuels in thermal power
plants, considering coverage fraction of these plants, EGrid can be defined as follows

EGrid ,t � αP2
Grid ,t + βPGrid ,t + γ′, (10.10)

where α, β, γ ′ are emission parameters of thermal power plants.

D. Constraints

There are several constraints should be taken into consideration. Power balance
between electrical demand and electrical supply, and balance between thermal
demand and thermal supply are expressed as follows

NCHP∑

i�1

PCHPi,t +
NPV∑

i�1

PPV i,t + PGrid ,t + Pch,t − Pdis,t � Pload ,t, (10.11)

NCHP∑

i�1

HCHPi,t +
NHeat∑

i�1

HHeati,t � Hload ,t, (10.12)

where Pch,t , Pdis,t are the charging and discharging rate of the storage unit at time
step t respectively. Pload ,t , Hload ,t are the electrical load demand and heat demand
respectively.
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Equations (10.13) and (10.14) can be expressed as follows as well

NCHP∑

i�1

Pgasi,t × ηC
e +

NPV∑

i�1

PPV i,t + PGrid ,t + Pch,t − Pdis,t � Pload ,t, (10.13)

NCHP∑

i�1

Pgasi,t × ηC
h +

NHeat∑

i�1

HHeati,t � Hload ,t, (10.14)

where Pgasi,t is the gas input of the natural gas-fired CHP at time step t, ηC
e , η

C
h are

the output ratio of electric power and heat respectively.
In addition, the output power of all the units should satisfy its upper and lower

bound, which can be expressed as

PPV i,t ≤ Pmax
PV , (10.15)

Pch,t ≤ Pmax
ch , (10.16)

Pdis,t ≤ Pmax
dis , (10.17)

Pmin
CHP ≤ PCHP,t ≤ Pmax

CHP, (10.18)

Hmin
CHP ≤ HCHP,t ≤ Hmax

CHP, (10.19)

HHeat,t ≤ Hmax
Heat, (10.20)

Estor ≤ Emax
stor , (10.21)

where Pmax
PV , Pmax

ch , Pmax
dis , Pmax

CHP , H
max
CHP , H

max
Heat , E

max
stor are the upper limit of each device

respectively. Pmin
CHP , H

min
CHP are the lower bound of output electrical power and heat

of CHP respectively.

10.2.2.2 Reinforcement Learning Method

A. Q-learning with eligibility trace

The aim of Q-learning is to learn the value of each action taken from the action space
at each state, which is defined to be the predicted total discounted reward received
by the agent over the future as a result of taking that action from the action space.
The one-step Q-learning is defined as follows [11]:

Qt+1(st, at) � Qt(st, at) + η[rt+1 + γmax
a∈A

Qt+1(st+1, a)

− Qt(st, at)], (10.22)

At each time step t, the action value Qt(st, at) is recorded. After selecting a
subsequent state st+1, an immediate reward rt+1 is obtained and max

a∈A
Qt+1(st+1, a) is

picked out by searching a lookup table that stores the action values for each state.
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The parameter γ ∈ [0, 1) is the discount factor. If the discount factor is small, the
agent tends to care more about the immediate reward rather than the rewards received
in the future. Thus, in order to make the agent more “farseeing”, a large discount
factor is chosen in this section. The parameter η ∈ [0, 1) is the learning rate which
determines how far the agent is adjusted towards the estimated value. A large factor
allows the agent to learn faster, and vice versa. In this section, a large learning rate
is selected to shorten the learning process.

In order to accelerate the training process, the eligibility trace theory is introduced
to the Q-learning algorithm. The updating rule of the eligibility trace is expressed as
follows:

et+1(s, a) �

⎧
⎪⎨

⎪⎩

γλet(s, a) + 1 s � st, a � a∗

0 s � st, a 	� a∗

γλet(s, a) s 	� st

, (10.23)

where et(s, a) is the eligibility trace of the state-action pair at time step t, λ is the trace
decay parameter, a∗ is the optimal action at time step t. A larger decay parameter
makes the algorithm converge faster, so a large λ is adopted in this section.

Therefore, in consideration of eligibility, the updating rule of Q-learning can be
rewritten as

Qt+1(st, at) � Qt(st, at) + η[rt+1 + γmax
a∈A

Qt+1(st+1, a)

− Qt(st, at)]et(s, a). (10.24)

B. State space and action space

The state space of the intelligent energy management system is as follows:

S � {s | bidt}. (10.25)

The action space of the intelligent energymanagement system can be described as

A � {
a |Pgas,t

}
. (10.26)

C. Reward function

After taking an action, the IEMS receives an immediate reward to evaluate the
selected action. Since our goal is to optimize the operation of We-Energy overall
rather than merely optimize a single objective, the reward function should take the
aforementioned two objectives into consideration simultaneously. In addition, con-
strains should be satisfied as well. Therefore, the reward function is defined as

r � −((1 − ω)f1 + ωf2 + KN ), (10.27)
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where parameter ω ∈ (0, 1) is weight, f1 is the value of the operating cost function,
f2 is the value of the pollutant emission function, K is a positive number, N is the
number of the inequality constraints that not be satisfied.

D. Action selection policy

The action selection policy allows the agent to select an action ai at state s with a
probability of p(s, ai) according to the action values. The policy can be described as

p(s, ai) � eQ(s,ai)/τ

∑
ai
eQ(s,ai)/τ

, (10.28)

where τ is a parameter called temperature, which determines the randomness of the
exploration. If a lower temperature is selected, the agent tends to select the actionwith
higher action value, while a higher temperature makes the agent act more randomly.

10.2.3 Simulation and Results
In order to verify the effectiveness of the proposed energy management strategy
for the We-Energy, the following simulation model is built as shown in Fig. 10.2.
We consider a We-Energy model consists of a combined heat and power unit, a
photovoltaic unit, a heating only unit and a storage unit.

Table 10.1 explains the limits of output power of each device in the proposed
system. Cost coefficients and emission coefficients are presented in Tables 10.2 and
10.3.

Fig. 10.2 Simulation model of We-Energy
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Table 10.1 Installed device

ID Type Min power (kW) Max power (kW)

1 PV 0 25

2 CHP (electrical) 0 60

3 CHP (heat) 0 80

4 Heat 0 50

Table 10.2 Cost fuction coeffecients

Devices Cost parameters

ai bi ci di ei fi

CHP 0.0065 1.21 2 0.003 4 0.61

Heat 0.038 2.011 65 – – –

Table 10.3 Emission function coeffecients

Devices Emission parameters

αi βi γi

CHP 0.08 – 2 11

Heat 0.7 – 2 5

Power plants 0.46 – 1.3 3.27

Fig. 10.3 Electrical power demands of a day

Power demand and heat demand are shown in Figs. 10.3 and 10.4 respectively.
The output power of photovoltaic is shown in Fig. 10.5. The day ahead market price
of electricity is proposed in Fig. 10.6. The operating cost of photovoltaic is shown
in Fig. 10.7.
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Fig. 10.4 Heat demands of a day

Fig. 10.5 Output power of a photovoltaic

In this section, we consider CHP produces electrical power and heat at a fixed ratio
of 1:1.3. Therefore, electrical power and heat generation scheduling for proposedWE
is shown in Figs. 10.8 and 10.9.

As can be seen in Figs. 10.8 and 10.9, reinforcement learning algorithm is incor-
porated into the energy management system and realizes optimal power scheduling.
Considering the benefits of renewable sources on reducing pollutant emission, power
generated by photovoltaic is consumed at first. In the peak hours, when the market
prices are high (9:00–21:00), storage device transfers power to load while less power
is obtained from Energy Internet. When the market price is low, power is bought
from Energy Internet to fully charge the storage device. Therefore, optimization is
realized both environmentally and economically.
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Fig. 10.6 Day ahead market price

Fig. 10.7 Operating cost of photovoltaic

10.3 MFEO Energy Internet Scheme with Distributed
Reinforcement Learning

10.3.1 Distributed Reinforcement Learning Algorithm

As a branch of reinforcement learning, distributed reinforcement learning is defined
as a global structure composed of a plurality of agents. Each agent independently
performs some or all of the reinforcement learning tasks while allowing the entire
system to achieve the set learning goals. In the current research field, the theory and
method of agent research is an important method to solve large-scale and complex
information interconnection system, while multi-agents with different structures,
distributed performance, dynamic characteristics and large-scale autonomy multi-
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Fig. 10.8 Heat scheduling of We-Energy

Fig. 10.9 Power scheduling of We-Energy

agent systems can not only achieve individual intelligent optimization, but also make
the whole system more responsive, intelligent and social.

At present, the intelligence and fast speed of the system operation are higher and
higher, and the information technology and distributed processing power have been
developed rapidly. The current study of distributed reinforcement learning model
is divided into four types considering the feature of the established system struc-
tural differences, including the central reinforcement learning (RLC), independent
reinforcement learning (RLI), group reinforcement learning (RLG) and social rein-
forcement learning (RLS). Amulti-agent network based on distributed reinforcement
learning is established, and the information of rewards and punishments received by
adjacent agent can be obtained by only a small amount of transmission informa-
tion between each agent. At the same time, in the learning process, according to the
overall performance of the system, the application of iterative methods to influence
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the characteristics of the non-adjacent agent has reached the global optimization
objective of the system.

The main feature of the central reinforcement learning model is the learning
objective set by the collaborative feature of multi-agent. Based on the classical rein-
forcement learning algorithm, the optimal interconnection strategy is obtained. In
essence, the central reinforcement learning is to make the system distributed opti-
mization problem as a learning objective and to study centralized learning.

The feature of independent reinforcement learning model is that each agent is
an independent study module in the whole system, in the process of reinforcement
learning, each agent takes the action strategy with the best reward value according
to the interaction feedback between itself and the environment. Each agent as an
independent agent has no contact with other agents and the agents receive signals
from the system’s distributionmechanism. This kind of learningmechanism to retain
the agent independence of the individual, the optimal target for the whole system
is not easy to balance, but also to change the agent number given high degree of
freedom, number of convergence problem in the process of reinforcement learning
agent. It is suitable for complex system with more agents.

The characteristic of group reinforcement Learning is to set the state of all agents
as a state set and define all the actions as interconnected actions, the Q-table of
each agent’s reinforcement learning is formed by the correspondence between the
interconnected state, interconnected actions and the Q value. Therefore, group rein-
forcement learning is essentially a group behavior in the learning process. Each agent
needs to consider the status and actions of other agents which leads to the state set
and action set of the whole system are relatively large and the learning speed is
slow. Group reinforcement learning is more suitable for the case of a smaller num-
ber of agents. The most essential difference of the mathematical model between the
group reinforcement learning and the independent reinforcement learning lies in the
definition of multi-agent state sets.

The social reinforcement learning model is an extension of independent rein-
forcement learning, which combines the independent reinforcement learning model
with the social structural system and economic model. The combination of social
attributes and economic structure enhances the intelligence of multi-agents to con-
duct more compatible collaborative work and competition at a time to promote the
optimization of the system.

10.3.2 Related Issues of Model-Free Energy Optimization

With the high proportion of new energy terminals such as distributed power, electric
vehicles and distributed energy storage components which have diversified features
including energy production, storage and consumption in power grids, energy inter-
net is characterized by complex nonlinearity, strong uncertainty and strong coupling.
As a result, there may be situations where a complete and accurate model of energy
internet could not be established in solving practical problems. The reinforcement
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learning method is based on the autonomy-based evaluation of the learning process
considering the action that feedback from the environment without accurate model.
This method of replacing rapid mathematical feedback with fast autonomic feed-
back has a good application effect for solving complex, uncertain and unstructured
environmental system problems. Therefore, this chapter adopts the reinforcement
learning to realize the model-free optimization of energy internet.

A collaborative optimization control structure composed of multipleWe-Energies
is established. The optimal scheduling of energy internet is realized through the
distributed parallel optimal calculation of multiple We-Energies.

According to the basic description of distributed reinforcement learning model
and the establishment of the structure of the collaborative optimization, the analysis
to solve the problem of optimal operation for energy internets is discussed as follows.

(1) For a large-scale energy internet with distributed power, the architecture of
the energy internet is more complex, and the energy subject with the form of
We-Energy will increase. On this basis, the classical centralized optimization
method for solving the optimal operation is complicated to deal with the larger
system.

(2) In solving complex target function, the traditional planning method, such as
Newton method is unable to solve the limitations which are short of flexibility
for dealing with such network characteristics and robustness is weak, and it
cannot achieve ideal results.

To sum up, the method of distributed parallel coordination optimization is applied
to solve the problem of large-scale hybrid optimal operation. This chapter presents a
new approach combining with distributed reinforcement learning algorithm to solve
hybrid optimal operation problem. According to the Q-learning algorithm which is
used to solve the energy management problem has certain feasibility, therefore, the
integration of reinforcement learning with the energy Internet structure based on
multiple We-Energies interconnection constitutes a distributed reinforcement learn-
ing optimization model, but the following key issues need to be considered in model
establishment:

(1) For each We-Energy form the independent optimization individual, we make
the energy action space not exceed 50,000 according to the actual situation to
avoid the influence of the large action space for the learning process.

(2) In the process of reinforcement learning, the objective function of each We-
Energy and the interconnection action of We-Energy must be considered at
the same time. The actions taken from the We-Energy will affect adjacent We-
Energy, thus affecting the overall performance.

(3) The objective function is calculated objectively with the method of parallel
computation and serial computation. In the actual energy internet model, the
objective function considers the energy loss of each We-Energy while consid-
ering the energy loss of the whole energy internet.
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10.3.3 Distributed Reinforcement Learning Model for Hybrid
Optimal Energy Flow

10.3.3.1 Mathematical Model

The energy internet is a large-scale energy coupling network with electricity, gas
and heat. Compared with the power systems, optimal power flow problem of the
IMS system becomes more complicated caused by the complex structure. In order to
improve efficiency of the method to solve optimization planning problems in energy
system, a double-deckmulticarrier energy networkmodel is proposed in this chapter.

With interconnections of the IMS system, it is well known that the large-scale
systems can be changed as the presence of different political parties. Each party
which is defined as “We-Energy” plays the double role of producers and consumers
(prosumers) in energy internet. Themain body ofWEwill be the individual, company
or community that consists of energyproduction or storage devices such as distributed
generation, energy storage, CCHP and so on. WEs coordinate with each other to
guarantee multi energy to reliable transport. In addition, each WE is connected to be
considered as the nodes of interconnected multicarrier systems.

Several kinds ofWE are presented in this model which consists of energy produc-
tion device, energy storage device, and user load. Some of them will be connected to
district heating plant and gas source. Meanwhile some WE will contain distributed
generation such as wind power plant electricity, gas and heat using the coupling way
to transmit, while energy hub is defined as an energy carrier to coupling link elec-
tricity/gas/heat. Multiple energy inputs will be transformed to other forms of energy
as the output of the system. The model of energy hub can be described as

⎡

⎢
⎣

Le
Lg

Lh

⎤

⎥
⎦

︸ ︷︷ ︸
L

�
⎡

⎢
⎣

C11 C12 C13

C21 C22 C23

C31 C32 C33

⎤

⎥
⎦

︸ ︷︷ ︸
C

⎡

⎢
⎣

Pe

Pg

Ph

⎤

⎥
⎦

︸ ︷︷ ︸
P

, (10.29)

where matrix L stands for electricity, gas and heating output, matrix P are input of
electricity, gas and heating from the corresponding grid respectively. Matrix C is the
conversion coupling matrix which is the mapping from energy input to the energy
output. Then, using energy hub to analyze multi energy condition will implement
the collaborative energy flow optimization calculation in IMS.

In order to highlight the importance of the environmental economic and secure
benefits of IMS, a double nested optimization model is constructed for both mini-
mizing the WE consumption and optimizing the voltage stability of IMS.

The first layer is considered to minimize the energy cost of system operating for
eachWE at different energy types so as tomake the best use of renewable energy. The
total cost of operation is sum of the multi-fuel type consumed by the IMS multiplied
by the fuel cost. The objective of the total cost study is as follows:
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F1 � min

⎛

⎝
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i�1

(aGi (P
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i + cGi )+

T∑
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NG∑

i�1

QG
i +

T∑

t�1

NF∑

i�1

QF
i

⎞

⎠, (10.30)

T stands for the number of scheduling time. aGi , b
G
i and cGi are the coefficients

of CHP generators, PG
i is the active power of generator, NG

i is the number of CHP
generator sets. Also NH

i is the total number of coal-fired boiler sets. QG
i is the heat

output from CHP, while QF
i is the heat output from traditional coal-fired boiler.

The aim of second layer is to maintain voltage stability of the global system based
on voltage constrains. It can be presented as follows:

F2 � min
1

n

n∑

j�1

∣∣Vj − V ∗∣∣, (10.31)

where Vj means the voltage of node j. V ∗ is the node voltage rating and n is the
number of node. Through considering the voltage deviation of eachWE, the security
of IMS will be improved.

With double-deck optimization structure, these objectives are to be met with such
thoroughness and confidence as to be embedded into planning or operation problems
in multicarrier energy systems.

In order to achieve this objective, an OEFmodel must meet the following require-
ments with the consideration of electrical network, heating network and natural gas
network operation constraints. The corresponding constraints are presented in the
following.

In electrical network, the active power balance equation and reactive power bal-
ance equation connected to the ith bus can be calculated as follows:

PG
E,i � PD

E,i +
N∑

j�1

ViVj(GE,ij cos θij + BE,ij sinθij), (10.32)

QG
E,i � QD

E,i +
N∑

j�1

ViVj(GE,ij sin θij − BE,ij cosθij), (10.33)

It can be seen that power balance condition is met with that generator power
injection is equal to load demand plus losses in IMS.

In heating network, the energy balance in IMS is expressed by

PS
H ,i

� PD
H ,i

+
NH∑

j�1

PL
H ,ij, (10.34)
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It should be noted that the equation satisfies the equality of heating power pro-
ducers with the load demand plus heat energy users losses.

While in natural gas network, the gas power balance is expressed by

PS
G,i

� PD
G,i

+
NG∑

j�1

Pcomp
G,ij +

NG∑

j�1

PL
G,ij, (10.35)

In this equation, gas power injection is commensurate with the load demand plus
the compressor power and natural gas power.

Meanwhile, it also should be subjected to some inequality constraints of thewhole
network.

10.3.3.2 Proposed RL Method

Considering the energy network structure as well as the optimal energy flow model,
the hybrid reinforcement learning algorithm was applied to solve the problem inno-
vatively.

According to the distributed model of IMS, each WE coordinates and inter-
acts with each other to solve the complex problems. Unfortunately, the centralized
approach does not fit well with this narrowly defined double-deck model. They tend
to enhance the calculation difficulty and require consideration of multiple aspects.
Hybrid Reinforcement Learning (HRL) is an effective way to improve the learning
efficiency and solve the problem of “dimension disaster”. For the characteristics of
the model, the first layer can use the distributed RL for each WE while centralized
RL is put into use for the second layer.

A. Implementation of DRL for IMS

DRL is a method which expands the single-agent RL. In DRL, each agent can obtain
rewards from adjacent agent with a little information. The global system use iteration
to influence non-adjacent agent so as to optimize the performance of thewhole system
based on reinforcement learning.

Combining the IMS and the distributed reinforcement learning, the implementa-
tion of optimal energy flow is the generalization of the Markov decision process

Definition 1 A OEF of IMS is a tuple (S,A1, . . . ,An,P,R1, . . . ,Rn) where n is the
number of WEs, S is the discrete set of environment states, Ai(i � 1, . . . , n) are the
sets of actions available to theWEs, yielding the joint action set A � A1+ · · ·+An that
every WEs parallel compute for reinforcement learning which is different from the
centralized algorithm. P : S ×A× S → [0, 1] means the state transition probability.
Ri(i � 1, . . . , n) are the direct reward functions of each WE.

In theOEFalgorithm, through taking into consideration the objects and constrains,
control variables in IMS are output power of eachWEby adjusting the energy storage
equipment and so on. The vector of state variables can be defined as follows:
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u � [θ, |V |, ṁ, vg,Ts,load ,Tr,load ]
T , (10.36)

where π is the vector of pressure. θ , |V | are vectors of unknown angles and mag-
nitudes of voltage. ṁ stands for the vector of pipeline mass flows and TS , Tr are
vectors of supply and return temperatures.

For DRL, in order to achieve the goal of OEF, rewards in reinforcement learning
should be combined with the objective function and constraint conditions.

The local immediate reward value R of each WE need satisfy the constraint con-
ditions to ensure the validity of the calculation results for each subsystem. Each WE
will obtain the optimal strategy by maximizing reward function values.

Definition 2 The local reward for WE is defined as

RK
i,0 �

⎧
⎨

⎩

0, if constraints are violated
1

FK
2 (X )

, otherwise
, (10.37)

Every WE will check control variables through connected transmission lines to
see whether they meet the corresponding boundary conditions. If all of constraints
are satisfied, the local reward signal will be set to the negative objective function.
Otherwise, it will be zero. The local rewards are applied to each WE to guide action
strategy.

The aim of OEF is to seek a best strategy from the action space, so that the global
reward is presented as an average value of summation of local rewards from each
WE.

RK � 1

n

n∑

i�1

RK
i,0 (10.38)

The structure of DRL is shown below as Fig. 10.10. Through the multi-energy
flow calculation for IMS, the running status of eachWEwill be acquired. Afterwards,
the local reward of WE will be obtained from the information interaction with envi-
ronment according to Definition 2. Then, the global reward will be updated with
the local reward if all the information is available in information fusion unit. The
Q-learning unit will operate based on RL iteration rule to find the optimal strategy.
Meanwhile, combined with the prior knowledge for initial action set, the learning
state and learning efficiency could be improved.

B. Implementation of RL for each WE

In order to minimum energy cost of each WE, RL algorithm is utilized to search for
the optimal strategy which considers the operating state of internal equipment from
WE.

RL is amethod for single-agentwhich canbe achievedbyMarkovdecision process
(MDP)modeling.A four-tuple (S,A,P, r) is defined to express the approach,where S
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Fig. 10.10 Distributed reinforcement learning optimal energy flow structure

is the limited environmental state space,A stands for the limited action sets.P(s, a, s′)
stands for the probability that state S transfers to the state s′ under control action a
and r(s, a, s′) is the immediate reinforcement signal given by environment when the
state s transfers to the state s′ after action a. In an optimal energy flow algorithm
of IMS, Q-learning is used to evaluate state of system after an action without an
environmental model.

The function Q refers to the optimal reward discount value of WE with action a
at state s, denoted by

Q(s, a) � r(s, a, s′) + γ max
a∈A

Q(s′, a), (10.39)

where s, s′ are the current state and the state of the next moment. γ is the discount
factor which the value of it often is 0 < γ < 1.

Definition 3 Given the RL iteration rule forWE, the Q-learning operation is defined
as

Q0(s, a) � 0 for all s ∈ S, u ∈ U , (10.40)

Qt(s, a) �
{
Qt(s, a) if s 	� st or a 	� at

(1 − αt)Qt−1(s, a) + αt[rt(s, a) + γ maxQt−1(s′, a)] if s � st and a � at
,

(10.41)

where αt is the learning factor with 0 < αt < 1,αt indicates the proportion of update
part in Q value. If its corresponding state s or the action at has no samples in state
space, the value of this pair will not update. Otherwise, the update rule will be used
to approach its value.
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Definition 4 The reward for WE is defined as

rki,0 �
⎧
⎨

⎩

0, if constraints are violated
1

Fk
1 (X )

, otherwise
, (10.42)

The action sets aremade up of equipment actions inWEand the reward is designed
as the reciprocal of reward function. It can be seen that the less energy consumption,
the more rewarding under the condition of satisfying the constraints. Greedy strategy
is adopted for always choosing the highest Q-value movement in the current state.

In the second layer OEF algorithm, each WE uses two types of equipment to
realize operation control strategy, conventional energy components and the energy
coupling unit. The first one is power source and the second one is conversion units
of each We-Energy such as electrical transformers, power electronic devices, gas
compressors, heat exchangers or boilers and others.

RL method only needs to respond to the control effect of assessment information
on the basis of the above equipment adjustment. Using RL for eachWE to implement
energy optimization of energy cost respectively has a higher robustness.

10.3.4 Simulation and Results

In this section, we apply the proposed HRL algorithm to the OEF problem for IMS
with the structure of nine interconnection WE which is shown in Fig. 10.11. All
the parameters are expressed in per-unit value. In power system, the apparent power
per-unit value is 100 MVA, voltage basic value is defined in 1 kV and the scope of
bus voltage is [0.9, 1.1]. Power basic value in natural gas network is 100 MW and
the pressure is set for 10 bar. Thermal power is 100 MW and the temperature basic
value is 100 °C, while time delay of heating pipe network is set for 1 h. Table 10.4
shows the efficiencies of devices for each WE (Fig. 10.12).

In layer 1, the curve of the heat output power given byWEs is shown in Fig. 10.14.
In order to minimum voltage deviation in IMS, we should adjust the output of each
WE under the system constrains. According to maximum limits of each WE, the
power output values of each device is divided into 10 grades on the basis of their
maximum limits with 20% fluctuating value.

The action set size of DRL in IMS is 10×6 � 60 which is smaller than the size of
centralized RL in 106. Figure 10.13 shows the optimal power flow result of the WE
in the first layer. Figure 10.14 shows the learning step of layer 1 for IMS. The reward
is the reciprocal of the average voltage deviation. The learning factor α of iteration
rule is set for 0.85 and the discount factor γ is 0.2. It can be seen in the chapter that
the reward converges to the reward of 25 after 1680 steps. Meanwhile, if we modify
the learning factor α to be 0.6, the results are presented in Fig. 10.15. Compared with
Fig. 10.14, the learning steps rise to 1960 steps. It shows that learning factor affects
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Table 10.4 Test network conversion efficiency of energy equipment

Devices Efficiency Capacity

The transformer in WE 1 ηge � 0.3 2000

The furnace in WE 1 ηgh � 0.85 700

The furnace in WE 3 ηgh � 0.7 700

The CHP in WE 3,5 ηge � 0.35, ηgh � 0.45 700

The furnace in WE 4 ηgh � 0.9 300

The heat storage in WE 4 ηchh � 0.9, ηdish � 0.9 700

The boiler in WE 4 ηgh � 0.9 150

The gas storage in WE 4 ηchg � 0.9, ηdisg � 0.9 300

the convergence speed that the higher the learning factor, the better the convergence
speed.

Then, compared with voltage deviation before optimization, the indicator of DRL
shows that voltage deviation has reduced from 0.045 to 0.038.

In layer 2, According to the devices in eachWE, all kinds of control equipment are
considered as control variable including generator, boil, CHP, electric boiler, thermal
storage devices and gas storage device. In order to set each WE action space with
unified standard, the action variables will be discretized in this chapter.

The output of generator is divided into 5 grades according to its limits. The power
input values of boil will be in 10 grades based on its capacity. The same as boil,
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Fig. 10.12 The heat output power of We-Energies

Fig. 10.13 The electrical output power of We-Energies
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Fig. 10.14 Distributed RL process at α � 0.85,γ � 0.2

the power input of CHP is divided into 5 grades. The power input of electric boil
is in 10 grades on average based on their maximum limits. The power input values
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Fig. 10.16 DRL optimization process

of thermal storage devices are in 3 grades and the power input values of gas storage
device is in 5 grades

As we can see that there are 5 control variables in WE1. With the grades defined
above, the number of actions forWE1 can be calculated as 5×10×5×10×3 � 7500.
WE2 can be calculated as 3× 10 � 30. Other WE follows a similar pattern to WE1.

Through the RL for each WE, the optimal energy cost has reduced 21%-26%
from the objective function (Fig. 10.16).

Based on the system simulation result for Modified 6-bus, hybrid reinforcement
learning is verified to be satisfied with the optimal energy flow in interconnected
multicarrier systems.

10.4 Conclusion

This chapter proposes a model free optimal model and presents the RL algorithm
that can drive these agents to parallel learn behaviors. The model free optimal model
not only reduces the loss of the system but also improves the safety and reliability,
especially considering the accuracy of information. In addition, using the RL algo-
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rithm for this optimal energy model has some advantages. The method of utilizing
eachWE to undertake the task independently to reach the coordinated system is suit-
able for hierarchical control mode of energy internet. It has the ability to solve the
Inadaptability of multi-objective function and real-time performance of large-scale
network computing.
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