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CHAPTER 3

CONTROL CONCEPTS - URBAN AND SUBURBAN STREETS
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Figure 3-1 Time-space diagram display from Synchro 4.
3.1 Introduction

This chapter discusses traffic control concepts for urban and suburban streets. In
planning and designing a traffic signal control system, one must first understand the
applicable operational concepts related to signalized intersection control and signal-
related special control.

Signalized intersection control concepts include:

e Isolated intersection control — controls traffic without considering adjacent
signalized intersections.

e Interchange and closely spaced intersection control — provides progressive
traffic flow through two closely spaced intersections, such as interchanges.
Control is typically done with a single traffic controller.
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Arterial intersection control (open network) — provides progressive traffic
flow along the arterial. This is accomplished by coordination of the traffic
signals.

Closed network control — coordinates a group of adjacent signalized
intersections.

Areawide system control — treats all or a major portion of signals in a city (or
metropolitan area) as a total system. Isolated, open- or closed-network
concepts may control individual signals within this area.

Signal-related special control concepts include:

High occupancy vehicle (HOV) priority systems.

Preemption — Signal preemption for emergency vehicles, railroads, and
drawbridges.

Priority Systems — Traffic signal control strategies that assign priority for the
movement of transit vehicles.

Directional controls — Special controls designed to permit unbalanced lane
flow on surface streets and changeable lane controls.

Television monitoring.

Overheight vehicle control systems.

A number of commonly used proprietary traffic systems and simulations are discussed in
this chapter. These discussions provide illustrations of the technology and are not
intended as recommendations. As these and similar products continue to be improved,
the reader is advised to contact the supplier for the latest capabilities of these products.

3.2 Control Variables

Control variables measure, or estimate, certain characteristic of the traffic conditions.
They are used to select and evaluate on-line control strategies and to provide data for the
off-line timing of traffic signals. Control variables commonly used for street control

include:

Vehicle presence,
Flow rate (volume),

Occupancy and density,

3-4



Speed,
Headway, and

Queue length.

Generally, presence detectors (refer to Chapter 6) sense these traffic variables. Table 3-1
describes the verbal and mathematical definition of these variables.

In addition, certain environmental factors influence traffic performance. Environmental
conditions include:

Pavement surface conditions (wet or icy),

Weather conditions (rain, snow or fog).

Table 3-1 Control variable definitions.

Variable Definition Equation
Vehicle Presence (or absence) of a | N/A
Presence vehicle at a point on the roadway
Flow Rate Number of vehicles passing a | Q=N/T 3.D
(Volume) point on the roadway during a
specified time period Q = Vehicles/hour passing over detector
N = Number of vehicles counted by detector during
time period, T
T = Specified time period, in hours
Occupancy Percent of time that a point on 100 &
the roadway is occupied by a | € = —— Z (t,-D) (3.2)
vehicle TL =
Where:
0 = Raw occupancy, in percent
T = Specified time period, in seconds
t; = Measured detector pulse presence, in seconds
N = Number of vehicles detected in the time period, T
D = Detector drop out time — detector pickup time
Speed Distance traveled by a vehicle | Either one or two detectors can measure speed (see

per unit time

Figure 3-2).

B 3.6x10°d (3.3)
5,280(t, —t,)
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Table 3-1 Control variable definitions (continued).

Variable

Definition

Equation

Speed
(Continued)

Where:
One Detector (passage time)

V = Speed, in mi/hr

d = Mean vehicle length plus effective
loop length, in ft

to = Time when detector turns on, in
millisec(ms)

t; = Time when detector turns off, in ms

Two Detector (speed trap)

d = Distance between detectors, in ft

to = Time upstream detectors turns on, in ms
t; = Time downstream detector turns

on, in ms

Traffic control systems commonly use this equation,
which assumes a vehicle moves at constant velocity
through the two-detector speed trap. Speed traps are
more commonly used for freeway surveillance.

The vehicle length, L,, in ft may be determined from
a speed-trap measurement as follows:

L, = Gj[(tn ~tu) (bt )] (ﬂ]

3.6x10°
3.4
Where:
V = Speed determined from the speed-trap

calculation, in mi/hr

t,; = Time when ith detector of speed-trap turns on, in
milliseconds

t;; = Time when ith detector of speed-trap turns off, in
milliseconds

An alternative method shown in equation 3.5 can
compute the average speed over a cycle T from
volume and occupancy (1)

V=C Q (3.5)
6

Where C is a calibration coefficient best obtained
experimentally
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Table 3-1 Control variable definitions (continued).

Variable Definition Equation
Density Number of vehicles per lane mi _ KUS

(km) Q (3.6)
Where:
Q = Volume of traffic flow, in v/hr
K = Density of traffic flow, in v/mi
Us - Space-mean speed, in mi/hr
While density is an important quantity in traffic flow
theory, most traffic control systems do not use this
parameter directly for implementing flow control.
Density (K) may be directly computed from count
and speed measurements by equation 3.7.

1\ 1 3.7
K = [_jz 1 (37
T )3V,
Where:
N = The number of vehicles detected during time, T
V; = Speed of vehicle i crossing a detector in a lane
K = Density of detectorized lane
Headway Time spacing between front of Time difference between beginning of successive

successive vehicles, usually in

one lane of a roadway

vehicle detections (see Figure 3-3)

Queue Length

Number of vehicles stopped in a
lane behind the stopline at a

traffic signal

N/A
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Reference Equation 3.3
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Figure 3-2 Speed measurements using presence detectors.
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Figure 3-3 Headway determination.




3.3 Sampling

A microprocessor at the field site usually samples presence detectors to establish the
detector state, thus replicating the detector pulse. The finite time between samples
generates an error in the pulse duration that leads to errors in speed (most noticeable) and
occupancy.

Equation 3.8 represents the maximum percentage error for any vehicle:

% E = 100S
T-S (3.8)
Where:
E = Percent error in occupancy
S = Inverse of the sampling rate, seconds per sample
T = Presence time for a vehicle with an average length at a given speed.

Based on its statistical distribution, the standard deviation of the percentage error
becomes:

% Eg =100—>— (3.9)

V6 T

Averaging data over a period of time reduces this error. Most modern traffic control
systems provide a sufficiently small value of S so that the sampling error is negligible.

3.4 Filtering and Smoothing

Traffic data, may be viewed as consisting of two distinct components, nonrandom and
random. These components are described in Table 3-2 (2).

Table 3-2 Traffic data components.

Component Characteristic Source
Nonrandom Deterministic ¢ Changes in basic service demand
¢ Ability of intersection to service
demand

Random Varies about deterministic e Nondeterministic changes in value
component from cycle to cycle
Characterized by a Poisson or
other probability distribution
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Figure 3-4 (a) shows a typical 30-minute sample of detector volume data obtained during
a period when the deterministic component remained essentially constant. Figure 3-4 (b)
shows the occupancy data for that period during which the signal system operated with a
I-minute cycle and without smoothing (to be discussed later). Thus, the volumes
represent actual counts sensed by the detector.

Figure 3-5 shows a typical example of a deterministic component representing an A.M.
peak period condition (2). In many conventional traffic control systems, the traffic-
responsive control law should respond quickly and accurately to the deterministic data
components. Because both the deterministic and random components appear together in
the detector data, this objective can only be accomplished imperfectly. A first order data
filter often provides data smoothing to suppress the random component. The smoothing
equation that performs this function is:

X(m) = X(m-1)+ K(x(m)—X(m-1)) (3.10)
Where:

x(m) — Filter output after the mth computation

x(m) = Filter input data value (average value of variable between m-1 and m
instants)

K = Filter coefficient in the range 0 to 1.0; (K=1 represents no filtering)

Figure 3-6 shows the smoothing effect of the filter on the traffic data of Figure 3-4 (a)
when processed by Equation 3.10 with various values for K (2).

Although the filter reduces the effect of the random component, it develops an error in
the faithful reproduction of the deterministic component when that component is

changing.

Figure 3-7 (a) shows the lag in the filter output. Figure 3-7 (b) shows the magnitude of
this error for the input data of Figure 3-5.

Gordon describes a technique for identifying the appropriate coefficient by determining
the coefficient which equates the errors developed by both components (2).
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Figure 3-4 Deterministic and random components when demand is constant.
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Figure 3-5 Deterministic component of volume during A.M. peak period.
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Figure 3-6 Effect of variation in smoothing coefficient on random
component.
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Figure 3-7 Filter response and output to deterministic component and error.
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3.5 Traffic Signal Timing Parameters
Table 3-3 provides definitions of the fundamental signal timing variables.

Table 3-3 Signal timing variable definitions.

Variable Definition
Cycle Length The time required for one complete sequence of signal intervals
(phases).
Phase The portion of a signal cycle allocated to any single combination

of one or more traffic movements simultaneously receiving the
right-of-way during one or more intervals.

Interval A discrete portion of the signal cycle during which the signal
indications (pedestrian or vehicle) remain unchanged.

Split The percentage of a cycle length allocated to each of the various
phases in a signal cycle.

Offset The time relationship, expressed in seconds or percent of cycle

length, determined by the difference between a defined point in
the coordinated green and a system reference point.

3.6 Traffic Signal Phasing

Phasing reduces conflicts between traffic movements at signalized intersections. A phase
may involve:

e One or more vehicular movements,
e One or more pedestrian crossing movements, or
e A combination of vehicular and pedestrian movements.

The National Electrical Manufacturers Association (NEMA) has adopted and published
precise nomenclature for defining the various signal phases to eliminate
misunderstanding between manufacturers and purchasers (95). Figure 3-8 illustrates the
assignment of right-of-way to phases by NEMA phase numbering standards and the
common graphic techniques for representing phase movements. In this figure, the signal
cycle consists of 2 primary phase combinations (Phases 2 + 6 and Phases 4 + 8), which
provide partial conflict elimination. This arrangement separates major crossing
movements, but allows left-turn movements to conflict. This may prove acceptable if
left-turn movements remain light; but if heavy, these movements may also require
separation. Figure 3-9 illustrates a 4-phase sequence separating all vehicular conflicts.
Section 7.7 more fully discusses the NEMA phase designations.
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Figure 3-8 Two-phase signal

sequence.

Phasing Options

Left-Turn Phasing

Figure 3-9 Four-phase signal

sequence.

As suggested by the previous discussion, phasing becomes primarily a left-turn issue. As
left-turns and opposing through volumes increase, the engineer should consider left-turn
phasing. Figure 3-10 identifies left-turn phasing options.

The most common practice allows opposing left-turns to move simultaneously as

concurrently timed phases.
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LEADING LEFT TURN SEPARATE LEFT TURNS

SL 4L L

~Fa —— F
PHASE 2+5 PHASE 2+8 (PERMISSIVE LT) PHASE 1+5 PHASE 2+6 (PERMISSIVE LT)
LAGGING LEFT TURN COMBINATION OF LEADING AND LAGGING LEFT TURNS
) - = -

PHASE 2+6 (PERMISSIVE LT) PHASE 2+5 PHASE 2+5 PHASE 2"'3' PHASE 1+8

Figure 3-10 Dual-ring left-turn phasing options.

Holding the number of phases to a minimum generally improves operations. As the
number of phases increases, cycle lengths and delays generally increase to provide
sufficient green time to each phase. The goals of improving safety (by adding left-turn
phases) and operations at a signalized intersection may conflict, particularly with
pretimed control.

Table 3-4 shows advantages and disadvantages of other options for left-turn phasing.

Although the Manual on Uniform Traffic Control Devices (MUTCD) (3) does not
provide warrants for left-turn phasing, several States and local agencies have developed
their own guidelines. The Manual of Traffic Signal Design and the Traffic Control

Devices Handbook summarize representative examples of these guidelines (4, 5).

Reference 6 provides a set of guidelines for left-turn protection. The report provides
guidance on:

e Justification of protected left-turn phasing,

e Type of left-turn protection, and
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e Sequencing of left-turns.

Table 3-4 Additional left-turn phasing options.

Option

Advantage

Disadvantage

Use traffic actuated
instead of pretimed left-
turn phase

Gives unused left-turn
phase time to related
through traffic movement

Requires additional
detectors

Provide protected /
permissive left-turn
movement

Reduces delay and queuing

High speeds, blind or
multilane approaches or
other circumstances may
preclude this technique

Change left-turn phase
sequences with timing
plan changes

Improves progression

Motorists may not expect
changed phase sequences

Phase Sequencing

Operational efficiency at a signalized intersection, whether isolated or coordinated,
depends largely on signal phasing versatility. Variable-sequence phasing or skip-phase
capability proves particularly important to multiphase intersections where the number of
change intervals and start-up delay associated with each phase can reduce efficiency
considerably. Each set of stored timing plans has a distinct phase sequence.

Full-actuated traffic control illustrates variable-sequence phasing. In the upper part of
Figure 3-11, all approach lanes have detectors. Using these detectors, actuated control
skips phases with no traffic present and terminates certain movements when their traffic
moves into the intersection. This capability produces a variation in the phasing sequence.
The lower part of Figure 3-11 illustrates primary phasing options for a full-actuated
intersection. The phasing options selected may be changed with the signal timing plan.

3.7 Isolated Intersections

The major considerations in the operation of an isolated intersection are:

e Safe and orderly traffic movement,

e Vehicle delay, and

e Intersection capacity.

Vehicle delay results from:

e Stopped time delay (time waiting during red), and
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Total delay (stopped time delay plus stop and start-up delay).

1+6

2+5
P A
T—}
v 1+5 2468
«K
wﬁ’
. 4

BARRIER

Figure 3-11 Primary phasing options for 8-phase dual-ring control (left-turn first).

Ideally, the objectives of minimizing total delay will:

e Maximize intersection capacity, and

e Reduce the potential for accident-producing conflicts.

However, these two objectives may not prove compatible. For example, using as few
phases as possible and the shortest practical cycle length lessens delay. However,
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reducing accidents may require multiple phases and longer cycles, as well as placement
of approach detectors to eliminate effects of a possible dilemma zone (see section 6.3).
This placement may not be the optimum choice to reduce delays. Therefore, it is
necessary to apply sound engineering judgment to achieve the best possible compromise
among these objectives.

Traffic Flow

Flow characteristics of traffic are fundamental in analyzing intersection delay or capacity.
Vehicles occupy space and, for safety, require space between them. With vehicles
moving continuously in a single lane, the number of vehicles passing a given point over
time will depend on the average headway. For example, for an average headway of 2
seconds, a volume of 1800 v/hr (3600 sec/hr x 1 v/2 sec) results.

Two factors influence capacity at a signalized intersection:

e Conflicts occur when two vehicles attempt to occupy the same space at the
same time. This requires allocation of right-of-way to one line of vehicles
while the other line waits.

e The interruption of flow for the assignment of right-of-way introduces
additional delay. Vehicles slow down to stop and are also delayed when again
permitted to proceed.

These factors (interruption of flow, stopping, and starting delay) reduce capacity and
increase delay at a signalized intersection as compared to free-flow operations. Vehicles
that arrive during a red interval must stop and wait for a green indication and then start
and proceed through the intersection. The delay as vehicles start moving is followed by a
period of relatively constant flow.

Table 3-5 presents data on typical vehicle headways (time spacing) at a signalized
intersection as reported by Greenshields (7). These data illustrate basic concepts of
intersection delay and capacity.

Table 3-5 Vehicle headway data.

Position in Line Observed Time Time Spacing at Added Startup Time
Spacing (Sec) Constant Flow (Sec) (Sec)
1 3.8 2.1 1.7
2 3.1 2.1 1.0
3 2.7 2.1 0.6
4 24 2.1 0.3
5 2.2 2.1 0.1
6 and over 2.1 2.1 0.0

Source: Reference 7
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Types of Control

Traffic signal control for isolated intersections falls into two basic categories:
e Pretimed, and
e Semi- and fully traffic actuated.

Each type offers varying performance and cost characteristics depending on the
installation and prevailing traffic conditions.

Chang (8) provides guidelines and information to aid the engineer in selecting the
appropriate type of signal control as shown in Figure 3-12. As shown in Tables 3-6 and
3-7, Skabardonis (17) also provides guidelines. Figure 3-13 shows possible arrangements
for inductive loop detectors for actuated approaches and Figure 3-14 shows an example
of actuated phase design.
Intersection Timing Requirements
Pretimed Controller
For pretimed control at isolated intersections, the engineer must determine:

e Cycle length,

e Phase lengths or cycle split (green interval plus yellow change interval), and

e Number and sequence of phases.

Traffic-Actuated Control

Traffic detectors on an actuated approach working in conjunction with timing values for
each of the phases (see Table 3-8) determine the phase length.

3-21
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Figure 3-12 Recommended selection guidelines.
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Table 3-6 Proposed signal control at specific intersections along arterials.

Arterial Volume/Cross Street Volume

Cross Street Traffic Turning Movements*
VIC <13 >1.3
Low to Moderate <20 Percent Actuated (1) Actuated (2)
V/C<0.8

> 20 Percent Actuated (2) Actuated
High <20 Percent Pretimed Pretimed
V/C>0.8

> 20 Percent Pretimed Pretimed

* Percent of Arterial Through Traffic.

Notes:

1. Pretimed control at intersection with balanced volumes and high turning traffic from the cross
street without exclusive lanes.

2. Pretimed operation if the early start of the green leads to additional stops and delay at the
downstream signal. Also, boundary intersections may operate as pretimed if they are critical to
the arterial’s time-space diagram and define the leading edge of the green bandwidth.

Table 3-7 Proposed signal control at specific intersections in grid systems.

Network Intersection Number of Phases
Configuration Vi/C
2 4 8
Crossing <0.80 Pretimed Actuated (1) Actuated (1)
Arterials >0.80 Pretimed Pretimed (2) Pretimed (2)
Dense Network <0.80 Fully Actuated (3) Actuated Fully Actuated
>0.80 Pretimed Actuated Fully Actuated

Notes:

1. The through phases may operate as pretimed if the volumes on each arterial are approximately
equal, or semi-actuated operated leads to additional stops at the downstream signal(s).

2. Left turn phases at critical intersections may operate as actuated. Any spare green time from the
actuated phases can be used by the through phases.

3. Intersections that require a much lower cycle than the system cycle length and are located at the
edge of the network where the progression would not be influenced.
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Figure 3-13 Traffic detection on intersection approach.
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Table 3-8 Interval settings.

Interval

Requirement

Calculation / Operation

Minimum Green

Basic (no Volume-Density Feature):

e Service number of cars potentially stored between
detector and stopline or the number normally
stopped if a single detector is located a significant
distance from the stopline

e Remains constant

Point detection:

Compute minimum green interval times for various detector setback
distances assuming:

o Start-up delay of 4 seconds

e Average headway between discharging vehicles of 2 seconds

e Minimum green time at least (4 + 2 N), where N is number of vehicles
between detector and stopline

Compute N assuming an average vehicle length of 26 ft (7.9 m)

For detectors located approximately 120 ft (36.6 m) or more from the
stopline, minimum green may equal 14 seconds or longer. The length of
minimum green time reduces ability to respond to traffic demand changes.
Therefore, consider 120 ft (36.6 m) as upper limit for single detector
placement and at speeds of 35 mi/hr (56.3 km/hr) or less.

Where pedestrians cross and no separate pedestrian crossing indications
exist, (e.g., WALK-DON’T WALK), minimum green time should ensure
adequate pedestrian crossing time.

Long loop presence detection (or a series of short loops):

Set initial interval close to zero when the detector loop ends at the stopline.
If the loop ends at some distance from the stopline, use this distance to
determine initial interval with point detection. See Chapter 6 for further
discussion of vehicle detector placement and relationship to approach
speed.

Traffic-Actuated (Volume-Density Feature):

Initial interval based on number of vehicle actuations
stored while other phases serviced

When there are serviceable calls on opposing phases, and no additional
vehicles cross the detector, terminate phase at the end of this minimum
green time. Where pedestrians cross and no separate pedestrian crossing
indications exist, (e.g., WALK-DON’T WALK), minimum green time
should ensure adequate pedestrian crossing time.

Table 3-8 Interval settings (continued).
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Interval

Requirement

Calculation / Operation

Passage Time
(Vehicle interval,
extension interval, or
unit extension)

Time required by a vehicle to travel from detector to
intersection. With a call waiting on an opposing phase,
represents the maximum time gap between vehicle
actuations that can occur without losing the green
indication. As long as the time between vehicle
actuations remains shorter than the vehicle interval (or a
present minimum gap), green will be retained on that
phase subject to maximum interval.

Once the passage time interval timing is initiated and an additional vehicle
is detected, present vehicle interval timing is canceled and a new vehicle
interval timing initiated. This process is repeated for each additional
vehicle detection until:

e Gap-out occurs (the gap between detections is greater than the vehicle
interval or a present minimum gap).

e Max-out occurs (the interval timing reaches a preset maximum and a
pedestrian or a vehicle call has been placed for another phase).

In either of these two cases, the timing of a yellow change interval is
initiated and the phase terminated. If the vehicle interval is not completely
timed out (because of the maximum override), then a recall situation is set
and the timing will return to this phase at the first opportunity. Figure 3-14
illistrates the situation where:

e Successive actuations occurred.
e Gaps shorter than passage time interval.
e Preset maximum green interval reached.

Long loop presence detection:

Set passage time interval close to zero because the signal controller
continuously extends the green as long as loop is occupied. In this case,
critical time gap is time required for a vehicle to travel a distance equal to
the loop length plus the vehicle length. For a series of short loops, treat
them as a long loop, provided that the distance between loops is less than
the vehicle length; otherwise, use a short vehicle interval to produce the
equivalent effect of a single long loop.

Maximum Green
(Total green time or
vehicle extension
limit)

Maximum length of time a phase can hold green in
presence of conflicting call

Reference 9 provides detailed guidance.
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Timing Considerations

Cycle Length and Split Settings

HCM 2000 (10) provides a detailed description of computational procedures for cycle

and split settings. The following discussion summarizes some of the key items in the

HCM.

Figure 3-15 depicts the traffic signal cycle, and Figure 3-16 provides definitions for this

figure. Equation 3.11 provides an estimate of lost time (t. for each signal phase. A value

of 4 seconds is suggested unless local measurements provide a more accurate value.
tt=L1i+L=1+Y;—¢ (3.11)

Effective phase green time (gi) = Gi + Y; - t. (3.12)

HCM 2000 provides worksheets that facilitate the estimation of critical lane volume
VCL.

Following the selection of a phasing plan, critical volumes (CV) are established for each
phase. These are then used to calculate the cycle as follows.

A cycle length that will accommodate the observed flow rates with a degree of saturation

of 1.0 is computed by Equation A10-1 in HCM 2000 and shown in equation 3.13 below.
If the cycle length is known, that value should be used.

L

C = (3.13)
- min(CS, RS)
RS
where:
C = cycle length (s),
L = total lost time (s),
CS = critical sum (veh/h), flow rate
RS = reference sum flow rate (1,710 * PHF * fa) (veh/h),
PHF = peak-hour factor, and
f, = area type adjustment factor (0.90 if CBD, 1.00 otherwise).

RS is the reference sum of phase flow rates representing the theoretical maximum value
that the intersection could accommodate at an infinite cycle length. The recommended
value for the reference sum, RS, is computed as an adjusted saturation flow rate. The
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Figure 3-15 Fundamental attributes of flow at signalized intersections.
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Name Symbol Definition Unit

Change and clearance Yi The yellow plus all-red interval that occurs between S

interval phases of a traffic signal to provide for clearance of the
intersection before conflicting movements are released

Clearance lost time 2 The time between signal phases during which an S
intersection is not used by any traffic

Control delay di The component of delay that results when a control signal S

causes a lane group to reduce sped or to stop; it is
measured by comparison with the uncontrolled condition

Cycle A complete sequence of signal indications
Cycle length Ci The total time for a signal to complete one cycle length S
Effective green time i The time during which a given traffic movement or set of S

movements may proceed; it is equal to the cycle length
minus the effective red time

Effective red time ri The time during which a given traffic movement or set of S
movements is directed to stop; it is equal to the cycle
length minus the effective green time

Extension of effective e The amount of the change and clearance interval, at the S

green time end of the phase for a lane group, that is usable for
movement of its vehicles

Green time Gi The duration of the green indication for a given movement S
at a signalized intersection

Interval A period of time in which all traffic signal indications remain
constant

Lost time t The time during which an intersection is not used S

effectively by any movement; it is the sum of clearance lost
time plus start-up lost time

Phase The part of the signal cycle allocated to any combination of
traffic movements receiving the right-of-way
simultaneously during one or more intervals

Red time R; The period in the signal cycle during which, for a given S
phase or lane group, the signal is red
Saturation flow rate Si The equivalent hourly rate at which previously queued veh/h

vehicles can traverse an intersection approach under
prevailing conditions, assuming that the green signal is
available at all times and no lost times are experienced

Start-up lost time Iy The additional time consumed by the first few vehicles in a S
queue at a signalized intersection above and beyond the
saturation headway, because of the need to react to the
initiation of the green phase and to accelerate

Total lost time L The total lost time per cycle during which the intersection is S
effectively not used by any movement, which occurs during
the change and clearance intervals and at the beginning of
most phases.

Figure 3-16 Symbols, definitions, and units for fundamental variables of
traffic flow at signalized intersections.

value of 1,710 is about 90 percent of the base saturation flow rate of 1,900 pc/h/In. The
objective is to produce a 90 percent v/c ratio for all critical movements.

The CS volume is the sum of the critical phase volume for each street. The critical phase

volumes are identified in the quick estimation control delay and LOS worksheet on the
basis of the phasing plan selected from Exhibit A10-8 in HCM 2000.
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The cycle length determined from this equation should be checked against reasonable
minimum and maximum values. The cycle length must not exceed a maximum allowable
value set by the local jurisdiction (such as 150 s), and it must be long enough to serve
pedestrians.

The ability to service traffic demand may be increased, up to a point, by increasing the
cycle length. It is seen from Equation 3.13 that increasing the critical sum flow relative
to the reference sum flow requires a higher cycle length to service the demand. Figure 3-
17 shows the required cycle length for a two phase intersection (Lost time = 8 seconds).

The total cycle time is divided among the conflicting phases in the phase plan on the
basis of the principle of equalizing the degree of saturation for the critical movements.
The lost time per cycle must be subtracted from total cycle time to determine the
effective green time per cycle, which must then be apportioned among all phases. This is
based on the proportion of the critical phase flow rate sum for each phase determined in a
previous step (10). The effective green time, g, (including change and clearance time) for
each phase can be computed using Equation 3.14

g =(C-L)(CV/CS)  where CV is the critical lane volume (3.14)
Intersection Delay

The values derived from the delay calculations represent the average control delay
experienced by all vehicles that arrive in the analysis period, including delays incurred
beyond the analysis period when the lane group is oversaturated. Control delay includes
movements at slower speeds and stops on intersection approaches as vehicles move up in
queue position or slow down upstream of an intersection (10).

The average control delay per vehicle for a given lane group is given by Equation 15-1 in
HCM 2000 as

d=d(PF)=dy+ds (3.15)
where:
d = control delay per vehicle (s/veh);
d; = uniform control delay assuming uniform arrivals (s/veh);
PF = uniform delay progression adjustment factor, which accounts for effects of
signal progression;
d, = incremental delay to account for effect of random arrivals and

oversaturation queues, adjusted for duration of analysis period and type of
signal control; this delay component assumes that there is no initial queue
for lane group at start of analysis period (s/veh); and

d; = initial queue delay, which accounts for delay to all vehicles in analysis
period due to initial queue at start of analysis period (s/veh)
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Figure 3-17 Cycle length vs. demand for two phase signal.

Details for the estimation of d;, PF, d, and d; are provided in HCM 2000.

Critical Lane Groups

HCM 2000 uses the concept of critical lane groups. A critical lane group is the lane
group that has the highest flow ratio (ratio of volume to saturation flow) for the phase.
The critical lane group determines the green time requirements for the phase.

Critical lane groups are used to identify a number of parameters in the signal timing

process. One measure of the relative capacity of the intersection is the critical volume to
capacity ratio for the intersection (X¢). It is given by:
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summation of flow ratios for all critical lane groups i;

M
TN
n <
~
<)

I

C = cycle length (s); and
L = total lost time per cycle, computed as lost time t, for critical path
of movement (s)

Traffic-Actuated Control
Using traffic-actuated control at isolated intersections enables the timing plan to
continuously adjust in response to traffic demand. However, the potential to minimize
delay and maximize capacity will only be realized with careful attention to:

e Type of equipment installed,

e Mode of operation,

e [Location of detectors, and

e Timing settings.
Traffic-actuated control equipment automatically determines cycle length and phase

lengths based on detection of traffic on the various approaches. The major requirement is

to set the proper timing values for each of the functions provided by the controller unit
(See Table 3-8).

Other Considerations

Methods are available for developing timing plans and are discussed in the following
references:

e Traffic Engineering Handbook (11),
e Manual on Uniform Traffic Control Devices (3),
e Manual of Traffic Signal Design (4), and

e Traffic Engineering Theory and Practice (12).
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In addition to cycle length and split calculations, the traffic engineer should consider
several other important factors in developing timing plans for signal control.

Pedestrian movement often governs a timing plan. The engineer must provide sufficient
green for pedestrians to cross the traveled way (see reference 11 for example). Where
equipment permits, the pedestrian phase should be activated when the pedestrian- phase
interval exceeds the vehicle interval. A number of publications (e.g. Reference 9)
provide guidelines for timing pedestrian intervals.

Another important consideration is the length of the phase-change period. This period
may consist of only a yellow change interval or may include an additional all-red
clearance interval. The yellow interval warns traffic of an impending change in the right-
of-way assignment. For a detailed discussion of these intervals refer to Reference 9.

In considering control concepts and strategies for isolated signalized intersections, the
engineer must consider:

e Traffic flow fluctuations, and
e The random nature of vehicle and pedestrian arrivals.

The daily patterns of human activity influence traffic flow; it usually exhibits three
weekday peak periods (A.M., midday, P.M.). Drew (13) has shown that even within a
peak hour the 5-minute flow rates can prove as much as 15 to 20 percent higher than the
average flow rate for the total peak hour period. He has further shown that a Poisson
distribution best predicts vehicle arrivals for isolated intersections, indicating that
considerable variation in arrival volume can occur on a cycle-to-cycle basis.

3.8 Arterial and Network Control

Basic Considerations

Arterial street control gives preference to progressive traffic flow along the arterial. In
contrast with isolated intersections, the signals must operate as a system.

Arterial street control recognizes that a signal releases platoons that travel to the next
signal. Arterial street signal systems form an open network, as compared to a closed
network, as illustrated in Figure 3-18. To maintain the flow of these platoons, the system
must coordinate timing of adjacent intersections. The system accomplishes this by
establishing a time relationship between the beginning of arterial green at one intersection
and the beginning of arterial green at the next intersection. By doing this, static queues
receive a green indication on their approach in advance of arriving platoons. This
permits continuous traffic flow along an arterial street and reduces delay.
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The previous sections have discussed the concepts of control of isolated intersections as
well as maintaining vehicle progressions on arterials and in a grid system. The following
discussion on the need for signal coordination is adapted from Gordon (14).

While coordination of adjacent signals often provides benefits, the traffic systems
engineer must decide, in each case, whether better performance will be achieved with
coordinated or isolated operation.

When a platoon of vehicles is released from a traffic signal, the degree to which this
platoon has dispersed at the next signal (difference from profile at releasing signal) in
part determines whether significant benefits can be achieved from signal coordination.

OPEN
NETWORK
L
CLOSED
NETWORK

Figure 3-18 Signal networks.

The Traffic Network Study Tool (TRANSYT) has become one of the most widely used
models in the United States and Europe for signal network timing. It was developed in
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1968 by Robertson of the UK Transport and Road Research Laboratory (TRRL) (15),
which has since released several versions. This handbook discusses TRANSYT-7F (16),
where "7" denotes the seventh TRRL version, and "F" symbolizes the Federal Highway
Administration's version using North American nomenclature for input and output.
While features of TRANSYT-7F are discussed later in the section, the present discussion
relates to the TRANSYT platoon dispersion model.

The model represents the dispersion of a vehicle platoon departing from a signalized
intersection as illustrated in Figure 3-19 (16). The figure also shows percentage
saturation (a measure of volume) as a function of time at three points along the roadway
when no downstream queue is present.

DISTANCE FROM
UPSTREAM
STREET SEGMENT INTERSECTION % SATURATION
—— 100
Y T T T
START OF GREEN
DIRECTION OF
TRAFFIC FLOW
100 -
S00FT 50
o T T T T
100
S 1000 FT 50
o F_'—’_’_,—‘—_H_‘_—_\—H
ot T T T T
20 40 80 80
TIME (sec)

Figure 3-19 Simple case of platoon dispersion.
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TRANSYT assumes that the average flow demand at an approach remains constant, i.e.,
the flow patterns for each cycle repeat. For each computation time interval t, Table 3-9
(16) provides the analytical model for the arrival flow at the downstream stopline. Table
3-10 shows recommended values of platoon dispersion factor (PDF). PDF is a function
of travel time to the downstream signal and roadway impedance to traffic flow or
“friction”. Based on the TRANSYT model, Figure 3-20 (17) depicts the reduction in
delay as a function of travel time and PDF.

Table 3-9 TRANSYT analytical model.

qt+T)=F*q +[1-F)*q't+T-1)]

(3.16)

Where:
q@+T) = Predicted flow rate (in time interval t+T) of the predicted platoon, where T is defined
below:
q: = Flow rate of the interval platoon during interval t
T = 0.8 times the cruise travel time on the link
F = A smoothing factor where:

F=1/1+aT) (3.17)

and “a” is a constant, called the platoon dispersion factor (PDF).

Table 3-10 Recommended values of platoon dispersion factor (PDF).
PDF Value Roadway Characteristics Conditions

0.5 Heavy friction Combination of parking, moderate to heavy turns,

moderate to heavy pedestrian traffic, narrow lane
width. Traffic flow typical of urban CBD.

0.35 Moderate friction Light turning traffic, light pedestrian traffic, 11 to
12 ft (3.4 to 3.7 m) lanes, possibly divided. Typical
of well-designed CBD arterial.

0.25 Low friction No parking, divided, turning provisions 12ft (3.7
m) lane width. Suburban high type arterial.

Two general techniques are commonly used to determine coordination needs:
e Information from prior research and experience, and

e Simulation.
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Figure 3-20 Benefits of signal coordination.

Information from Prior Research and Experience

A number of simple criteria have been used that do not directly incorporate a platoon

dispersion model. These include:
e Reduction in the queue (18)

e K=0Q/(200(1 +1))
Where K = reduction in the queue (number of vehicles)
Q = travel volume (number of vehicles/hr)
T = travel time between intersections (minutes)

e Criterion for good progression (19)
Good progression when signal spacing is fairly uniform and
0.40 < Travel time /cycle length < 0.60

e Criterion for coordinating signals (20)
Coordinate signals within 0.5 miles
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e Criterion for coordinating signals (21)
I=V/L,1>0.5
Where V = two way peak hour link volume (VPH)
L = Link length (feet)

Chang and Messer developed the intercoordination desirability index (22) described
below:

(o

t = link travel time in minutes
qmax = straight through flow from upstream intersection (VPH)

qr = sum of traffic flow at the downstream approach from the right turn, left turn, and
through movements of the upstream signals, divided by the number of arrival links at the
upstream intersection.

N = Number of arrival lanes feeding into the entering link of the downstream
intersection.

I may range from 0 to 1.0. Interconnection is recommended when I exceeds 0.35.

These criteria may also be employed to establish boundaries between sections of
coordinated signals.

Simulation

Simulation is often used to determine coordination requirements and benefits, particularly
when performed in connection with retiming of traffic signals. The systems engineer
may employ a general model such as CORSIM, together with a signal timing program, or
may use the evaluative features of a signal timing program such as TRANSYT 7F. In the
latter case, coordination requirements and section boundary identification may be directly
coordinated with the signal retiming effort.

A key issue is whether a major intersection operating at near capacity should be
coordinated with a series of minor intersections (which by themselves might operate at a
lower cycle length) or whether it should operate as an isolated intersection with its own
cycle (17).

3-39



Time-Space Diagram

Figures 3-21 (a) and 3-21 (b) show this traffic flow control concept via a time-space
diagram. Definitions used in this diagram include:

Green band — The space between a pair of parallel speed lines which
delineates a progressive movement on a time-space diagram.

Band speed — The slope of the green band representing the progressive speed
of traffic moving along the arterial.

Bandwidth — The width of the green band in seconds indicating the period of
the time available for traffic to flow within the band.

Timing Plan Elements

Operation of a control system for an arterial street (or open network) requires a timing
plan for all signals in the system, which consists of the following elements:

Cycle length - This normally is the same (or some multiple) for all signals in
the system or section (subset of a system). The intersection with the longest
cycle length requirements (as calculated via methods in section 3.7) usually
governs the system cycle length.

Splits - The length of the various signal phases must be calculated for each
intersection. Phase lengths (splits) may vary from intersection to intersection.

Offset - An offset value must be calculated for each intersection. One
definition of offset is the start time of main street green relative to the green
interval start for a master intersection in the system.

Figures 3-21 (a) and 3-21 (b) depict an ideal case of equal intersection spacing and splits
at all intersections. When this does not occur, the bandwidth becomes narrower than the
green interval at some or all signals, as shown in Figure 3-22 (11).

Traffic Flow Variations

A timing plan is developed for a specific set of traffic conditions. When these change
substantially, the timing plan loses effectiveness.

Two basic types of traffic flow variations can occur:
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Figure 3-21 Time-space diagram and graphic technique.
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Figure 3-22 Typical time-space diagram.

e Traffic flow at individual intersections — volumes can increase or decrease at
one or more signal locations. These changes can alter the cycle length or split
requirements at the affected intersections.

e Traffic flow direction — flow volume can vary directionally on a two-way
arterial. Table 3-11 shows the 3 basic conditions, their normal times of
occurrence, and associated timing plans.

Time of day control techniques often provided at least 3 timing plans (A.M., off-peak,

P.M.). Traffic-responsive control systems can automatically select timing plans at shorter
intervals based on measured traffic flow and select from a greater number of plans.
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Table 3-11 Directional flow conditions.

Conditions Normal Time of Timing Plan Progressive
Occurrence Movement
Inbound flow exceeds A.M. peak Inbound
outbound flow
Inbound flow off-peak Inbound and outbound
approximates outbound equally
flow
Outbound flow exceeds P.M. peak Outbound
inbound flow

Timing Plan Development
Basic techniques for developing timing plans include:

e Manual calculations and / or graphic analysis determine cycle lengths, splits,
and offsets.

e Offline computer software models make required calculations. Offline
indicates that timing plans are generated from traffic data collected earlier.
Plans are stored for use during an appropriate time-of-day or may be selected

on a traffic-responsive basis using data from traffic system detectors.

Manual Techniques
With the advent of software to develop timing plans, this technique is no longer
recommended. The exercise, however, provides insight into timing plan development.
Developing an arterial signal system timing plan manually requires collecting the
following data:
e Geometric
- Intersection spacing (stopline to stopline), and
- Street geometrics (width, lanes, and approaches).
e Traffic flow
- Volumes, including turning movement counts,

— Flow variations, and

- Speed limitations.
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Table 3-12 shows a series of steps leading to manual development of a timing plan.

Table 3-12 Manual timing plan development.

Prepare a graphic display of the *c)
signal system, similar to figure 3-21
or 3-22.

For each timing plan, examine flow

conditions at each intersection and *d)
evaluate cycle length and split. Use

the methods discussed under

isolated intersections.

Consider increasing volumes to

account for seasonal differences and

increases in the next 3 to 5 years. *e)
Five (5) percent typically accounts

for seasonal differences.

Calculate optimum cycle length and
phase interval for each signal. The
longest cycle length usually
becomes the system cycle.

Conduct a graphic analysis to

determine offsets for each timing

plan. The graphical analysis

proceeds as follows (refer to figure

3-21): *1)

a) Identify the signal with
the smallest main street
green phase split.

*g)

b) Draw a progression speed
line and provisional green
band beginning at the start
of main street green at this
signal. . This speed line
will have a slope
representing the desired
progression speed.

Draw a horizontal working line
through the center of either a red or
green interval for the reference
signal.

Center either a red or green signal.
interval on the horizontal working
line (as required to obtain the
greatest width of the green bands) to
achieve an equal bandwidth for each
flow direction.

Usually the provisional green band
defined by the progression lines
plotted in step (b) will not pass
through all the green phase intervals
plotted in step (d).

For this case, adjust the provisional
green band by drawing progression
lines parallel to the original lines.
Space these lines to define the
widest bandwidth remaining within
the green phase of all signals.

Modestly alter the progression line
slope about the signal identified in

step (a) to determine whether small
changes can increase bandwidth.

The preceding step results in a
timing plan that provides equal
bandwidths for each flow direction.
If desired, modify this result to
favor 1 flow direction.

* Applies to 2-way progression shown in Figures 3-21 (a) and 3-22.
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As a general rule, the time-space diagram resulting from Table 3-12 will have the
beginning of green occurring at:

e Every other signal, i.e., single alternate, or
e Two adjacent intersections, i.e., double alternate, or
e Three adjacent intersections, i.c., triple alternate.

The beginning of greens may not exactly coincide but will usually approximate one of the
three patterns. Figure 3-21 (a) shows single alternate offset timing.

Consider the manual method in Table 3-12 as a trial- and-error procedure. For example,
if the resulting progression speeds prove too slow or fast, adjust the system cycle length.
A 15 percent decrease or 25 percent increase may provide the desired progression speed
without significantly increasing delay. Also, modify phase timing to favor straight-
through movements. A protected-permissive left-turn operation may reduce the time
initially calculated for protected only left-turn phases. The modified timing plan may
produce better results.

Offline Computer Techniques

Most signal timing programs provide signal timing parameters based on one or more
optimization criteria such as a combination of stops and delay or maximization of
bandwidth on a time-space diagram. In addition to the signal timing parameters, the
programs often provide an estimate of measures of effectiveness such as stops, delays,
emissions, fuel consumption and level of service. Graphical outputs may include time-
space diagrams. In some cases the timing program may be coupled to a simulation that
shows microscopic traffic flows. Comparative evaluations for some of these programs
are provided in References 23 and 24. The following signal timing programs are
commonly used by traffic engineers.

These discussions are provided as illustrations of the technology and are not intended as

recommendations. As these and similar products continue to be improved, the reader is
advised to contact the supplier for the latest capabilities of these products.

TRANSYT 7F

TRANSYT-7F (16) is a signal timing optimization program and a powerful traffic flow
and signal timing design tool. The TRANSYT platoon dispersion model was discussed
earlier in this section.

Using standard traffic data timing parameters as input, it can both evaluate existing
timing and optimize new plans to minimize either:
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e A linear combination of weighted delays, stops, and queue spillback, or
e Total operating cost.

This program has been extensively used in the past and has been updated to a more user-
friendly format. Optimization techniques now include the hill climb method (provided in
earlier versions) and genetic algorithm optimization. Treatment of queue spillback and
traffic actuated signals has been added.

TRANSYT-7F also provides the capability to optimize perceived progression by
progression opportunities (or PROS), which simply represent opportunities to get
through consecutive intersections on green. Thus, signal timing may be designed for
PROS alone, in which case splits remain fixed, or the PROS / DI policy yields a
combination of wide bands, while still trying to lessen the disutility index. With PROS,
the user can request an explicit time-space type design.

TRANSYT-7F has been used extensively for signal timing in the U.S. Numerous users
have reported benefits in using this program for signal timing. Since 1983, California has
implemented the Fuel-Efficient Traffic Signal Management (FETSIM) program and
widely used TRANSYT-7F to optimize signal timing. Estimated benefits from the new
signal timing in 61 California cities and one county show reduced (25):

e Vehicle delay (15 percent),

e Stops (16 percent), and

e Overall travel time (7.2 percent).

Synchro

This commonly used signal timing program has many user friendly features including
interconnectivity to map backgrounds, more than eight phase capability and easy
connectivity to traffic systems supplied by several vendors (26). Cycle and split

optimization models are based on Highway Capacity Manual techniques. Actuated
intersections are modeled.

PASSER

The PASSER (27) program suite consists of the following:

e PASSER II-90 — This program computes signal timing for a single arterial
based on optimization of arterial bandwidth.
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e PASSER III-98 — PASSER III-98 computes optimal signal timing for
diamond intersections.

e PASSER IV-96 — PASSER IV-96 computes signal timing for a network based
on arterial bandwidth optimization.

aaSIDRA

A version of aaSIDRA (28) based on the U.S. Highway Capacity Manual is available.
aaSIDRA models actuated intersections and unsignalized intersections including stop
sign controlled approaches and signalized pedestrian crossings, right-turn on red and
protected-permitted left turns.

Considerations for Closed Networks

When two arterials cross at an intersection, a signal timing interlock must occur for
progression along both arterials. Both must use the same cycle length and the timing plan
must use as a reference point the timing at that intersection.

Signal timing in networks conventionally features a common cycle length. The closed
topology of the network requires a constraint on the offsets, however. The sum of offsets
around each loop in the network must sum equal integral number of cycle lengths. Figure
3-23 provides the node definitions for the following relationships:

Dag + Dgc + Dcr + Deg + Dep + Dpa =n; C (3.18)
Dag + Dpg + Dgp + Dpa =ny C (3.19)
Dgc + Dcr + Dpg + Dgg = (n; —np) C (3.20)
Where:

Dag = Offset between signals B and A

C = Cycle length

n; and n; are positive integers

Need for Signal Retiming
The following discussion is adapted from Reference 29.

With the exception of traffic responsive and adaptive traffic control systems, traffic
systems require retiming of the signals from time to time.

The literature provides ample evidence to indicate that signal retiming provides very
important and cost effective benefits (17, 25, 30, 31, 32).
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Figure 3-23 Closed network node definitions.

Factors that lead to the need for signal retiming may include:

e Changes in local or area wide traffic demands.

e Changes in peak period volumes.

e Changes in directional flow.

e Local land use changes.

e Change in intersection geometry.

¢ Change in number or use of lanes.

Signals will require retiming when the project includes major changes to the traffic signal
system. Such changes may include:

e Introduction of coordination.
e Addition of local actuation.
e Addition of system traffic responsive capability.

¢ Introduction of transit priority.
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Traffic signal system engineers use these factors, as well as the following, to identify the
need for signal retiming:

Accident experience.
Comments and complaints by the public.

Observations of signal timing performance and congestion patterns.
Observations may include:

1. Cycle failure (inability of a vehicle to pass through the intersection in one
signal cycle) is a key indication of a saturated phase.

2. Spillback from turning bays into general use lanes.

3. Delays that may be incompatible with the volume to capacity ratio (V/C).
For example, unduly long cycle lengths or improper splits may lead to
excessive delay when minimal flow is observed during other portions of
the green time for the phase.

4. Imbalance in green time, i.e. high demand approach vs. low demand
approach.

If signals have not been retimed within five years, the probability is high that retiming
will provide significant improvement in most cases. In areas where growth or traffic
generation changes are significant, more frequent timing may be appropriate. The
simulation and signal timing programs, if used on a pilot section of the network, may be
used to determine the need for signal retiming.

Determination of Central System Control Category

A new or improved central traffic control system may be needed to satisfy the following
requirements:

The current system is obsolete or can no longer be maintained in a cost
effective way.

A new or modified system is required to achieve such objectives as field
equipment monitoring, field device interchangeability (NTCIP),
communication with other ITS or information centers and interoperability
with other traffic management centers.

A control strategy resulting in a higher level of traffic system performance
than currently exists is required.

Five categories of coordinated control in addition to uncoordinated control have been
identified to support the last requirement. The general capability for these categories is
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1dentified in Table 3-13.

The functions for these categories and guidance for their

selection is provided in Table 3-14 and is further discussed below. The local intersection
control strategies discussed in Section 3.7 may be used with any of these categories,

except for traffic responsive and traffic adaptive control.

System installation and

operating costs increase with more intensive detector and communication requirements.

Table 3-13 Performance categories for traffic control systems.

SYSTEM CATEGORY

FEATURES

IMPLEMENTATION
REQUIREMENTS

Uncoordinated Control

No coordination among traffic
signals.
Provides local intersection
control strategies.

Time Base Coordinated
Control

e Time of day / day of week
(TOW / DOW) plans.

e [ ocal intersection
strategies

Provides basic coordination.

Simple to implement. TBC
provided by modern controllers.

Requires timing plan
maintenance.

Interconnected Control

e Time of day or operator
selected timing plans.

e [ ocal intersection
strategies.

TOW / DOW control

Operator can select timing
plans.

Provides intersection and
equipment status.

Allows download of timing
plans and changes.

Provides record of system
operation.

Wireline or wireless
interconnect.

Two or three level distributed
control or central control.

Few or no system detectors.

Requires timing plan
maintenance.

Traffic Adjusted Control

e C(ritical intersection
control (centralized
architecture only).

e Local intersection
strategies.

Provides capabilities of
interconnected control
category.

Timing plan selection based on
system detector data. Selection
not more frequent than 15
minutes.

Can display and record traffic
conditions.

Provides data to analyze and
assess need for and nature of
timing plan changes.

Communications for
interconnection.

Modest number of system
detectors (average of one
detector per intersection
required).

Additional database
development.

Requires timing plan
maintenance.
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Table 3-13. Performance categories for traffic control systems (continued).

SYSTEM CATEGORY

FEATURES

IMPLEMENTATION
REQUIREMENTS

Traffic Responsive Control

Provides capabilities of
interconnected control

Communications for
interconnection

e Maintains concept of category.
cycle but changes timing e Minimum of one or two detector
plans more rapidly than | e Changes split within a cycle. per intersection approach.
traffic adjusted control.

e Offsets and cycle lengths e Less emphasis on maintenance
change more rapidly than for of timing plans than for traffic
traffic adjusted control. adjusted control.

e Higher level of central
processing required than for
traffic adjusted control.

Traffic Adaptive Control e Uses predictive data to change | ¢ Higher speed communications
phase. Does not explicitly use than for other categories of

® Phase change based on defined signal cycles, splits or control.
prediction from traffic offsets.
measurement at each e Requires one or two detectors
signalized approach. e Systems provided by suppliers per approach depending on

usually retain the capabilities of
the interconnected control
category. e Less emphasis on maintenance
of timing plans.

system.

e I ocal algorithms may require
additional computation at the
intersection in the form of an
additional controller card or
separate unit.

Modern traffic controllers that are not interconnected by wireline or wireless means
provide the capability for time base coordination (TBC). Timing plans must be
implemented and checked by trips to the field. This category of control does not provide
status information to the TMC.

Interconnected control systems provide the capability for wireline or wireless
communication with the TMC. They enable the TMC to monitor the condition of
intersection equipment and to download timing plan changes. In addition to time-of-day
timing plan selection, the operator may select a timing plan at any time. System
detectors, if provided at all are used for general traffic monitoring by the operator and for
planning purposes.

These systems usually provide for three or more weekday timing plans and other plans
that may be required for weekends, holidays, special events or traffic diversion. The
capability for this type of operation is provided by most commercially available traffic
control systems.
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Table 3-14 Characteristics of traffic signal system performance categories.

opo o

/o

oaooe

oao o

UNCOORDINATED CONTROL
Isolated signal operation with local actuation.

TIME BASE COORDINATED CONTROL
Features provided in addition to uncoordinated signals

Used where time of day / day of week (TOD/DOW) coordination is desired without the installation of physical
communication media.

INTERCONNECTED CONTROL
Features provided in addition to time base coordination

Provides capability to monitor proper operation of traffic signals.

Provides split monitoring for traffic signals.

Provides capability to check signal timings remotely.

Provides capability to download new timing plans without field visits.
Provides capability to record of failures for maintenance or legal purposes.

TRAFFIC ADJUSTED CONTROL
Features provided in addition to interconnected control

Detector surveillance necessary for database development where use of more than four weekday timing plan changes is
contemplated.

Provides capability for traffic adjusted operation because of variability in timing plan selection periods or day-to-day
or seasonal volume variations.

Provides capability for surveillance to determine the need for new timing plans.

Provides capability for surveillance to serve as an alternate route for diversion.

Provides capability for surveillance for planning data.

TRAFFIC RESPONSIVE CONTROL
Features provided in addition to interconnected control

Provides capability to respond to short term traffic flow irregularities.

Minimizes timing plan development support after initial setup.

Provides capability to respond to traffic condition changes for special events, street construction.

Provides capability to respond to traffic condition changes due to incidents, double parking.

Provides capability to respond quickly to demand changes resulting from diversion of traffic from a freeway or other
arterial.

TRAFFIC ADAPTIVE CONTROL
Features provided in addition to interconnected control

Provides capability to respond to random or very short term traffic flow irregularities.

Minimizes timing plan development support after initial setup.

Provides capability to respond to traffic condition changes for special events, street construction.

Provides capability to respond to traffic condition changes due to incidents, double parking.

Provides capability to respond quickly to demand changes resulting from diversion of traffic from a freeway or other
arterial.
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Traffic adjusted control provides a relatively slow capability to automatically select
timing plans using data from traffic detectors. Control is usually provided by the UTCS
First Generation Control Algorithm or by algorithms provided by closed loop systems.
The UTCS algorithm selects an entire timing plan based on sensed conditions. Closed
loop systems change cycle, split and offset separately according to sensed traffic
conditions. These algorithms are described later in this chapter. System time constants
and timing plan change algorithms require a few minutes before the timing plan change
can be effected. Thus timing plan changes are usually made at greater than 15 minute
intervals, and flow disturbances may be experienced during periods when these changes
are being made. System detectors are required. As a general rule, the average number of
system detectors is approximately equal to the number of intersections. These detectors
may also be used to provide planning data; however, if planning functions are required, it
is preferable to have full lane detector coverage for the sampled locations. The capability
for traffic adjusted control operation is provided by most commercially available traffic
control systems.

Traffic responsive control systems may change the split at each phase of the traffic signal
cycle based on traffic measurements upstream of the intersection. Small changes in cycle
time and offset may be made during time periods ranging from each cycle to a few
minutes. The greatest benefit for traffic responsive systems is the ability to react to non-
schedulable events or unpredictable events such as incidents. Other benefits include the
ability to adjust timing plans without the requirement to manually generate new plans.

Systems such as SCOOT and SCATS (described later in the chapter) are examples of
commercially available traffic responsive systems. While detector requirements differ
with system implementation, SCOOT generally requires one detector per signalized
approach. SCATS uses one detector in each major approach lane.

Traffic adaptive control strategies such as RHODES and OPAC (described later in this
chapter) do not employ defined traffic cycles or signal timing plans. They utilize traffic
flow models that predict vehicle arrivals at the intersection, and adjust the timing of each
phase to optimize an objective function such as delay. Because they emphasize traffic
prediction, these systems can respond to the natural statistical variations in traffic flow as
well as to flow variations caused by traffic incidents or other unpredictable events.
Intersection control equipment for adaptive systems is often more complex than for the
other control categories.

Online Network Traffic Control Techniques
Online computer techniques use a computer traffic control system to:
e Collect data on traffic flow conditions,

e Make calculations to determine a desired timing plan, and
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e Implement or adjust the timing plan in short time intervals such as each phase
or cycle or when a different plan is required. Conventional traffic control
systems select a plan from a stored plan library based on current conditions.
Traffic responsive and adaptive systems provide for dynamic or real-time
timing plan generation.

UTCS Control

Starting in the 1970's, a large number of U.S. cities implemented computer traffic
systems using technology developed by the FHWA (under a number of related research
programs) (33, 34, 35, 36, 37) and termed the Urban Traffic Control System (UTCS).
FHWA established a testbed in Washington, DC which served as the prototype for many
later systems. UTCS systems implemented in the 1970's and through much of the 1980's
possessed the following characteristics:

e Minicomputer based central computer controls signals with commands for
discrete signal state changes. Timing for commands provided at intervals of
approximately one second.

e Signal timing plans stored in the central computer. Timing plan changes may
result from:

- Traffic responsive operation (based on detector inputs from the field),
- Time-of-day selection, or
- Operator commands (manual).

e Computation of volume and occupancy from detector data each minute. This
data was used for reports and for archival purposes. The data is smoothed
with a filter for use with the traffic responsive control algorithm and for the
graphical display.

e A first generation traffic responsive control algorithm for changing
background timing plans. Table 3-15 describes the UTCS first generation
traffic responsive control algorithm. Reference 2 provides a more detailed
discussion of the UTCS control algorithms.

The central computer for the initial family of computer traffic control systems provided a
signal to the field controller to change each interval or phase of the traffic signal control
cycle; however most of the current traffic control systems download timing plans to the
field controller. The timing plans are stored in the field controller, which then times out
each traffic cycle. Implementation technique notwithstanding, many of the current traffic
control systems employ the UTCS First Generation Traffic-Responsive Control
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Table 3-15 UTCS first generation traffic-responsive control algorithm.

Signature

The basic concept of the traffic-responsive control law associates each prestored timing plan with one or more traffic
signatures. This signature comprises an array of numbers, one for each system detector in the subnetwork or section. Each
number represents a linear combination of volume and occupancy data for the detector. A column matrix or vector can
represent these numbers if ordered in a vertical array. Equation 3.21 represents the vector equation for the signature.

VPLUSKO(SIG) =VS(SIG) + KWT (OS(SIG)) (3.21)
Where:

VS = Vector representative of the volumes for stored signature SIG

0S = Similar vector for occupancy

KWT = Weighting factor

With 2 detectors present (denoted by subscripts 1 and 2), the corresponding scalar equations become:

VPLUSKOI(SIG):VSI(SIG)+ KWT(OSI(SIG)) (3.22)
VPLUSKOz(SIG)zvsz(SIG)+ KWT(OSz(SIG)) (3.23)
Match

The algorithm then matches real-time traffic data from each subnetwork detector against the signatures and selects the timing
plan corresponding to the best match. Matching identifies the signature, which minimizes the sum of absolute values of the
difference in each detector's match.

Equation 3.24 represents this mathematically:

ERR(SIG) =VPLUSKO(SIG)—VF — KWT « OF (3.24)

Where:

VF = Current smoothed volume
OF = Current smoothed occupancy

The components of the error vector for each signature are summed and the timing plan associated with the signature having
the smallest error sum is selected. UTCS permits a limited number of signatures (often 3 or 4) to be matched at any time of
day (window). This ensures selection of a viable timing plan.

Many UTCS can adjust the test frequency, with the usual period ranging from 4 to 15 minutes.

Sometimes, error values relative to each of 2 stored signatures may be close. In this case, random components in the traffic
data may cause frequent changes in timing plans. To reduce this oscillation, UTCS permits implementation of a new timing
plan only when it provides a significantly lower error than the current signature, i.e., it must show at least a threshold level of
error improvement.
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Algorithm described in Table 3-15. These systems are identified in the two-level
distributed control block in Figure 1-2. Implementations of current system architectures
are described in Chapter 8.

Control Algorithms for Closed Loop Systems

Closed loop systems are identified by the three-level distributed control block in Figure
1-2. A central computer stores and downloads signal timing plans through a field master
to a signal controller. It also supervises controller operations. A field master
preprocesses detector data prior to upload to the control computer. It also selects the
timing plans for traffic responsive control.

The specific signal timing plan selection algorithms vary among system suppliers;
however, they generally provide the following features:

e System detectors in a control section are assigned to implement either the
cycle, split or offset computation. A system detector may be assigned to one
or more computations.

e Selections of cycle, split and offset are made separately. The cycle selection,
for example, would typically depend on volume and / or occupancy lying
between pre-established thresholds. A cycle length is associated for each
range of detector values lying between thresholds. Split and offset thresholds
are similarly established.

e In some cases, traffic features such as directionality or queue presence may be
used in the computation of cycle, split and offset. System detectors may be
assigned to compute these features.

e Provisions are often made for the constraint of cycle, split and offset
selections by time of day or by some other means so that the entire timing
plan conforms to a plan developed by a signal timing program such as
TRANSYT 7F or Synchro.

Balke, et. al. (38) provide a discussion on supplier specific parameter selection issues.

Traffic Responsive Control Systems

Traffic responsive control systems are distinguished from the systems described above in
the following ways:

These systems generally respond to changes in traffic on a system-wide basis quite
rapidly usually at the next phase of the traffic cycle.
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e Except for initialization purposes, storage of precomputed cycle length, splits,
and offset is not required, i.e. the system continually computes the traffic
control plan.

e Extensive traffic detector instrumentation is required.

The following subsections describe the traffic responsive systems that are currently
commonly available.

SCOOT (Split, Cycle and Offset Optimization Technique) (39, 40, 41, 42, 43)

The Transport and Road Research Laboratory (TRRL) in Great Britain developed
SCOOT beginning in 1973, and by 1979 implemented it on a full-scale trial in Glasgow.

Based on detector measurements upstream of the intersection, the SCOOT traffic model
computes the cyclic flow profile for every traffic link every four seconds (Figure 3-24).
SCOOT projects these profiles to the downstream intersection using the TRANSYT
dispersion model (Equations 3.16 and 3.17 in Table 3-9). Table 3-16 summarizes the
SCOOT optimization process.

Table 3-16 SCOOT optimization process.

Timing Parameter Process

Offset A few seconds before every phase change, SCOOT determines
whether it is better to:

Advance or retard the scheduled change by up to 4 seconds, or
Leave it unaltered.

Split Once per cycle, SCOOT determines whether the performance
index (PI) can be improved by reducing or increasing each offset
by 4 seconds. The PI is usually a weighted sum of stops and
delays.

Cycle SCOOT varies the cycle time by a few seconds every few minutes
to try, if possible, to keep the maximum degree of saturation
below 90 percent on the most heavily loaded phase.

SCOOT contains provisions for weighting capabilities in the signal optimizers to give
preference to specific links or routes.

Recent additions to SCOOT have enhanced its performance under congestion and
saturation conditions. Table 3-17 describes the enhanced SCOOT features. Section 8.3
describes SCOOT benefits, SCOOT detector deployments and additional application
information.
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Table 3-17 Enhanced SCOOT features.

Features

Description

Congestion Offsets

Under congestion conditions, the best offset may facilitate a
particular movement (to prevent spillback across an intersection or
for other reasons). Under congestion situations, SCOOT provides
congestion offsets that replace the criterion for optimizing the PI
with a specially designed offset. Information from another link
may also be used to implement offsets under congestion conditions.

Gating Logic

Gated links are designated to store queues that would otherwise
block bottleneck links. Thus, green time can be reduced on a gated
link as a function of saturation on a remote bottleneck link.

Green time reduction to a prescribed level is initiated when the
problem is identified in the problem area as measured, for example,
by degree of saturation. The green time is reduced as the problem
becomes more severe, but a specified minimum green time is
preserved.

Automatic Calibration of
Saturation Occupancy

Early versions of SCOOT required the system operator to supply
the appropriate value of saturation occupancy. The latest version of
SCOOQOT provides this capability automatically, which:

e FEliminates a calibration effort, and

e Improves response to the real-time changes of this value as a
function of temporary conditions.

Bus Priority

Bus priority can be granted using either simple bus detectors or by
means of an advanced vehicle location system. The latter
capability allows priority (green extension or advance) to be
implemented by importance (e.g., granting priority only to late
buses). Priority may be constrained by the detection of congestion
on computing phases affected by priority.

Emissions

Emissions estimates may be used as the objective function in the
computation of offsets.

SCATS (Sydney Co-ordinated Traffic Control System)

The Sydney Coordinated Adaptive Traffic System (SCATS) (44, 45, 46, 47) was
developed by the Roads and Traffic Authority (RTA) of New South Wales, Australia. A
real-time area traffic control system, it adjusts signal timing in response to variations in
traffic demand and system capacity, using information from vehicle detectors, located in
each lane immediately in advance of the stopline.

SCATS uses two levels of control: strategic and tactical. Strategic control determines
suitable signal timings for the areas and sub-areas based on average prevailing traffic
conditions. Tactical control refers to control at the individual interaction level. Table 3-
18 describes the functions of each control level.
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Table 3-18 SCATS control levels.

Level Description
Strategic e A number of signals (from 1 to 10) group together to form a
subsystem.

e Up to 64 subsystems can link together for control by a regional
computer.

e Each traffic signal in a subsystem shares a common cycle time, which
is updated every cycle to maintain the degree of saturation around 0.9
(or a user-definable parameter) on the lane with the greatest degree of
saturation. Degree of saturation corresponds to an occupancy value
measured by the detector.

e Cycle time can normally vary up to 6 seconds each cycle, but this limit
increases to 9 seconds when a trend is recognized.

e Phase splits vary up to 4 percent of cycle time each cycle to maintain
equal degrees of saturation on competing approaches, thus minimizing
delay.

o Offsets selected for each subsystem (i.e., offsets between intersections

within the subsystem) and between subsystems linked together.
Tactical e Operates under the strategic umbrella provided by the regional
computer.

e Provides local flexibility to meet cyclic demand variation at each
intersection. For example, any phase (except the main street phase)
may be:

- omitted
- terminated earlier
- extended

e Time saved during the cycle as a result of other phases terminating
early or being skipped may be:
- used by subsequent phases
- added to the main phase to maintain each local
controller at the system cycle length

SCATS has seen application in many cities throughout the world. Its first application in
North America was in conjunction with the Autoscope video detector in Oakland County,
Michigan, in the FAST-TRAC project.

SCATS currently has three levels of control: local, regional, and central. SCATS
distributes computations between a regional computer at the traffic operations center and
the field controller. Implementation in the US therefore requires special adaptation of an
existing traffic controller to incorporate the SCATS field processing functions.
Additional information on architecture is given in Section 8.3.
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Several studies have been performed to measure the effectiveness of SCATS. RTA
simulated a comparison of SCATS with a TRANSYT optimized fixed time system (45)
and claims the following benefits:

e In the A.M. peak period, with traffic flow not deviating about the average,
SCATS shows little improvement in delay and approximately 7-8% fewer
stops.

e In the A.M. peak period, when traffic flows fluctuate 20% to 30% from the
average, SCATS shows improvements as follows:

8% in total vehicle stops along main roads,

3% in total traffic delay,

3% in total fuel consumption, and

3-6% reduction in pollutant emission (CO, HC and NOx)
A study by the City of Troy, Michigan (48), found the following benefits
e Travel time reductions
- A.M. Peak: 20%
- Off Peak: 32%
- P.M. Peak: 7%
e 20% reduction in stopped vehicle delay

e Although no significant decrease in the number of accidents, the percentage of
incapacitating crashes reduced from 9% to 4%

Abdel-Rahim, et al. (49) found the following results in Oakland County, Michigan. The
results indicated travel time decreased 8.6% in the morning peak direction of travel and
7% in the evening peak direction of travel. Off peak and non-peak direction travel times
were also improved, decreasing 6.6 to 31.8%. The improved travel times observed on this
major arterial, however, lead to increased average delay on minor arterial approaches:

e A.M. Peak travel time reduction: 8.6%

e P.M. Peak travel time reduction: 7%

e Off-Peak and non-peak direction travel time reduction: 6.6% - 31.8%
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e Increased average delay on minor streets
Major operational advantages of SCATS include:

e The ability to automatically generate timing plans thus saving the operating
agency the effort of performing this task, and

e The ability to automatically calibrate detectors, thus avoiding this task during
system test and grooming

Section 8.3 provides additional application information on SCATS.

Traffic Adaptive Control Systems

Traffic adaptive control systems feature sufficient surveillance capability to provide a
detailed profile of traffic approaching an intersection. Since control decisions are made
during each phase, no explicit cycle length is defined in the control algorithm.

RHODES

The RHODES (50) architecture is based on decomposing the control-estimation problem
into three hierarchical levels: (1) intersection control; (2) network control; and (3)
network loading. Figure 3-25 shows the RHODES architecture. At the lowest level,
intersection control, traffic flow predictions and signal phase and duration decisions are
made based on observed vehicle flows, coordination constraints, flow predictions and
operational constraints that are typically established by the traffic engineer.  These
decisions are currently made on a second-by-second basis.

At the middle level, the network control level, predictions of platoon flows are used to
establish coordination constraints for each intersection in the network. These decisions
are made periodically at an approximate interval of 200-300 seconds depending on the
network characteristics.

At the highest level, the network loading level predicts the general travel demand over
longer periods of time, typically one hour. These demands can be used proactively to
determine future platoon sizes at or near the control boundaries. Many of the anticipated
benefits of Advanced Traveler Information Systems (ATIS) and / or Dynamic Traffic
Assignment (DTA) can be used for traffic control and management through the network
loading level.
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Figure 3-25 The RHODES hierarchical architecture.

OPAC

OPAC (Optimized Policies for Adaptive Control) (51) is a set of algorithms that calculate
signal timings to minimize a performance function of stops and delays. OPAC was
developed in a series of versions. OPAC III and OPAC IV are revisions that have been
physically implemented.

OPAC III provides local intersection control. It implements a “rolling horizon” strategy
to make use of flow data that are readily available from existing detection equipment
without degrading the performance of the optimization procedure. In this version, the
stage length consists of n intervals. The stage is called the Projection Horizon (or simply
Horizon) because it is the period over which traffic patterns are projected and optimum
phase change information is calculated. The horizon is typically taken to be equal to an
average cycle length.

Figure 3-26 is an illustration of the rolling horizon procedure. From detectors placed
upstream of each approach, actual arrival data for k intervals can be obtained for the
beginning, or head, portion of the horizon. For the remaining n-k intervals, the tail of the
horizon, flow data may be obtained from a model. A simple model consists of a moving
average of all previous arrivals on the approach. An optimal switching policy is
calculated for the entire horizon, but only those changes which occur within the head
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portion are actually being implemented. In this way, the algorithm can dynamically
revise the switching decisions as more recent (i.e., more accurate) real-time data
continuously become available.

Projection Horizon

-t o
0 k n
-
Roll Period Projection Horizon
= =
K 2 K#n
-z

Roll Period

Figure 3-26 Implementation of the rolling horizon approach in OPAC.

By placing the detectors well upstream of the intersection (10 to 15 sec. travel time) one
can obtain actual arrival information for the head period. This allows for a more correct
calculation of delay for any given phase change decision. At the conclusion of the
current head period, a new projection horizon containing new head and tail periods is
defined with the new horizon beginning at (rolled to) the termination of the old head
period. The calculations are then repeated for the new projection horizon. The roll
period can be any multiple number of steps, including one. A shorter roll period implies
more frequent calculations and, generally, closer to optimum (i.e., ideal) results.

OPAC 1V is a network version of OPAC. OPAC was developed from the outset as a
stand-alone “smart controller” that can be used as a building-block in a distributed
control system. No explicit coordination features were imbedded; however, the
algorithm has inherent self-coordination capabilities due to the tail model in the
projection horizon. A system using these capabilities was successfully installed on Rt. 18
in New Jersey. As part of the RT-TRACS project, the OPAC control logic was expanded
to include, at the option of the user, an explicit coordination / synchronization strategy
that is suitable for implementation in arterials and in networks. This version is referred to
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as Virtual-Fixed-Cycle OPAC (VFC-OPAC) because from cycle to cycle the yield point,
or local cycle reference point, is allowed to range about the fixed yield points dictated by
the virtual cycle length and the offset. This allows the synchronization phases to
terminate early or extend later to better manage dynamic traffic conditions. VFC-OPAC
consists of three-layer control architecture as follows:

Layer 1: The Local Control Layer implements the OPAC III rolling horizon
procedure. It continuously calculates optimal switching sequences for the
Projection Horizon, subject to the VFC constraint communicated from
Layer 3.

Layer 2: The Coordination Layer optimizes the offsets at each intersection (once
per cycle). This is done by searching for the best offset of the PS within a
mini-network. Since this is carried out in a distributed fashion at each
intersection, each SS will, in its turn, also be considered as a PS of its own
mini-network.

Layer 3: The Synchronization Layer calculates the network-wide virtual-fixed cycle
(once every few minutes, as specified by the user). The VFC is calculated
in a way that provides sufficient capacity at the most heavily loaded
intersections while, at the same time, maintaining suitable progression
opportunities among adjacent intersections. The VFC can be calculated
separately for groups of intersections, as desired. Over time the flexible
cycle length and offsets are updated as the system adapts to changing
traffic conditions.

Saturated Flow Conditions

A saturated flow condition develops when demand at a point (or points) in a network
exceeds capacity for a sustained period. This condition reveals itself at an intersection
through the development of long queues, which may reach from one intersection to

another.

When this condition occurs, traffic cannot move even when it receives a green light, and
jam conditions develop.

To clear traffic during jam conditions requires a different concept of control. Most of the
control techniques described up to this point will fail in an oversaturated traffic
environment. In a network, two levels of saturated flow can occur:

e Saturated flow at a limited number of signalized intersections, and

e Widespread saturation.
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The following control concepts deal with these types of saturated flow.

Under NCHRP-sponsored Project 3-18, researchers at Polytechnic University developed
guidelines for improving traffic operations on oversaturated street networks and
documented them in NCHRP Report 194, Traffic Control in Oversaturated Street
Networks (52). The researchers used simulation and analytical studies, field tests, and
national surveys to develop the guidelines. The report enumerates several candidate
treatments:

e Minimal response signal remedies — intersection,
e Minimal response signal remedies — system,

e Highly responsive signal control,

e Enforcement and prohibition,

e Turn bays and other non-signal remedies,

e Major lane assignments, and

e Disruptions to the traffic.

Arterial and network signal timing programs primarily optimize flow on unsaturated
arterials and networks. These concepts provide progressive greenbands for vehicles and
minimize a network performance index such as delays and stops.

However, widespread network saturation requires special coordination techniques (52,
53, 54). Quinn expresses the coordination principles (53):

"A common feature of the strategies is a change in the basic concept of what the
offset between signals is supposed to accomplish. Instead of providing for
forward progression of vehicle platoons, the signal timings at an upstream
junction are determined by the start of green downstream, and the time taken for
the front of a queue to move upstream and clear the upstream intersection. Thus,
the order of calculation of signal timings is opposite to the flow of congested
traffic, so that the term ‘reverse offsets’ is sometimes used. The principle is
illustrated in Figure 3-27.".

The NCHRP 3-38 study broadened these concepts. Reference 55 describes the basis for
developing signal timing plans and strategies along with examples. The reference also
describes other forms of metering such as external metering (Figure 3-28) and release
metering (controlled rate of discharge from parking facilities).
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Figure 3-27 Reverse progression signal offset.
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Figure 3-28 External metering.
Lieberman et al (56) describe a control policy for oversaturated approaches as follows:

“The policy principles are: (1) the signal phase durations “meter” traffic at
intersections servicing oversaturated approaches to control and stabilize queue
lengths and to provide equitable service to competing traffic streams; and (2) the
signal coordination (i.e. offsets) controls the interaction between incoming
platoons and standing queues in a way that fully utilizes storage capacity, keeps
intersections clear of queue spill-back and maximizes throughput™

A number of strategies have been developed to improve the timing of these networks (57,
58). These strategies generally attempt to accomplish the following.
e Identify the queue and the queue discharge time.

e Identify the downstream storage available for queue discharge.

e Maximize throughput by avoiding the provision of green time that cannot be
used or is inefficiently used because traffic cannot flow during thee green
periods.

The algorithms generally require a search for possible solutions. Techniques such as
genetic algorithms may be used to facilitate the search.

Girianna and Benekohal (59) provide an algorithm to manage local queues by distributing
them over a number of signalized intersections, and by temporarily spreading them over
several signal cycles. Girianna and Benekohal (60) describe a procedure for dissipating
queues on a two-way arterial.
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Where widespread saturation exists, one perspective views the area as possessing a
capacity to contain vehicles and manages entry flow to this capacity. Smeed provides
equations to determine the capacity (61). Godfrey (62) illustrates the relationships
among:

e Number of vehicles in the network,
e Throughput of the network in vehicle mi/hr (km/hr), and
e Average vehicle speed.

Figures 3-29 and 3-30 illustrate the relationship for the town center of Ipswich, England
(62). The figures show that current operation provides less than maximum potential
throughput at an average speed of 7.4 mi/hr (11.9 km/hr). The shape of Figure 3-29
resembles the freeway speed versus density relationship and the shape of Figure 3-30
resembles the freeway volume versus speed relationship. These curves suggest
improvement of network use and travel speed through a combination of external and
release metering to limit the number of vehicles accessing the network to the number that
represents a maximum throughput condition.

Management policies for controlling widespread congestion may make use of regulatory
or pricing approaches. Both of these techniques require participation at the highest
political levels in the jurisdiction involved.

Regulatory Approaches

After the events of September 11, 2001, New York City restricted the entry of vehicles to
the central business districts of Manhattan during certain periods of the day. This
significantly reduced congestion during the period that these controls were in effect.
Congestion Pricing Approaches

While a number of localities have used vehicle entry pricing to congested areas, the
largest scale application of this technique started in central London in February 2003.
The daily congestion charge of 5 pounds (approximately $8) resulted in considerably
reduced congestion and increased speed in this highly congested area (63). The website
(64) describes the collection and enforcement methodology.

Network Simulation

A number of simulations exist for modeling surface street networks. Three of these
simulations also model freeway networks. All of these simulation programs have many
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similar or exactly the same features. The discussions that follow touch on some of the
characteristics featured by these models.
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Figure 3-29 Relationship between mean journey speed and number of
vehicles on town centre network.
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CORSIM

CORSIM (65) is a two-part microscopic traffic simulation tool and is a part of FHWA's
Traffic Software Integrated System (TSIS). The first part of CORSIM, NETSIM,
simulates surface streets, and the second part, FRESIM, simulates freeways. The surface
street simulation has the following capabilities:

e Graphical visualization system (TrafVu) displays and animates networks,

including traffic flow, signal operation, freeway and surface street incident
modeling (accidents, work zones, parking activity), sources / sinks and MOEs.

e Models pretimed and actuated signals.

e Models traffic signals, system and local actuation detectors, sign control (stop
and yield), and roundabouts.
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e Analyzes the network by continuously tracking all individual vehicles.
e Uses vehicle and driver behavior models.
e Models cars, trucks, and buses.

e Creates text output files for MOEs. The MOEs can be viewed graphically in
TrafVu. The model provides travel times, average speed and bus statistics.

e MOEs include Control Delay (can be used to calculate LOS using the HCM
method), overall vehicle delay, stops, queues, emissions (CO, HC, NOx), fuel
consumption.

SimTraffic

SimTraffic (26) is a Synchro-companion program that allows visual simulation of a
surface street traffic network. In SimTraffic, it is possible to create mixed networks of
signalized and unsignalized intersections, model both pretimed and actuated
intersections, and simulate operation of several intersections by one controller. It is
possible to model sections of freeways. SimTraffic models cars, trucks, and pedestrians.
SimTraffic allows the user to simulate traffic signal timings developed in Synchro and
verify there are no major queues, spillbacks or phasing problems.

Paramics

Paramics (66) is a microscopic traffic simulation system developed by Quadstone
Limited. The system has tools for modeling, analysis and processing of surface street and
freeway network data. The resulting network can also be displayed visually. The software
includes an estimating tool for costs. The software can use bitmapped background or an
aerial photograph for network geometric configuration input (to build the network using
the bitmap as the background). It has the following features for surface street operation:

e Three-dimensional visualization system.

e Pretimed and actuated signals

e (Graphical user interface has network and simulation parameter modification
tools

e Analyzes congestion by continuously tracking all individual vehicles on the
network (vehicles are released on the links)
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e Allows parking lot simulation, illegal or double parking simulation, and
incident modeling (disabled vehicles and accidents) including rubbernecking
delays on the opposite side of the road.

e Accounts for vehicle type and driver behavior type.
e Models cars, trucks, and pedestrians.
e Can model public transportation, including buses and trains.

e Has capabilities for priority intersection analysis (public transport actuated
traffic signals).

e MOEs also include emissions (CO, HC, NOx), fuel consumption and noise
pollution.

e Route-cost calculation module (in terms of travel time, distance and tolls).

Paramics is used in the UK, US, Australia, and in the academic environment.

VISSIM

VISSIM (67) is a microscopic traffic simulation model designed to simulate surface
streets and freeways. The simulation is time step based, and it monitors all individual
vehicle-driver units. The model consists of the VISSIM traffic flow simulation and the
CROSSIG control program, which receives the detector input from VISSIM and
determines the signal phasing. VISSIM does not have links and nodes—it uses a system
of links and link connectors. Infrastructure typically allocated to nodes (signal heads, stop
signs, etc.) is allocated to links in VISSIM. VISSIM produces Time-Space and Space-
Speed Diagrams, and it creates an animated simulation of the vehicle movement. VISSIM
is used in Europe, and, to a lesser extent, in the United States. It has the following
features for surface street operation:

e Stop-sign control, pretimed and actuated signals control
e Models signals, ramp meters, detectors, and electronic message signs

e Graphical user interface allows modeling of network geometry. The network
can be modeled using a bitmap image as a background.

e Analyzes queues and areas of speed reduction by continuously tracking all

individual vehicles on the network, recording position, speed and acceleration
of each vehicle for every second.
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e Models cars, trucks, and pedestrians
e Can model public transportation, including buses, light rail and heavy rail

e Has capabilities for preemption and priority intersection modeling (buses and
light rail). This may require development of an additional program.

e Typical input includes network geometry, traffic volumes, vehicle types and
lengths, vehicle speeds, accelerations, signal timings, and bus stop locations
and boarding times. The network model can also be imported from the
transportation planning model VISUM.

e MOE:s include delays, stops, queues, travel times (including delays at signals
and bus stop delays), emissions and fuel consumption.

3.9 Special Controls

Closely Spaced Intersections
A special case of arterial street control involves two (or rarely three) intersections so
close together that they are better controlled by the same signal controller rather than by
separate controllers. A single controller may be advantageous for closely spaced
intersections under any of the following conditions:
e The physical spacing between the intersections is small — say 200 feet or less.
e Careful coordination of the signals is necessary to avoid queue spill-back from
one intersection that can seriously disrupt operation of the adjacent
intersection.
e Both turning and through traffic movements at the upstream intersection
constitute major traffic movements requiring progression through the

downstream intersection.

e The closely spaced signals do not require coordination with other signals on
the arterial, or require coordination only during peak periods.

e Actuated control of the signals is desired.
e One or both intersections operate near saturation during peak periods.

A single controller can provide the following operational advantages:
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e The signals can operate in free mode (not coordinated) with all the efficiency
advantages of fully-actuated, free operation, while still coordinating the
service of major traffic movements at adjacent intersections to provide
progression and avoid queue spill-back.

e Progression between intersections can be maintained even under relatively
low-volume conditions when it is inefficient to use normal signal coordination
due to the need for a fixed cycle length long enough to accommodate
pedestrians and traffic fluctuations.

e (Critical movements can remain coordinated even when normal signal
coordination measures fail (e.g., clocks drift, signal interconnect fails).

e A vehicle approaching an upstream signal on a progressing movement can
cause the appropriate phase at the downstream signal to be called or extended
as needed.

Figure 3-31 provides an example of how two closely spaced intersections can share a
normal eight-phase, dual-ring controller to good effect. Many modern controllers now
offer sixteen or more phases in four or more rings, and eight or more overlaps, allowing
use of a single controller even when numerous traffic movements need separate phases or
overlaps and more than normal dual-ring logic. Some controllers will also support
multiple cabinets, each with its own set of detectors (inputs), load switches (outputs),
power supply, and conflict monitor.

As another example, signalized tight diamond interchanges often use one signal
controller (68). Such implementations typically involve one of the two phasing
arrangements shown in Figure 3-32, or switch between these phasing options as traffic
flow patterns change during the day. One phasing scheme uses three phases per ring and
is often called Three-Phase Operation. The other uses four phases per ring and is often
called Four-Phase Operation.

Three-phase operation gives a green indication to both off-ramps simultaneously, and
then serves all through movements followed by both left turns to the on-ramps (and their
adjacent exiting-through movements). Desirably, only one barrier is imposed between
the two rings (to coordinate the operation of the two intersections even when operating in
free mode) following phases 1 and 5. However, some controllers don’t allow for single
barrier operation, and require a second barrier following phases 4 and 8. In this case both
off-ramps receive identical green times.

Three-phase operation is efficient if turning traffic volumes are light, and can minimize

the cycle length. However, as turning volumes increase, this scheme can lead to internal
queue spillback and operational breakdown.
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Higher turning movement volumes (from off-ramps, or to on-ramps) can be
accommodated using the four-phase scheme. In this arrangement, the off-ramps are
served at different points in the cycle. The exiting-through-and-left movements at the
other intersection receive a green indication for part of the off-ramp service time. The
green indication for the exiting-through-and-left movements also coincides with part of
the green time for entering-through traffic at the adjacent intersection. This avoids
internal queue spillback problems.

In four-phase operation, phases 3 and 7 are typically served for a fixed green time, that
being the travel time from one intersection to the next. This ensures that the first through
vehicles on the surface street do not have to stop at the second intersection, while
avoiding wasted time at the second intersection. Efficient use of this fixed phase duration
requires the termination of phases 4 and 8 via advance detectors on the off-ramps. Phases
4 and 8 will typically terminate later than phases 5 and 1 respectively, as U turn
movements at interchanges are rare and exiting-left-turn traffic has already had ample
time to depart. Phases 4 and 8 can have a very short minimum green time.

Both of these diamond interchange phasing schemes make use of overlaps to enable a
traffic movement to receive a continuous green display during two or more phases. The
overlaps also drive pedestrian displays, at least for pedestrians crossing the surface street.
Additional overlaps can enable a controller to be programmed with both phasing schemes
simultaneously, using up to 14 phases. Either subset of phases (three-phase operation or
four-phase operation) can be selected during a particular timing pattern by omitting the
other phases.

Control of multiple intersections with a single controller can also have the following
drawbacks, which need to be considered:

e A fault in the controller or other cabinet equipment not duplicated at each
intersection can cause both intersections to go into failure-mode flash.
Depending on intersection spacing and traffic patterns, this can be
undesirable.

e Unless separate cabinets and power supplies are used, a single controller can
require relatively long wiring runs which can exceed maximum lengths for
voltage drop or detector sensitivity unless special cabling is used.

e It may not be possible to locate a single controller cabinet such that a

technician can see all movements at all intersections when troubleshooting or
starting the controller.
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Directional Controls and Lane Control Signals
To best use existing facilities, consider unbalanced and / or reversible-lane flow. This
requires special traffic controls to effect the desired movements. Two basic types of

operations using surface street directional controls include:

e Reversible Flow - Dynamically operating a street as one-way inbound, one-
way outbound, or two-way. Applications may include:

- Heavy imbalance of directional traffic flow for relatively short periods
such as in and out of central business districts,

- No alternate solutions such as one-way pair or street widening,
- Severe congestion and need to increase directional capacity, and

- Nearby parallel street capable of handling minor directional flow during
peak one-way operation.

e Off-center lane movement - Partial reversal of traffic flow where only one or
two lanes are reversed. Applications are similar to reversible flow.

Current techniques for controlling directional movement use signs or a combination of
signs and lane control signals. Change of operational mode is usually on a time-of-day

basis.

Directional control is often used in tunnel and bridge operations for the following
purposes:

e Assignment of roadway lanes to prevailing directional traffic flow
requirements,

e Control of traffic flow during maintenance operations, and as
e An element in incident response plans.

Reversible lane control has proven the most common use for lane control signals (LCS).
Examples include (69, 70):

e Toll booths,
e HOV lanes,

e Reversible transitways on freeways,
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e Arena traffic, and
e Parking control

Other applications include:

e Restriction of traffic from certain lanes at certain hours to facilitate merging
traffic from a ramp or other freeway, and

e Lane use control for:
— Tunnels,
- Bridges, and

- Freeways.

The MUTCD further defines the signal displays and meaning of indications as described

in Table 3-19.

Table 3-19 Definitions of lane control signal displays.

Display

Definition

Steady Downward Green Arrow

Driver permitted in the lane over which the arrow
signal is located.

Steady Red X

Driver not permitted in the lane over which the
signal is located. This signal shall modify the
meaning of all other traffic controls present

Steady Yellow X

Driver should prepare to vacate the lane over which
the signal is located, because the lane control
change is being made to a steady Red X indication.

Steady white two-way left-turn arrow

Driver permitted to use a lane over which the signal
is located for a left-turn. Driver further cautioned
that lane may be shared with opposite flow left-
turning vehicles.

Steady white one-way left-turn arrow

Driver is permitted to use a lane over which the
signal is indicated for a left turn (without
approaching turns in the same lane) but not for
through travel.

The MUTCD further defines other characteristics of LCS including:

e Display shape and size,

e Visibility distance and angle,

e Separate or superimposed display units,
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e Positioning of LCS over lane,
e Longitudinal spacing of LCS over length of controlled roadway, and
e LCS display sequencing and operations.

An ITE equipment and materials standard also exists for LCS (71). It further defines a
number of other characteristics including:

e Construction,

e Lens color definitions, and

e Arrow and X shape guidelines.
Many of the factors that govern visibility of CMS messages also apply to LCS.
The most common types of LCS are:

¢ Fixed-grid fiberoptic, and

e Fixed-grid light emitting diode.

Lane Control Signal Technology is discussed in Chapter 8 of the Freeway Management
and Operations Handbook.

Lane control signals are not mandatory for reversible lanes or other purposes; signing
often can suffice in these applications. However, properly designed and operated lane
control signals generally prove more effective and their use is steadily increasing.

Preemption Systems
Preemption of the normal cycling of a traffic signal may be used:

e To clear traffic from railroad tracks when a train is approaching an at-grade
crossing within or adjacent to the signal, and to avoid giving a proceed
indication to vehicular and pedestrian movements that cross the tracks, while
the crossing is active, and

e To provide a proceed indication to an approaching fire truck or other
emergency vehicle, thus reducing delays to such vehicles. Preemption is
sometimes used similarly to reduce delays for transit vehicles, but this is rare
and signal priority is typically used for this purpose (see following section).
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In railroad preemption, a railroad track circuit senses the presence of an approaching
train. This presence indication is a steady input to the traffic signal controller and causes
the traffic signal to start a preemption sequence that may include the following stages:

e Current vehicular and pedestrian service is terminated immediately,

e A green indication is given to vehicles that may be queued on the railroad
tracks, just long enough to allow vehicles to move off the tracks,

e Before the train arrives at the crossing, signal operation changes to either
flashing red for all signals (pedestrian indications are dark), or cycling through
a subset of the phases — those that do not conflict with the railroad crossing,
and

e When the train departs and the presence input goes away, the signal resumes
normal operation, but may temporarily operate special timings that help clear
a queue of vehicles blocked by the train’s crossing.

Emergency vehicle preemption usually involves a different set of actions. When the
preemption input is first sensed, or after some fixed delay, current vehicular service is
terminated if it conflicts with the emergency vehicle movement, but pedestrian service is
usually allowed to complete timing of the Flashing Don’t Walk indication. The signal
then jumps to the phases that serve the emergency vehicle movement (typically the phase
serving a through movement plus any protected left-turn phase in the same direction) and
remains in these phases until the preemption input goes away or a maximum timer
expires. As with railroad preemption, the signal may be configured to resume normal
service at particular phases, or might be configured to start with the phases that will
instantly restore the coordination offset.

Emergency vehicle preemption is usually triggered by the presence input from an
emergency vehicle sensor at the intersection. Fire trucks often use a radio transmitter or a
strobing infra-red light transmitter. A sensor at the intersection is continuously
monitoring the approach for such a transmission, and preemption remains in effect while
the transmission continues to be received. The directional transmission cannot be
received after the vehicle passes through the intersection. Some transmitters periodically
send the GPS-derived coordinates of the vehicle, and the receiver determines when the
vehicle is close enough to require preemption and which approach it is on.

The preemption input to a traffic signal adjacent to a fire station is often triggered by a
manual push button at the fire station. Less commonly, emergency vehicle preemption is
triggered consecutively at a series of signals along the planned route of the fire truck, by
communication from a master controller (often at the fire station) or central computer.
The fire fighters provide the initial input to the computer or master unit that starts the
selected route preemption sequence. Normal operation is typically resumed after a fixed
amount of time, which should be sufficient for the fire truck to get through each signal.
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Railroad preemption can override emergency vehicle preemption, and both can override
transit priority.

Priority Systems
Priority techniques for transit vehicles on surface streets include:

e Exclusive (diamond) lanes that give buses exclusive right-of-way except for
vehicles making right turns.

e Exclusive contra-flow lanes on one-way streets.

e Exclusive left turn movements.

e Lanes or roadway sections exclusively reserved for transit vehicles.
e Transit signal priority.

Bus delays at traffic signals usually represent 10 to 20 percent of overall bus trip times
and nearly one-half of all delays (72). Other authors have come to similar conclusions
(73, 74, 75, 76); thus, signal priority treatment for buses may be warranted in many cases.
Minimizing bus delays often results in reducing total person delay for all persons using
the roadway, whether in buses or private vehicles.

Conditional Signal Priority gives priority to transit vehicles at an intersection if they can
effectively use the additional green time.

Some control techniques available under conditional signal priority include (73, 74, 75,
76,77, 78, 79):

e Phase / green extension: desired phase green is lengthened by a maximum
time. This proves helpful when the transit vehicle is detected near the end of
the green and no near side bus stop is present. By extending the green a few
seconds, the transit vehicle avoids stopping at the signal.

e Phase early start or red truncation: desired phase green is started earlier.
This is helpful if the transit vehicle is detected during the desired phase red.
Starting the desired phase green a few seconds earlier will save a few seconds
of delay.

e Red interrupt or special phase: a short special green phase is injected into the

cycle. This is especially helpful with near side stops serviced from a shoulder.
The special phase will permit a queue jump. Buses get a special advance
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phase display which allows them to get through the intersection smoothly and
get back into a regular lane of travel easily.

e Phase suppression / skipping: logic is provided so that fewer critical phases
are skipped. This can be used with logic that assesses congestion on the
approaches to the skipped phase.

e Compensation: non-priority phases are given some additional time to make
up for the time lost during priority. Other compensation techniques include
limiting the number of consecutive cycles in which priority is granted.

e Window stretching: non-priority phases are given a core time, which must be
serviced every cycle, and a variable timer which could be taken away for
priority purposes. Flexible window stretching differs in that the core time is
not fixed in position relative to the cycle.

Extensive treatment of priority strategies is provided in Reference 80.
Phase green extension and phase green early start are the most commonly used priority
strategies. Implementation requires that the transit vehicle be detected sufficiently in
advance of the intersection to facilitate termination of cross street phases.
A typical arrangement for providing a green advance or green extension priority is shown
in Figure 3-33. On entering the bus priority provision zone, a priority request would be
provided. The priority request would be terminated when the bus leaves the priority
provision zone. If a bus stop is located on Section L1 and the bus doors are open, the
priority request is terminated and reinitiated when the doors close.
The implementation of these functions requires close coordination between the traffic
signal agency and the transit system operator. Some transit properties operate or plan to
operate “smart buses”. Smart bus components that may be of use for signal priority
include:

e DGPS receivers.

¢ On board computers.

e Door status sensors.

e Dedicated short range communications.

e Data communications to dispatch center.
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Changeable Lane Assignment Systems

Lane use controls may be implemented by using combinations of lane control signals and
conventional signal indications. While these functions are usually implemented on a time
of day basis, they may also be implemented on a traffic responsive basis.

3.10 Benefits

Fuel Consumption

Vehicle fuel consumption represents a major operating expense, and is strongly

influenced by road and traffic conditions. Figure 3-34 (81) shows an example of the
relationship.

Stop
bar

Bus priority provision

L1 L2

A
\ 4
A
v

NOTES
L1 = extension time * (speed limit or bus cruise speed
if lower than speed limit).
L2 is distance required for bus to clear intersection
L2 = distance from stop bar to far side of intersection
+ bus length. May be adjusted to compensate for
DGPS antenna location or other position sensing

Figure 3-33 Bus priority provision zone.
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Figure 3-34 Fuel economy as a function of vehicle speed.

Vehicle Emissions

The Clean Air Act requires states to develop a state implementation plan (SIP) for each
pollutant for which a nonattainment area violates the National Ambient Air Quality
Standards (NAAQS). Transportation measures are a key component in SIP development.
Depending on the severity of nonattainment, the CAA requires various transportation-
related activities, programs and strategies. States also have the option of choosing among
a variety of additional voluntary transportation measures that will best serve their needs.
If these voluntary measures are included in a SIP, then they become enforceable under
Federal law. As state and local transportation agencies will be required to implement
these measures, it is vital that they take an active role in SIP development (82). The
severity of measures required by the SIP depends on the level of nonattainment. An
example of SIP requirements is shown in Table 3-20 (82).

The United States Environmental Protection Agency has mandated that the MOBILEG6
(83) model be used for SIP development outside of California (84). MOBILES6 is an EPA
approved emission factor model for predicting gram mile emissions from cars, trucks and
motorcylcles under various conditions
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Table 3-20 Transportation related SIP requirements for carbon monoxide
nonattainment areas by classification.

Moderate <12.7 ppm:

e Inventory of emissions sources every three years

e  Oxygenate gasoline in areas with a design value of 9.5 ppm or above
e Basic inspection and maintenance program (if existing prior to 1990)

Moderate >12.7 ppm:

o All of the requirements for moderate <12.7 ppm areas

Annual emissions reductions

Enhanced inspection and maintenance program

Vehicle miles traveled (VMT) forecasts and estimates for years prior to attainment year
Contingency measures to implement if area fails to attain or exceeds VMT forecasts

Clean-fuel vehicle program for centrally fueled fleets

Serious:
e All of the requirements for moderate >12.7 ppm areas
e Measures to offset growth in emissions due to growth in vehicle miles traveled (VMT)

Estimating Highway User Costs
Highway user costs are the total of:

e Vehicle operating costs,

e Travel time, and

e Accident costs.
Table 3-21 lists passenger car operating costs in the United States in 2003.
Demonstrating the nation’s reliance on highway transportation, in 1997 more than 182.7
million U.S. drivers drove more than 2.56 trillion vehicle miles in more than 211 million
registered vehicles. In the same year, accidents killed 42,588 people, a rate of 1.66
deaths / 100 million vehicle miles. Tables 3-22 and 3-23 provide information on vehicle

travel and accidents in 1990. Based on National Safety Council data, Table 3-24 shows
accident cost rates for 2002.
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Table 3-21 Passenger car operating costs, United States, 2003.

operating costs per mile
gas and oil 7.2 cents
Maintenance 4.1 cents
tires 1.8 cents
cost per mile 13.1 cents
ownership costs per year
comprehensive insurance $203
collision insurance ($500 deductible) $401
bodily injury and property damage $498
($100,000, $300,000, $50,000)

license, registration, taxes $205
depreciation (15,000 miles annually) $3,738
finance charge $744
(20% down; loan @ 9.0%/4 yrs.)

cost per year $5,789
cost per day $15.86
added depreciation costs $181

(per 1,000 miles over 15,000 miles annually)

total cost per mile

15,000 total miles per year
Per year

cost per mile x 15,000 miles $1,965
cost per day x 365 days *** $5,789
total cost per year $7,754
total cost per mile* 51.7 cents
20,000 total miles per year
per year

cost per mile x 20,000 miles $2,620
cost per day x 365 days *** $5,789
depreciation cost x 5 ** $905

total cost per year $9,314
total cost per mile* 46.6 cents
10,000 total miles per year
Per year

cost per mile x 10,000 miles $1,230
cost per day x 365 days * * * * $5,190
total cost per year $6,420
total cost per mile* 64.2 cents

* total cost per year + total miles per year

** excess mileage over 15,000 miles annually (in thousands)

4% ownership costs based on a 4-year/60,000-mile retention cycle

A% ownership costs based on a 6-year/60,000-mile retention cycle

Source: American Automobile Association, “Your Driving Costs,” 2003 (85)
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Table 3-22 Motor vehicle traffic fatalities and injuries - 1997.

RELATED TO POPULATION, LICENSED DRIVERS, AND VEHICLE REGISTRATIONS

REVISED FEBRUARY 2000

POPULATION 1/ LICENSED DRIVERS 2/ REGISTERED VEHICLES 3/

ANNUAL FATALITIES [NONFATAL ANNUAL FATALITIES [NONFATAL ANNUAL FATALITIES [NONFATAL
STATE VEHICLE (PERSONS) |INJURED VEHICLE (PERSONS) |[INJURED VEHICLE (PERSONS) (INJURED

NUMBER |MILES PER [RATE (PERSONS) |NUMBER |MILES PER RATE (PERSONS) INUMBER [MILES PER [RATE (PERSONS)

CAPITA 4/ RATE 4/ DRIVER 4/ RATE 4/ VEHICLE 4/ RATE 4/
Alabama 4,319,154 12,377 0.28 11.41) 3,387,123 15,783 0.35 14.55| 3,707,983 14,417 0.32 13.29]
Alaska 609,311 7,200, 0.13 10.26] 446,247 9,831 0.17 14.00 555,860 7,892 0.14 11.24
Arizona - 4,554,966 9,548 0.21 14.98| 3,119,537 13,941 0.30 21.88| 3,217,039 13,519 0.30 21.22
Arkansas 2,522,819 11,129 0.26 15.82| 1,878,618 14,945 0.35 21.24| 1,648,141 17,035 0.40 24.21
California 32,268,301 8,851 0.11 8.83| 20,385,245 14,011 0.18 13.97] 25,385,985 11,251 0.15 11.22
Colorado 3,892,644 9,697 0.16 10.70| 2,836,339 13,308 0.22 14.69| 3,617,686 10,434 0.17 11.52
Connecticut 3,269,858 8,732 0.10 14.81) 2,270,228 12,577 0.15 21.33| 2,707,782 10,544 0.13 17.88
Delaware 731,581 10,945 0.20 14.51 535,712 14,946 0.27 19.81 623,612 12,840 0.23 17.02
Dist. of Columbia 5/ 528,964 6,288 0.11 17.07 356,181 9,338 0.17 25.34 234,816 14,164 0.26 38.44
Florida 6/ 14,653,945 9,145 0.19 16.60| 11,749,244 11,406 0.24 20.71| 11,077,810 12,097 0.25 21.96
Georgia 7,486,242 12,535 0.21 18.62| 5,063,192 18,534 0.31 27.53| 6,316,850 14,856 0.25 22.07
Hawaii - 1,186,602 6,610 0.11 9.27 738,865 10,615 0.18 14.88 714,030 10,984 0.18 15.40]
Idaho 1,210,232 10,643 0.21 11.68 843,891 15,263 0.31 16.75| 1,115,987 11,541 0.23 12.66)
Illinois 11,895,849 8,349 0.12 10.38] 7,691,750 12,912 0.18 16.06| 8,624,518 11,516 0.16 14.32
Indiana 5,864,108 11,704 0.16 13.04) 3,923,614 17,493 0.24 19.49| 5,443,777 12,608 0.17 14.05
lowa 6/ 2,852,423 9,818 0.16 13.49] 1,952,935 14,339 0.24 19.70] 2,983,183 9,387 0.16 12.89]
Kansas 2,594,840 10,222 0.19 12.20| 1,824,944 14,534 0.26 17.35] 2,199,857 12,057 0.22 14.39
Kentucky 3,908,124 11,454 0.22 14.43| 2,574,662 17,386 0.33 2190 2,819,462 15,876 0.30 20.00,
Louisiana 4,351,769 8,925 0.21 12.85| 2,677,845 14,504 0.35 20.89| 3,448,597 11,263 0.27 16.22
Maine 1,242,051 10,664 0.15 14.22 900,844 14,703 0.21 19.61 1,086,675 12,189 0.18 16.25
Maryland 6/ 5,094,289 9,189 0.12 8.27| 3,346,622 13,988 0.18 12.59] 3,824,645 12,240 0.16 11.01
Massachusetts 6,117,520 8,250 0.07 14.78| 4,393,429 11,487 0.10 20.58| 5,159,232 9,782 0.09 17.53
Michigan - 9,773,892 9,388 0.15 14.17) 6,751,267 13,591 0.21 20.52| 8,178,066 11,220 0.18 16.94
Minnesota 4,685,549 10,475 0.13 9.83] 2,839,291 17,287 0.21 16.22| 4,050,873 12,116 0.15 11.37
Mississippi 2,730,501 11,543 0.32 14.17) 1,722,513 18,298 0.50 2246 2,264,653 13,918 0.38 17.08
Missouri 5,402,058 11,659 0.22 15.09] 3,744,320 16,820 0.32 21.77) 4,406,034 14,294 0.27 18.50]
Montana 878,810 10,687 0.30) 12.16] 662,418 14,178 0.40 16.13| 1,001,004 9,383 0.26 10.68
Nebraska 1,656,870 10,307 0.18 18.27) 1,178,880 14,486 0.26 25.68| 1,524,812 11,199 0.20 19.85
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Table 3-22 Motor vehicle traffic fatalities and injuries - 1997 (continued).
RELATED TO POPULATION, LICENSED DRIVERS, AND VEHICLE REGISTRATIONS

POPULATION 1/ LICENSED DRIVERS 2/ REGISTERED VEHICLES 3/
ANNUAL FATALITIES [NONFATAL ANNUAL FATALITIES [NONFATAL ANNUAL FATALITIES INONFATAL
STATE VEHICLE (PERSONS) [INJURED VEHICLE (PERSONS) |[INJURED VEHICLE (PERSONS) |INJURED
NUMBER [MILES PER [RATE (PERSONS) |[NUMBER |MILES PER |RATE (PERSONS) INUMBER [MILES PER [RATE (PERSONS)
CAPITA 4/ RATE 4/ DRIVER 4/ RATE 4/ VEHICLE 4/ RATE 4/
Nevada 1,676,809 9,726 0.21 16.15 1,186,097 13,750 0.29 22.83] 1,168,981 13,951 0.30 23.16
New Hampshire 5/ 1,172,709 9,552 0.11 12.25 883,064 12,685 0.14 16.27| 1,174,699 9,536 0.11 12.23
New Jersey 8,052,849 7,862 0.10 15.88) 5,576,064 11,354 0.14 22.94| 5,910,242 10,712 0.13 21.64
New Mexico 1,729,751 12,682 0.28 17.17| 1,194,284 18,368 0.41 24.87| 1,545,653 14,193 0.31 19.22
New York 6/ 18,137,226 6,659 0.09 15.75| 10,529,855 11,470 0.16 27.14] 11,007,611 10,972 0.15 25.96
North Carolina 7,425,183 11,029 0.20 20.52 5,399,301 15,168 0.27 28.23| 5,855,347 13,986 0.25 26.03
North Dakota 640,883 11,114 0.16 8.94 452,163 15,753 0.23 12.67 711,127 10,016 0.15 8.06,
Ohio 11,186,331 9,268 0.13 19.67| 8,185,824 12,665 0.18 26.87| 10,327,075 10,039 0.14 21.30
Oklahoma - 3,317,091 12,481 0.25 15.71| 2,278,757 18,168 0.37 22.86| 2,935,703 14,102 0.29 17.75
Oregon 3,243,487 9,949 0.16 10.92| 2,276,533 14,174 0.23 15.57) 2,952,977 10,927 0.18 12.00
Pennsylvania 12,019,661 8,155 0.13 1157 8,317,715 11,784 0.19 16.72| 9,007,011 10,882 0.17 15.44
Rhode Island 987,429 7,161 0.08 12.67 680,107 10,397 0.11 18.40 727,349 9,722 0.10 17.20
South Carolina 3,760,181 10,992 0.24 15.70 2,613,102 15,818 0.35 22.60[ 2,889,995 14,302 0.31 20.43
South Dakota 737,973 10,756 0.20 11.06 524,182 15,144 0.28 15.57 742,964 10,684 0.20 10.98
Tennessee 5,368,198 11,275 0.23 1531 3,929,026 15,405 0.31 20.92| 4,590,851 13,184 0.27 17.90
Texas 19,439,337 10,222 0.18 17.89] 12,833,603 15,483 0.27 27.10| 13,052,067 15,224 0.27 26.65
Utah 6/ 2,059,148 9,928 0.18 15.17) 1,357,064 15,065 0.27 23.02| 1,552,509 13,168 0.24 20.12
Vermont 5/ 588,978 10,978 0.16 5.62 475,389 13,601 0.20 6.96 514,572 12,566 0.19 6.43
Virginia - 6,733,996 10,443 0.15 12.16] 4,901,088 14,348 0.20 16.70| 5,764,957 12,198 0.17 14.20
Washington 6/ 5,610,362 9,098 0.12 14.93] 4,009,833 12,730 0.17 20.89| 4,805,972 10,621 0.14 17.43
West Virginia 1,815,787 10,091 0.21 12.93| 1,285,158 14,258 0.30 18.27| 1,372,008 13,356 0.28 17.12
Wisconsin 5,169,677 10,524 0.14 12.22| 3,672,469 14,814 0.20 17.20{ 4,422,743 12,301 0.16 14.28
Wyoming 479,743 15,792 0.29 13.23 352,770 21,476 0.39 17.99 568,581 13,324 0.24 11.16
U.S. Total| 267,636,061 9,572 0.16 13.96| 182,709,204 14,021 0.23 20.45| 211,539,963 12,110 0.20 17.67
1/ July 1, 1997, estimates from U.S. Bureau of Census. 5/ Nonfatal injury data reported are incomplete.
2/ Number of driver licenses shown in Table DL-1C. 6/ Nonfatal injury crashes, nonfatal injured persons, most serious injured, and pedestrians
3/ Number of total motor vehicle registrations shown in Table MV-1 including injured that are currently available prior to this publication.
motorcycles.
4/ Rate in thousands of persons.

Source: U.S. Department of Transportation Federal Highway Administration Highway Statistics, 1997 (86)
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Table 3-23 Motor vehicle traffic fatalities and injuries by highway types - 1997.

HIGHWAYS
OCTOBER 1998
PUBLIC |ANNUAL INJURY CRASHES PERSONS INJURED 1/ MOST SERIOUS |PEDESTRIANS INJURED
HIGHWAY VEHICLE-
CATEGORIES |ROAD |\ ks FATAL NONFATAL 2/ FATAL NONFATAL 2/ INJURIES 1/2/ FATAL NONFATAL 2/
MILEAGE |(MILLIONS) [NUMBER 3/ [RATE 4/ [NUMBER [RATE 4/ [NUMBER 3/ |RATE 4/ |[NUMBER [RATE 4/ [NUMBER |RATE 4/ [NUMBER 3/[RATE 4/ [NUMBER E/ATE
FUNCTIONAL SYSTEM
Rural
Interstate 32,819 240,121 2,518 1.05|  60214]  25.08 3,033 12631132]  98,705|  41.11] 15322 638 210 0.09 1,443]  0.60
g:zialPﬂnmpﬂ 98,257 228,704 4,491 1.96| 116,349]  50.87 5373 2.3493249| 200,918|  87.85|  29,033|  12.69 312 0.14| 2386 1.04
Minor Arterial 137,498 162,777 3,795 233 114,785]  70.52 4448 2.7325728| 192,477] 11825  26,052|  16.00 289 018  2,022] 124
Major Collector 432,728 201,480 5,061 251 174,865  86.79 5734 2.84594| 272,672| 13533  38,158] 18.94 301 0.15| 3,198 1.59
Minor Collector 272,350 52,327 1,652 3.16] 55479  106.02 1,844 3.5239933|  83,500| 159.57 9,852|  18.83 85 0.16 1,070]  2.04
Local 2,134,836 114,511 4,030 352 169.236| 147.79 4457 3.8922025| 255,154| 222.82|  23,062| 20.14 370 032 4935 431
Total - Rural | 3,108,488 999,920 21,547 215 690,928]  69.10 24,889 2.4890991| 1,103,426| 110.35] 141,479| 14.15 1,567 0.16| 15,054 1.51
Urban
Interstate 13,249 361,371 2,014 0.56| 168,266|  46.56 2281 0.6312073| 261,923| 7248  18,938] 5.4 362 0.10 4250 1.18
Other ~ Freeways 9,062 161,015 1,204 0.75| 110456|  68.60 1,320] 0.8197994| 172,611 10720 12,056 7.49 227 0.14|  4311] 2.68
& Expressways
ggziaannmpM 53,230 384,982 5,002 1.30| 480,020 124.69 5401 1.4029227| 766,336| 199.06|  56,095| 14.57 1,343 035 20,865 5.42
Minor Arterial 89,196 300,599 3,250 1.08| 381,425 126.89 3,522 1.1716606| 595,030 197.95|  48,865| 16.26 766 025  20204] 6.72
Collector 88,042 130,461 1310 1.00|  136,925] 104.95 1,399 1.0723511] 207,671| 159.18]  18,667| 14.31 241 0.18] 9,680 7.42
Local 583,330 222,024 2,953 1.33|  431,623] 194.40 3,155 1.4210175| 656,623| 295.74]  35214]  15.86 801 036 37251 16.78
Total -- Urban 836,109 1,560,452 15,733 1.01] 1,708,715]  109.50 17,078 1.0944265| 2,660,194| 170.48| 189,835 12.17 3,740 024 965561 6.19
FEDERAL-AID HIGHWAYS (RURAL & URBAN)
Interstate System 46,068 601,492 4,532 0.75| 228480  37.99 5314) 0.8834698] 360,628]  59.96| 34260  5.70 572 0.0 5693 095
Other  National
Highway System| 112,852 509,495 6,825 1.34| 393,146|  77.16 7784 1.5277873| 636,128| 124.85]  60,944| 11.96 953 0.19| 12401 243
5/
Total * Nationall - 54 o, 1,110,987 11,357 1.02| 621,626 5595 13,098| 1.1789517| 996,756|  89.72| 95,204 8.57 1,525 0.14| 18,094 1.63
Highway System
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Table 3-23 Motor vehicle traffic fatalities and injuries by highway types - 1997 (continued).

HIGHWAYS
OCTOBER 1998
PUBLIC |ANNUAL INJURY CRASHES PERSONS INJURED 1/ MOST SERIOUS |PEDESTRIANS INJURED
HIGHWAY VEHICLE-
CATEGORIES ROAD MILES FATAL NONFATAL 2/ FATAL NONFATAL 2/ INJURIES 1/2/ FATAL NONFATAL 2/
MILEAGE |(MILLIONS) |NUMBER 3/ |RATE 4/ [NUMBER [RATE 4/ [NUMBER 3/ [RATE 4/ |NUMBER |RATE 4/ |NUMBER Z{/ATE NUMBER 3/ [RATE 4/ [NUMBER E/ATE
OFher‘Federal 795,349 1,060,743 17,288 1.63| 1,121,679| 105.74 19,413| 1.8301323| 1,771,587| 167.01| 167,982 15.84 2,526 0.24 50,265 4.74
Aid Highways 6/
Total Federal -
- Tre 954,269 2,171,730 28,645 1.32] 1,743,305 80.27 32,511] 1.4970093| 2,768,343| 127.47| 263,186 12.12 4,051 0.19] 68,359 3.15
Aid Highways 7/
Total Non-
Federal - Aid| 2,990,328 388,642 8,635 2.22| 656,338 168.88 9,456| 2.4330875| 995,277 256.09 68,128 17.53 1,256 0.32| 43,256 11.13
Highways 8/
U.S. Total 3,944,597 2,560,372 37,280 1.46| 2,399,643 93.72 41,967| 1.6390978| 3,763,620| 147.00| 331,314 12.94 5,307 0.21| 111,615 4.36
Puerto Rico 14,622 16,171 551 3.41 41,281| 255.28 591 3.6546905 56,282| 348.04 1,234 7.63 208 1.29 5,592 34.58
Grand Total 3,959,219 2,576,543 37,831 1.47| 2,440,924 94.74 42,558 1.6517481| 3,819,902| 148.26] 332,548 12.91 5,515 0.21| 117,207 4.55

1/ Pedestrians injured are included. Most serious injuries are those categorized as incapacitating.

and collectors.

6/

2/ 1996 nonfatal injury information is shown for Arkansas, District of Columbia, Florida, lowa, Maryland, fynctional systems.

Missouri, Puerto Rico, New York, Rhode Island, Tennessee, Utah, and Washington because of incomplete

7/

reporting prior to this publication. Illinois and West Virginia data are 1995. Most serious injuries were not National Highway System
submitted by the District of Columbia, Georgia, Massachusetts, New Hampshire, Puerto Rico, and Vermont.

8/ Includes local roads and rural minor collectors that are not part of the NHS.

3/ Fatal crash and fatality numbers have been adjusted to agree with State totals obtained from the Fatality
Analysis Reporting System (FARS) as of August 24, 1998.

4/

Per 100 million vehicle-miles of travel

Source: U.S. Department of Transportation Federal Highway Administration Highway Statistics, 1997 (86)

5/ Includes data for non-Interstate facilities, but excludes crash data for about 935 miles of locals
Includes urban minor arterial and collector and rural minor arterial and major collector

The category Total Federal-Aid Highways includes Other Federal-Aid Highways and Total
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Table 3-24 Costs per accident, 2002.

Type Cost
Fatal Accidents $1,090,000 / death
Non-fatal Disabling Accident $39,900 / injury
Property damage only Accident (including non-disabling injury) $6200 / accident

Source: National Safety Council (87)

Impacts of Traffic Signal System Improvement

The States of Texas, California, Virginia, North Carolina, Washington, and others have
conducted comprehensive traffic signal system improvement programs. Percent
improvement in overall average travel time, delay, or fuel consumption was the basis for
evaluating the effectiveness of these projects.

Table 3-25 summarizes MOE improvement for the various traffic signal system
improvement projects.

Table 3-25 Benefits of signal system improvement.

Program / Items Year Fuel Reduction Delay Reduction Stop Reduction
TLS 1992 9.1% 24.6% 14%

FETSIM 1993 7.8% 13.8% 12.5%

Tyson’s Corner, VA 1999 9% 22% 6%

Seattle, WA MMDI 1999 0.8% 7% 2.7%

Project Level Impacts

The degree of improvement in overall traffic performance resulting from a given traffic
signal improvement project depends, to a large extent on the control methods before
project implementation. The more primitive the level and quality of the base condition,
the greater the potential for improvement.

Fambro in cooperation with the Texas Governor's Energy Office and the U.S.
Department of Energy (25) conducted an extensive evaluation of traffic signal
improvement projects in Texas. Table 3-26 shows the overall MOE improvement. The
evaluation shows that commitment to high quality signal timing efforts, including
periodic updating of timing plans proves essential in all signal systems from the basic to
the most advanced. The set it and forget it policy results in significant waste of the
resources invested in traffic control systems.
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Table 3-26 Annual benefits from optimization on arterial.

Coordination / Equipment Status Percent Percent Percent Fuel
Stops (%) Delay Consumption
(%) (%)
Uncoordinated arterial with existing equipment 10 24 8
Uncoordinated arterial with new equipment 18 21 14
Partially coordinated arterial with existing equipment 6 9 3
Partially coordinated arterial with new equipment 15 18 3
Coordinated arterial with existing equipment 16 23 17
Coordinated arterial with new equipment 14 23 12

Network Impacts

Improving traffic signal operations, particularly on arterial streets, has powerful areawide
With 166 projects completed in 8 large, 7 medium and 19 small cities, the
Texas TLS Program realized benefits during the first year as shown in Table 3-27 (25).

impacts.

Table 3-27 Texas TLS program annual benefits and costs.

Size Stops Delay (hrs.) gl Fuel B Savings ($) Cost ($)
L{_:lljge 1,283,099,850 30,621,657 22,180,341 83,952,590 346,360,309 2,885,302
f/;;;jfum 239,633,625 6,926,904 4,481,237 16,961,482 77,106,148 4,032,313
gr;:;:lsl‘ 198,936,150 5,696,696 3,409,346 12,904,375 63,171,212 972,264
?gI'Ie'ZL 1,721,669,625 43,245,257 30,080,724 113,855,540 486,637,668 7,889,879

As expected, the bulk of benefits occurred in large cities with the highest population and
traffic volumes. However, substantial benefits also occurred in medium and small cities;
the benefit / cost (B/C) ratio for small cities was 65:1. High values of B/C are obtained
when capital expenditures for improvements are minimal.

The benefits for each intersection improvement depend on the before condition. For
example, coordinating a series of isolated intersections generally produced greater
benefits than retiming an existing coordinated system. Finally, note that signal timing
optimization can increase delay or fuel consumption on side streets to improve flow
along the arterial network. However, these increases in delay or fuel consumption often

prove negligible in terms of total network improvement.

improvement data from the TLS Program (25).

Table 3-28 shows network
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Table 3-28 Annual benefits from optimization on network.

Coordination / Equipment Status

Percent Stops

Percent Delay (%0)

Percent Fuel

(%) Savings (%)
Uncoordinated network with existing 8 18 8
equipment
Uncoordinated network with new 11.2 16.3 8.8
equipment
Partially coordinated network with 4.4 20.5 8.7
existing equipment
Partially coordinated network with new 16 26 11
equipment
Coordinated network with existing 15 22 12
equipment
Coordinated network with new 15 27 9
equipment

A more recent evaluation is the Seattle Metropolitan Model Deployment Initiative
Evaluation (88). The following are highlights of the results of this project:

e Regional delay was reduced by 7% and the total number of stops decreased by
2.7%, while peak traffic volume increased by 0.2%.

e Because of the increase in traffic, there was very little improvement in the
area of energy use and emissions.

e Opverall, the expected number of crashes decreased by 2.5%, with the overall
number of fatal crashes projected over a ten-year period reduced by 1.1%

Tables 3-29 and 3-30 show detailed information on the Seattle MMDI Evaluation:

Table 3-29 Seattle MMDI evaluation: system efficiency impacts.

Measure per Average A.M. Peak| Baseline | ATMS | Change | % Change
Period, North Corridor Subarea

Vehicle-Hours of Delay 17,879 16,661 -1,218 -7.0%
Vehicle Throughput 209,372 | 209,774 +402 +0.2%
Coefficient of Trip Time Variation 0.242 0.237 -0.005 -2.1%
Vehicle-Km of Travel 3,438,000 | 3,455,000 | +17,000 +0.4%
Total Number of Stops 1,200,000 | 1,167,000 | -33,000 -2.7%

Table 3-30 Seattle MMDI evaluation: energy and emissions impacts.

Measure per Average A.M. Peak Period| Baseline | ATMS | Change | % Change
Fuel Consumption (I) 354,600 | 355,600 +1,000 +0.3% (NS)
HC Emissions (kg) 390 392.6 +2.6 +0.7% (NS)
CO Emissions (kg) 7043 7116 +73 +1.0% (NS)
Nox Emissions (kg) 846.2 850.2 +4 +0.5% (NS)

(NS) = not statistically significant vs. baseline at 90% confidence level
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Cost-Effectiveness Comparisons

Traffic signal system improvements rank as one of the most cost-effective urban
transportation improvement actions. The following presents results of cost-effectiveness
analyses of four different signal optimization programs at different locations and time

periods.

Optimization in Tysons Corner, VA, in 1999: Annual savings to motorists
traveling the network were estimated at about $20 million. Stops were reduced
by 6% (saving $418 thousand), system delay decreased 22% ($18 million),
and fuel consumption decreased 9% ($1.5 million). Total annual emissions for
CO, Nox, and VOC was decreased by 134,600 kilograms (89).

FETSIM (Fuel Efficient Traffic Signal Management) between 1983 and 1993:
The FETSIM Program involved 163 local agencies and 334 projects,
improving 12,245 signals at a cost of $16.1 million, or $1,091 per signal.
Results show reductions of 12.5% in stops, 13.8% in delay, 7.7% in travel
time, and 7.8% in fuel consumption. The benefit / cost ratio is about 17:1
(90).

TLS Program (Traffic Light Synchronization) in 1992: The TLS Program
expended $7.9 million, approximately $3500/intersection (equipment
purchase). It resulted in annual reductions in fuel consumption, delay, and
stops of 9.1% ($30 million), 24.6% (43 million hours), and 14.2% (1.7 billion
stops), respectively. The total savings to the public in the form of reduced
fuel, delay, and stops was approximately $485 million in 1993. The benefit /
cost ratio is about 62:1 (25)

SSOS (Statewide Signal Optimization Squad) in North Carolina 1987:

- The SSOS Program average cost per retimed signalized intersection is
$481,

- Each intersection annually saved 13,500 gallons of fuel, and $51,815 of
operating costs, and

- The benefit cost ratio is about 108:1 (91).

National Signal Timing Optimization (NSTO) Project by FHWA 1981: The
NSTO Project cost $456 per intersection. At an average intersection each
year, 15,470 vehicle-hours of delay were reduced, 455,921 vehicle stops were

eliminated and 10,526 gallons of fuel were saved. The benefit / cost ratio is
63:1 (92).
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3.11 Measures of Effectiveness
Any new or modified traffic control system should satisfy a goal or set of goals. The goal
may explicitly state: reduce congestion in the core area of a city by minimizing stops and
delays or pledge increase accessibility to downtown business. Goals may be easy to
state, but difficult to measure.
Measures of effectiveness (MOE) provide a quantitative basis for determining the
capacity of traffic control systems and their strategies to attain the desired goals. To
successfully determine goal attainment, the MOEs must relate to the goals. Also, with no
comparative analyses, measures must be compared with baseline values to determine the
quality of goal attainment. Other desirable criteria for selecting MOEs include:

e Simplicity within the constraints of required precision and accuracy,

e Sensitivity to relatively small changes in control strategy implementation, and

e Measurability on a quantitative scale within reasonable time, cost, and
manpower budgets.

Common measures of effectiveness include:
e Total travel time,
e Total travel,
e Number and percentage of stops,
e Delay,
e Average speed,
e Accident rate, and
e Throughput.

These measures of effectiveness indicate the improvement in efficiency of traffic flow
resulting from control.

Table 3-31 describes these MOEs and their calculation.
Several other important MOEs can be derived from those in the Table. Gasoline

consumption and emissions, for example, can be computed from total travel time, stops,
and delay (93).
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Table 3-31 Measures of effectiveness (MOE).

MOE Description Calculation
Total Travel Time A primary MOE for evaluating freeway and | The average travel time, ttj, in hours over a roadway section is:
urban street control systems and strategies.
Expressed in vehicle-hours (veh-hr), it represents X
the product of the total number of vehicles using | tt; = —L
the roadway during a given time period and the u; (3.25)

average travel time of the vehicles.
Where:
X; = Length of roadway section, in mi (km) and

u; = Average speed of vehicles over roadway section j, in
mi/hr (km/hr)

Total travel time, TTTj, in veh-hr over section j is:

Nixi
TTT, =N tt, =

Ui (3.26)

Where:

N; = Number of vehicles traveling over section j, during
time period,

tt; = Average travel time of vehicles over roadway

section j, in hrs

Total travel time, TTT, in veh-hr, for all sections of a roadway
is:

K
TTT = ZTTT J.

= (3.27)
Where:

TTT; = Total travel time for section j, in veh-hr
K = Number of roadway sections
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Table 3-31. Measures of effectiveness (MOE) (continued).

MOE Description Calculation

Total Travel Another common MOE used to evaluate traffic | The total travel, TTj, in veh-mi, over a roadway section j is:
operations. Expressed in units of vehicle-miles
(veh-mi)  (vehicle-kilometers  (veh-km)), it | TT. = X .N.
represents the product of the total number of y 1
vehicles using the roadway during a given time (3.28)

period and the average trip length of the vehicles.
Where:

X; = Length of roadway section j, in mi (km)
N; = Number of vehicles traveling over section j during time period, T

Equations 3.26 and 3.28 suggest that the total travel, TTj, in veh-mi
(veh-km), over a roadway section j can be derived from total travel
time and average speed for section j, as follows:

TT, =TTT,V;

(3.29)

Where:

TTT; = Total travel time for section j during time period, T, in veh-hr,
and

V; = Average speed of vehicles over section j during time period, T,
in mi/hr (km/hr)

Total travel, TT, in veh-mi (veh-km), for all sections of a roadway is:

K
WzZWi

j=1
(3.30)

Where:

K = Number of roadway sections
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Table 3-31. Measures of effectiveness (MOE) (continued).

MOE

Description

Calculation

Number and Percentage
of Stops

Evaluates the quality of flow on urban streets.
Stops may be obtained by floating vehicle
methods or by direct observation of the
intersection. Traffic control systems may have
the capability to compute stops.

The calculation of the number of stops on an approach to an intersection
is determined by the relationship between detector actuations and signal
timing. A typical time-space diagram for number of stops computations
is presented in Figure 3-35. The number of stops per cycle is the
number of detector actuations that occur between Tgc and Trc. Trc is
the last time that a vehicle can cross the detector during the green
interval, and still clear the intersection without stopping. The values for
Tgc and Trc are based on predetermined vehicle trajectories between
the detector and the intersection. In some algorithms for computing
number of stops, these trajectories remain the same for all vehicles,
while in others they vary according to the number of vehicles already
stopped between the detector and intersection.

Delay

Widely used MOE in traffic control. On urban
arterials, delay is defined as the increase beyond
a travel time corresponding to a baseline speed (a
speed below which travel would be considered
delayed).

For urban intersections, delay is commonly
defined as the time lost at the intersection by
those vehicles that are stopped. Box and
Oppenlander describe a technique for manually
obtaining stopped delay (94).

For urban arterials, baseline travel time subtracted from measured total
travel time for the same time period. Where computer traffic control
systems compute delay, Figure 3-35 illustrates the computation of
stopped-vehicle delay. Assuming all stopped vehicles clear the
intersection on the next green, the delay Di, in seconds, for the ith
stopped vehicle is determined.

D, =R—(tc, - T,) +(td, - T,)
(3.31)

Where:

R = Length of the red interval, in seconds

T, = Time at which the red interval begins, in seconds

tc; = Predicted time at which the ith vehicle would have reached the
intersection if it had not been stopped, in seconds

T, = Time at which the next green interval beings, in seconds

td; = Predicted time at which the ith vehicle clears the

intersection, in seconds

3-100




Table 3-31. Measures of effectiveness (MOE) (continued).

MOE

Description

Calculation

Delay (continued)

Time, tci, is determined from the time, taj, at which the ith vehicle
actuates the detector and a predetermined approach trajectory. Time,
tdj, is determined from time, Tg, at which the next green interval
begins and- a predetermined departure trajectory. Some algorithms
used to compute stopped-vehicle delay provide for varying the
predetermined approach and departure trajectories according to the
number of vehicles already stopped. Assuming all stopped vehicles
clear the intersection on the next green, total stopped-vehicle delay, D,
in seconds, for a cycle is determined by:

D=,
i=1

(3.32)

Where:

D, = The delay of the ith vehicle stopped during the cycle, in
seconds

n = The number of vehicles stopped during the cycle

Algorithms based on these concepts may be subject to the following
additional sources of error:

® Vehicles making right-turns-on-red may not be properly accounted
for

® The algorithm might not properly handle saturated intersections

Average Speed

One of the most descriptive variables of freeway
traffic flow. Point samples of average stream
speeds or the speed traces of individual vehicles
can locate problem areas and provide useful data
for developing other performance measures (93).

Manually, by radar or laser guns. See Table 3-1 for calculations from
system detectors.
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Table 3-31. Measures of effectiveness (MOE) (continued).

MOE Description Calculation

Accident Rate Accident rate improvement is a common goal | Box and Oppenlander describe techniques- for determining the statistical
for traffic control systems. Rates for | significance of accident data (94).
intersections usually are expressed in terms of
accidents per million entering vehicles.
Freeway accident rates are often expressed in
accidents per 100 million vehicle miles.

Throughput Although its dimension is equivalent to speed, Vehicle mi (km) per unit of time

throughput is usually used in a somewhat
different way. Figure 3-36 shows plots of
throughput for a baseline system (curve A) and
an improved traffic control system (curve B).
These plots represent a best mathematical fit of
the data represented by individual sets of
measurements. Throughput is represented by
the slope of the line to a point on the curves. As
traffic demand increases, the throughput begins
to decrease.

This approach enables the traffic engineer to
more precisely measure results relative to goals.
For example, if the goal is to improve congested
traffic conditions, examination of curve B in the
congested region indicates only marginal
improvement. This might lead the traffic
engineer to consider strategies to specifically
target to this region (section 3.8).

Throughput =

Vehicle hours per unit of time

for one or more traffic conditions
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Figure 3-35 Time-space diagram for stop and delay computations for urban

street control.
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Figure 3-36 Throughput and component MOEs.

3-103



In many cases, these MOE are measured independently of traffic control system data.
Box and Oppenlander (94) provide techniques and sample size requirements for
performing many of these studies.

In some cases, these studies may use data generated by the traffic system. It then
becomes important to:

¢ Identify the measurement error for these variables, and
e Specify and collect a sample size which assures statistically significant results.

Evaluation procedures must also consider the demand element. The evaluation must
account for:

e Changing traffic demands between the before and after period,

e Other factors such as weather.
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