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Executive Summary

Cities are becoming increasingly vulnerable to flooding because of rapid urbanization, installation of
complex infrastructure, and changes in the precipitation patterns caused by anthropogenic climate
change. While there are many previous works that have dealt with the effects of urbanization, the
number of quantitative assessment studies related to the impacts of climate change on urban drainage
remains, however, rather limited. This is partly due to the particular difficulties of dealing with this type
of climate impact assessment for urban catchments. In particular, downscaling of outputs from global
circulation models or regional climate models to urban catchment scales are needed because these
models do not contain an adequate description of the rainfall governing processes at relevant high
temporal and spatial resolutions. More specifically, for urban catchments these resolutions could be as
small as a few kilometres spatially and as small as a few minutes temporally. Consequently, the expected
results from such impact studies can be highly uncertain and dependent on the feasibility and reliability
of the downscaling process. This problem becomes more challenging when dealing with the extreme
runoff events since the properties of such extreme events do not necessarily reflect those of the average
precipitation.

This book provides a state-of-the-art review of existing methodologies and results that are relevant to the
assessment of climate change impacts on urban rainfall extremes as well as on urban hydrology and
hydraulics. In particular, this overview focuses on the limitations and pitfalls of current methods, which
are important for every user of results from urban impact studies. Further, the various issues and
challenges facing the research community in dealing with the assessment and adaptation of climate
change impacts for urban drainage infrastructure design and management are discussed.

This book has been prepared by the International Working Group on Urban Rainfall (IGUR) of the
International Water Association (IWA) and the International Association of Hydraulic Engineering
and Research (IAHR). The IGUR operates under the umbrella of the IWA /IAHR Joint Committee on
Urban Drainage. The reader has to be aware that this book is extensive but it has not been possible to
cover all investigations and research papers. We would therefore appreciate any feedback regarding
significant omissions for potential inclusion in future editions.
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Electronic supplement:

This book is accompanied by an electronic supplement provided on the following IWA Water Wiki
website: http://www.iwawaterwiki.org/xwiki/bin/view/Articles/I[CCREUDS

Some training material is uploaded on restricted pages. To access those pages, you need to create first
your own IWA Water Wiki user account. Once this is done, you can email your Wiki username together
with the password “CCIGUR” to the Water Wiki Community Manager (WaterWiki@iwap.co.uk), who
will grant you access to be restricted pages.

The electronic supplement contains the electronic training material referred to in the Appendices
(scripts in R, Matlab, Python; and example datasets). This supplement will also contain future text
updates.
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Chapter 1
Introduction

1.1 NEED FOR ASSESSING CLIMATE CHANGE IMPACTS ON
URBAN DRAINAGE

For more than a century, large-scale separate and combined sewer systems have been constructed across
many cities worldwide. As the name suggests, combined sewer systems convey both urban runoff and
sewage in the same (combined) pipe drainage system. This is the most common type of urban drainage
system in Western Europe and North American regions. The alternative solution is a separate system,
which consists of parallel sewers for storm and waste water (e.g. Burian ef al. 1999; Butler & Davies,
2010). Separate systems are widely used in many countries in Asia, Australia, Europe and North
America for newly developed urban areas. In separate sytems, sewage is conveyed in smaller diameter
pipe systems while urban runoff is conveyed separately, usually in either open channels or street pipe
drainage systems. They are built to reduce the pollution effect of urban drainage on receiving waters, and
to enhance the efficiency of the wastewater treatment plant (less diluted wastewater). For instance, in
Japan separate systems are only constructed since the 1980s and currently about 20% of the sewer
systems are of the combined type. This percentage of combined systems is much higher in Europe, for
example about 70% in the UK (Butler & Davies, 2010). For clarity in this book, both combined and
separate systems will henceforth be referred to as urban drainage systems.

In general, these urban drainage systems have reduced the vulnerability of the cities to the health risks
since they are often built as part of municipal sanitation programs. However, the installation of these
systems could make them more vulnerable to rainfall extremes, partly due to the lack of consideration to
what occurs when the design criteria are exceeded. In particular, urban land use is constantly changing in
response to the continuous changes in demographic and socio-economic conditions of the population
(O’Loughlin et al. 1995). As a consequence of these environmental changes, designers and managers
must now cope with the increase in surface imperviousness and the shorter response time of urban
catchments, which boost stormwater runoff volumes and velocities beyond the capacity of existing
drainage systems.

For most cities, it is expected that these trends will continue over the coming decades. At the same time,
many highly developed regions already realise that their urban design and planning processes urgently need
to incorporate more sustainable approaches. Many urban water systems are particularly vulnerable to rapid
population growth and climate change (Semadeni-Davies et al. 2008). In the presence of climate change
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2 Impacts of Climate Change on Rainfall Extremes and Urban Drainage Systems

induced uncertainty, urban water systems need to be more resilient and multi-sourced. This is partly because
of decreasing volumetric rainfall trends in many parts of the world, which might have severe effects on
reservoir yields and operational practices. In addition, severe intensity rainfall events can cause failure of
drainage system capacity and subsequent urban flood inundation problems (Beecham & Chowdhury, 2012).

Besides this increased vulnerability, there is also strong evidence that the probabilities and risks of urban
flooding and sewer surcharge are changing due to the increasing trends of some climatic parameters such as
precipitation and temperature extremes (Stone et al. 2000; Alexander et al. 2006; Allan & Soden, 2008). In
particular, in their Fourth Assessment Report (AR4) the Intergovernmental Panel on Climate Change
(IPCC) of the World Meteorological Organization and the United Nations Environment Program reports
for the late 20th century a worldwide increase in the frequency of extreme rain storms as most likely a
result of global warming (IPCC, 2007a; WMO, 2009a; Giorgi et al. 2011). Extremes were by the IPCC
(2007a) defined as events that are relevant from a disaster risk management perspective, for example
urban flood disasters. The increase in rainfall extremes is most pronounced in the period of
anthropogenic greenhouse gas (GHG) induced twentieth-century warming (approximately 0.5 deg. C
worldwide in the period 1976-2000) after the so-called climate shift IPCC, 2007a). The study by Min
et al. (2011) revealed that human-induced increases in GHG have contributed to the observed
intensification of heavy rainfall events over approximately two-thirds of the data-covered parts of the
Northern Hemisphere land areas. Based on climate model simulations with different future GHG
emission scenarios, IPCC (2007a) furthermore concluded that it is very likely that this trend will
continue in the 21st century. The consequences of these changes have to be assessed in a perspective of
sustainable development. Water managers have to anticipate these changes in order to limit flood risks
for communities. Also the insurance industry, as well as the various water users and policy makers, need
quantification of these risks so as to develop and adapt policies.

Consequently, the number of hydrological impact studies of climate change has increased greatly in
recent years. These studies, however, most often focus on river discharge extremes and low flow risks.
The number of climate change studies dealing with urban drainage impacts is still rather limited, partly
because they require a specific focus on small urban catchment scales (normally on a scale of 1-10 km?)
and short duration precipitation extremes (normally less than 1 hour). This is because of the small
characteristic time scales of the processes involved in the hydrological cycle within urban areas. These
processes react very quickly to rainfall.

Despite a significant increase in computational power in recent years, the spatial resolution of climate
models still remains relatively coarse and they are therefore unable to resolve significant climate features
relevant at the fine scales of urban drainage systems. They also have limitations in the accuracy with
which they describe precipitation extremes (e.g. high-intensity convective storms leading to urban
flooding). This is due to an incomplete knowledge and inadequate description of the complex nonlinear
and dynamical phenomena during a convective storm leading to the most extreme events on a local
scale. As such, the climate model results cannot be used directly for providing an adequate assessment of
the impacts of future climate change on urban hydrological processes, which is usually undertaken
through simulation with urban hydrological and sewer system models. This poses strong challenges to
the urban drainage impact modeller.

1.2 OVERVIEW OF CLIMATE CHANGE IMPACT ASSESSMENT FOR
URBAN DRAINAGE

Evaluating regional impacts on urban drainage from possible future climate change requires a methodology
to estimate extreme and short-duration rainfall statistics for the time period and the geographical region of
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Introduction 3

interest. In general, two physical systems are involved: the climate system and the urban drainage system
(Figure 1.1). Climate models can simulate the effects of climate forcing scenarios such as changes in
GHG emissions or GHG concentrations in the atmosphere, for example due to anthropogenic activities,
on the climate system. Various types of climate models — global (GCM) and/or regional (RCM) — can be
used, providing climate system outputs (climatic variables including extreme rainfall). As GCMs and
RCMs are effectively deterministic models of atmospheric processes, they calculate a single value of
climate variables at each time step and for each grid cell.

Urban drainage system
response forcing

Climate forcing

RCMs Urban drainage
models
today Historical_ o ¢
. rainfall{ CEELY Al
ontrol runs Climate U C::mate
factors i ; change
7y Hls?o:ulzla.l.?:. : impact
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Figure 1.1 Different aspects involved in urban hydrological impact analysis of climate change.

Also urban drainage impact models can take several forms and these can require different rainfall inputs.
Most common is the use of simulation models in which rainfall inputs are translated into discharge (either
long-term rainfall series or design storms) (Butler & Davies, 2010). Other models are (semi-)probabilistic
where probability distributions of urban runoff discharge are calculated based on the rainfall input
distribution (e.g. Bacchi et al. 2008). Some urban drainage models account for evapotranspiration
(mainly important where vegetated areas are considered) and temperature (mainly for snow melt
calculations), but these inputs are generally of secondary importance in comparison with the rainfall input.

For historical periods, the results of the climate models can be validated based on historical observations.
Also based on historical records, climate change effects can be investigated by analysing trends in available
series (i.e. long-term rainfall series). This is termed “empirical analysis” in Figure 1.1. For future conditions,
simulation models for both the climate system and the urban drainage system are needed. Changes simulated
in the climate system output (rainfall) due to (anthropogenic GHG) climate forcing need to be transferred to
changes in the urban drainage model inputs.

The changes imposed by the climate forcing should be compared to the inherent natural variation of
precipitation. The rainfall generating processes occur over temporal scales ranging from multi-decadal to
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4 Impacts of Climate Change on Rainfall Extremes and Urban Drainage Systems

sub-minute resolutions with corresponding changes in spatial scales. Therefore great care should be taken
when analysing outcomes of historical and simulated precipitation series, as trends in time series of 20 to 40
years can be due to natural variation rather than a change in precipitation patterns. As such the assumption of
inter-annual independence is clearly violated.

Another important feature of GCMs and RCMs is their spatial and temporal resolution. Section 1.1
already highlighted that this resolution is too coarse for urban drainage applications. Consequently all
applications of impacts of climate change in urban drainage must make assumptions about how
anticipated future precipitation patterns will impact at the urban catchment temporal and spatial scales.
These scales are related to the area of the urban catchment (which is typically limited to the size of a
town, city or district). Due to the limited area, the relevant temporal scales are generally short and are
controlled by the concentration time of the urban drainage system (the time the rainwater needs to move
from the most remote location in the urban catchment to the impact location of interest; Chow, 1964;
Chow et al. 1988). This means that rainfall information is needed with time steps smaller or equal to the
smallest concentration time in the system. To bridge the gap between the climate model scales and the
local urban drainage scales and to account for the inaccuracies in describing precipitation extremes,
downscaling techniques and bias correction methods are required. GCM projections can be downscaled
by using a higher resolution RCM nested within a GCM, called dynamical downscaling. Statistical
downscaling relates large-scale climate variables to local scale climate using empirical-statistical
relationships. Traditionally, statistical downscaling of GCM projections has been considered, but in
recent years statistical downscaling methods that optimally combine dynamic and statistical downscaling
have been developed.

The changes in downscaled local short-duration rainfall extremes then can be assessed and transferred to
changes in the inputs for urban hydrological impact models. The models were calibrated based on historical
rainfall data, which usually take the form of design rain storms or full rainfall time series. These rainfall data
will be changed according to the results obtained from the downscaled climate model projections. Finally,
the changes in impact results between the today’s climate and the climate change scenarios are to be
assessed. If long time series of observations are available for the impact variables (i.e. sewer runoff
flows, flood frequencies, sewer overflow frequencies), impact assessment can also be done after trend
analysis on the series (“empirical analysis” in Figure 1.1). However, this trend analysis cannot go
beyond the period covered by the historical observations. While the model-based impact assessment can
look into future trends.

Itis important to be aware of the uncertainties introduced at each stage of the process. When attempting to
make a future projection, as opposed to a hypothetical scenario or numerical experiment, the uncertainty
begins with the need to arbitrarily choose a climate forcing scenario, and this initial uncertainty is then
compounded by further modelling variability all the way to the final (urban) catchment-scale projection.
The uncertainty introduced at each step comes from several sources, such as natural variability, physical
parameterisations of the models, and the lack of process descriptions (known or unknown) that are
important for modelling climate change.

The above methodology outlines the impact assessment of climate change to urban drainage, focusing on
its main driver, namely the changes in short-duration rainfall statistics. However, many other drivers affect
the performance of an urban drainage system, particularly urbanization and changes in urban drainage
management and planning. This book focuses on estimation of climate change impacts on urban
drainage, but the reader has to be aware that these other drivers might be as important. For example,
urbanization and associated increasing population can lead to a significant increase in water use and
increased impermeable areas. Urban areas might also be affected by other types of climate change
impacts such as sea level rise and increase in river flood frequency. When combined, these changes
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Introduction 5

could have impacts that are more significant than those caused by changes in short-duration rainfall
extremes only and/or due to climate change only. Also note that urban water management practices are
likely to improve into the future, and this might potentially offset some or all of the negative impacts.

1.3 SCOPE AND LIMITATIONS

This book aims to present a state-of-the-art review of climate change impact assessment in the field of urban
drainage. More specifically, the objectives of the book are:

— To give an overview of current practices with respect to rainfall analysis and modelling for urban
drainage simulations;

— To review trend analyses in historical urban rainfall extremes;

— To introduce the basic concepts of atmospheric modelling;

— To describe the fundamentals of dynamical and statistical downscaling of rainfall;

— To review evaluations of downscaled rainfall;

— To review expected future changes in urban rainfall extremes and the corresponding impacts on urban
drainage;

— To give an overview of adaptation issues, principles and methods; and

— To provide practical tools and instructions.

The book provides on the one hand a review of methods and difficulties concerning the assessment of
climate change impacts on urban rainfall extremes and urban drainage systems. On the other hand, it
provides a practical and useful guide on these methods. The audience of the book is therefore not only
scientists, but also practitioners (urban drainage engineers, urban planners) and students.

While the book aims to give a representative overview of current knowledge, practices and challenges
associated with climate change impact investigations in the field of urban drainage and rainfall extremes,
the authors are aware of some limitations:

— Because of its focus on urban drainage, this book mainly focuses on extreme rainfall at small
(sub-daily) time scales. However, some references to investigations using daily time scales are
also provided.

— The book presents many case studies based mainly on European conditions, but also from other
continents, such as North America (USA and Canada), Asia and Australia.

— While the scope of this book is extensive, it has not been possible to cover all investigations and
research papers. We have relied on what we view as important scientific contributions but we would
appreciate any feedback regarding significant omissions for potential inclusion in future editions.

— The authors are aware that climate science evolves very rapidly, which means that new knowledge and
methodologies might have become available after the date that the book manuscript was delivered to
the publisher. The authors therefore recognise that future updates will be required. Readers are invited
to send their additions and comments to the authors. Text updates will be provided together with the
electronic supplement through the IWA Water Wiki that accompanies this book.

1.4 BOOK OUTLINE

The nine chapters of this book discuss the various aspects and steps involved in climate change impact
investigations in the field of urban hydrology, as outlined in Section 1.2.

Chapter 2 presents first the techniques commonly applied when modelling and analysing rainfall
extremes, particularly in a stationary context. This involves the stochastic generation of rainfall series,
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6 Impacts of Climate Change on Rainfall Extremes and Urban Drainage Systems

based on multifractal, cascade or other processes, at various time and space scales. In cases when available
measured or simulated rainfall have a relatively coarse temporal resolution (e.g. daily, grid averaged),
sub-daily and fine-scale (e.g. point) rainfall series can be generated by rainfall disaggregation methods.
The statistical description of the probability distribution of the rainfall extremes is required for most
rainfall generation or disaggregation methods, but also for urban drainage impact or design
investigations. Intensity-Duration-Frequency (IDF) relationships describe the results of the extreme
rainfall distributions for a range of scales, and can be applied for the construction of design storms.

Statistical methods for analysing trends and non-stationary properties of rainfall series and urban impacts
is the main subject of Chapter 3. This chapter also discusses decadal and multi-decadal climate oscillations
and how the impact of climate change can be separated from natural climate oscillations or variability. While
trends in rainfall are mainly climate driven, this is generally different for urban drainage situations, which are
also affected by urbanization or other types of land use trends or urban design and management practices.

Chapter 4 introduces climate science. It discusses atmospheric modelling, the difference between
weather and climate (modelling), reliability issues and uses this knowledge to explain the features of
GCMs. Chapter 5 builds further on that knowledge to explain dynamical downscaling and RCMs as
limited area models. It is explained how these models need to be nested in GCMs and how these models
can be applied for various types of sensitivity and scenario analysis. Before results from RCMs can be
used for climate change impact studies, they need to be assessed. How this assessment can be done and
what results are typically obtained is the topic of Chapter 6.

The use of statistical downscaling is detailed in Chapter 7 for all the main types of most existing methods.
Also the most recent developments are discussed, together with the assessment of their accuracy and
relability.

From the downscaled climate model results, future changes in rainfall extremes can be assessed, and this
is described in Chapter 8. These changes can be presented in the form of climate factors, which depend on
time scale, return period and region. Methods as well as regional results are included. How the climate
factors can be used to generate hypothetical future rainfall series as input for urban drainage simulation
models is the main topic of Chapter 9. This chapter also discusses methods used and results obtained in
the assessment of climate change impacts on urban drainage hydrologic parameters such as storm
runoffs, sewer floods, surcharges, overflows and other types of relevant variables. The uncertainty in the
impact assessment might be high and this needs to be addressed and quantified for the decision-making
process in urban water management. This process is described in more detail in Chapter 10, where the
need for climate change adaptation, flexible designs and other new design philosophies are presented. In
particular, information is provided to explain how the uncertainty in the climate change impact
assessment could be managed, and how adaptive management may also involve active social learning
and better integration between various aspects of urban management, such as spatial planning and
urban design.

Concluding remarks are provided in Chapter 11.

This book also aims to provide practical tools and instructions and therefore technical details on some
state-of-the-art methods are presented in Appendices A and B for methods on statistical analysis of
rainfall extremes and statistical downscaling. Appendix C focuses on dynamical downscaling and
explains how a local area atmospheric model can be simulated on a personal computer. This is
demonstrated using a popular state-of-the-art model. Scripts are provided in R, Matlab and Python,
together with example datasets.
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Chapter 2

Modelling and analysis of rainfall extremes
In a stationary context

As described in Chapter 1, high-intensity short-duration rainfall extremes are the main driver of urban
flooding as well as sewer overflows. Urban drainage impact studies therefore often focus on modelling
of these rainfall extremes and their probability of occurrence. This involves statistical techniques of
extreme value analysis, applied to rainfall series. The series can be historical observations or generated
by a stochastic rainfall model. Two main approaches exist to model rainfall series stochastically: by
point process theory (Section 2.1) and by multifractals and cascade processes (Section 2.2). Multifractals
and cascade-based methods are also used to disaggregate rainfall from coarse (i.e. daily) to fine (i.e.
sub-daily) temporal scales (Section 2.3).

Through statistical extreme value analysis, the frequencies or return periods of different intensity levels
may be studied (Section 2.4). This analysis can be carried out for various aggregation levels (durations or
time spans over which the rainfall intensities are averaged), covering the range of concentration times
occurring in the urban drainage catchments under study (typically between 5 minutes and 1 hour).
Results are typically summarized in the form of extreme rainfall intensity — duration — frequency (IDF)
curves or relationships (Section 2.5). From the IDF relationships, synthetic design storms can be derived,
which are used for the design of urban drainage systems, limiting the frequency of flooding or surcharge
of the pipe systems to acceptable levels (Section 2.6).

In addition to the dependence of the rainfall statistics on time scales, the dependence on spatial scales is
also important. The most accurate rainfall data are obtained from rain gauges. However, spatial rainfall over
the urban catchment area is required for urban drainage impact modelling. Section 2.7 discusses how the
difference between point rainfall and areal catchment rainfall can be addressed. The latter is also of
relevance to overcome the mismatch in spatial scale discussed earlier between the spatially averaged
GCM/RCM results and the point rainfall data available in historical time series.

This chapter mainly deals with techniques that are commonly used for modelling rainfall extremes in a
stationary context. Many of these techniques are still applicable in the non-stationary context of climate
change, after some adjustments (as shown in the next chapter).

2.1 STOCHASTIC RAINFALL GENERATION BY POINT PROCESS THEORY

Rainfall series at high resolution that are required for urban drainage impact studies can be produced by
stochastic rainfall generators. Different types of stochastic models exist to generate point rainfall. One set
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8 Impacts of Climate Change on Rainfall Extremes and Urban Drainage Systems

of methods is based on Markov chain modelling (e.g. Richardson, 1981; Stern & Coe, 1984; Woolhiser,
1992; Srikanthan & McMahon, 2002). They consider that rainfall intensities have a mixed probability
distribution, composed of a discrete component at zero (probability of zero rainfall) and a continuous
component (probability distribution of non-zero rainfall). Through a two-state Markov chain model,
temporal sequences of wet and dry states are modelled considering a matrix of transition probabilities.
These probabilities describe the transition from wet or dry (on the previous time step, i.e. previous day)
to wet or dry on the next time step: po; the transition probability from dry to wet, p;; from wet to wet,
1 — po1 from dry to dry, and 1 — p;; from wet to wet. The rainfall generation procedure is summarized in
Figure 2.1. First a random number (u) is generated between 0 and 1. When u is lower than the transition
probability (p.) based on the state of the previous day, a wet state rainfall intensity is generated. In the
other case, a dry day is generated.

r (Begin Next Day)
Y
Generate  f(u)
uniform today's ppt.
random ¢
number, u
u
No | Generate e
usPe? ’_.Jppt..a »| Pe=Po1 | Dry-day pot. [~
Yes
b
1(x) Generate a non-
zero ppt.
amount > Pc=P11 1 Wet-day ppt.
x

Figure 2.1 Two-state Markov chain based stochastic rainfall generation process.

For the wet state rainfall intensity generation, rainfall probability distributions are randomly sampled.
Common distributions are the exponential, mixed exponential, gamma, Weibull, lognormal distributions
and the Generalized Pareto Distribution (GPD). In order to describe the full range of rainfall intensities
from low to medium and high intensities, hybrid distributions might be needed, for example the gamma
distribution for the low and moderate intensities and the GPD for the extremes (Furrer & Katz, 2008).
The wet state rainfall intensities are generated from the rainfall intensity distributions independent or
dependent on the rainfall intensity of the previous time step (Fahrmeir & Tutz, 1994).

The distribution parameters and transition probabilities can vary seasonally or in time depending on
atmospheric indices (e.g. Hyndman & Grunwald, 2000; Wheather et al. 2005; Furrer & Katz, 2008).
Examples of such atmospheric indices are the El Nino-Southern Oscillation (ENSO), the North Atlantic
Oscillation (NAO), atmospheric pressure, weather type or type of atmospheric circulation pattern,
temperature, wind speed, humidity or a slowly varying trend function. Considering dependency of the
model parameters with these indices, trends or other non-stationarities not accurately described by
periodic seasonal patterns can be captured. The Markov chain model is in that case called
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Modelling and analysis of rainfall extremes in a stationary context 9

“non-homogenous” as the parameters are conditional on one or more of the above-mentioned indices. The
dependency relationship is nowadays most often described with Generalized Linear Models (GLMs) (see
McCullagh & Nelder, 1989, and Box 2.1). These have the advantage that the explanatory indices can be
treated as continuous variables (Katz & Parlange, 1996). It avoids that classes have to be defined for
these indices and different stochastic models or parameters have to be defined for each discrete class.
Chandler and Wheather (2002) made use of GLMs for daily rainfall modelling conditioned upon
large-scale atmospheric predictors such as sea level pressure, temperature and relative humidity as
predictors. Temporal dependence was incorporated by including rainfall values from the previous days
as predictors. Seasonal variation was represented parsimoniously using Fourier series and two-way
interactions between predictors in the GLM were used to recover the autoregressive correlation structure
(see GLIMCLIM software by Chandler, 2011).

Box 2.1 Generalized Linear Models — GLMs

A GLM is a natural extension of the simple linear regression model, by allowing that the dependent
variables have other than a normal distribution. The GLM generalizes linear regression by allowing an
arbitrary function of the dependent variables (called link function) to vary linearly with the independent
variables (rather than assuming that the dependent variables themselves vary linearly). In this way, they
also allow the magnitude of the variance of the dependent variable to be a function of the dependent
variable.

In a GLM, each outcome of the (vector of) dependent variables Y is assumed to be generated from a
particular distribution. In applications of rainfall generation, the exponential family of distributions is most
useful. This family covers a large range of probability distributions that includes the normal, exponential,
gamma, binomial and Poisson distributions, among others. The mean of the distribution of Y depends in
a GLM on the (vector of) independent variables X through:

E(Y)=97"(XB)

where E(Y) is the expected value of Y; XB is the linear predictor, a linear combination of unknown
parameters 3 of the GLM and g is the link function, which is a monotonic function that depends on the
distribution of Y.

In this framework, the variance is typically a function V of the mean:

V(Y) = V(g~(XB))

The unknown GLM parameters g are typically estimated with maximum likelihood or Bayesian methods
(McCullagh & Nelder, 1989).

In the approach by Chandler and Wheather (2002), GLMs are used to describe wet day occurrence
using a Markov based approach and the rainfall amount using a gamma distribution. They used as
independent variables X large-scale atmospheric predictors such as sea level pressure, temperature
and relative humidity as predictors. In the rainfall occurrence model, the probability of a wet day (p) as
the dependent variable was modelled using logistic regression:

P\ _
In(1 —p) —xP

The link function thus is based on the logit of the probability: logit(p) = In<1i), assuming the typical
binomial distribution for the wet day probability. -P

For the mean rainfall intensity of a wet day (R), a natural logarithmic link function is used by Chandler
and Wheather (2002) assuming a gamma distribution for the wet day rainfall intensity: In (E(R)) = X 8.
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10 Impacts of Climate Change on Rainfall Extremes and Urban Drainage Systems

The at-site rainfall generators have been extended to multi-site models by accounting for the spatial
dependencies between stations (Wilks, 1998; Wheater et al. 2005; Yang et al. 2005; Chandler & Bate,
2007; Brissette et al. 2007; Apipattanavis et al. 2007; Maraun et al. 2010). As for the at-site approach,
the multi-site rainfall generation can be done conditional on weather types. These types can be defined a
priori based on distinct patterns in atmospheric circulation (see Section 7.4). Another approach is to
relate atmospheric circulation variables through a finite number of hidden (unobserved) rainfall patterns
(states) to multi-site rainfall intensities. This is what is done in a Non-homogeneous Hidden Markov
Model (NHMM). This NHMM determines the most distinct patterns in multi-site rainfall records rather
than patterns in atmospheric circulation. These patterns (rainfall states) are then defined as conditionally
dependent on a set of atmospheric predictor variables (Vrac & Naveau, 2007; Vrac et al. 2007c; Gelati
et al. 2010).

Another type of generator that defines rainfall occurrence and amount separately, as the Markov chain
approach does, are spell length based generators. One of the well-known generators of this type is the
LARS Weather Generator (LARS-WG; Rascko et al. 1991; Semenov & Barrow, 1997). It randomly
generates lengths of alternate wet and dry spells from probability distributions. For the wet spells, the
precipitation amount is randomly defined, also by a probability distribution. All distributions are
specified as histograms derived from observed series. LARS-WG therefore is often called a
semi-empirical generator (Semenov et al. 1998; Semenov & Stratonovitch, 2010). The spell length
based generator was developed after it was noticed that the Markov chain based generators fail to
describe adequately the length of dry and wet series (i.e. persistent events such as drought and prolonged
rainfall). These can be very important in some applications (e.g. agricultural impacts). Because they are
less important for urban flood related applications, this type of generator is less commonly used in urban
drainage. LARS-WG, however, became popular in climate change impact studies (see Section 7.5). The
generator also might have an added value when studying the impact of long dry spells on sedimentation
or other types of impacts in sewers (see Section 9.3).

Markov chain based stochastic models and the LARS-WG were mainly developed for daily or coarser
time scales of the rainfall series. The condition limits their use in urban drainage, unless they are
combined with a stochastic disaggregation method (Section 2.3). In such combined approach, the
stochastic model can be used to generate daily rainfall intensities, followed by a disaggregation step to
generate sub-daily intensities conditional on the daily intensity (e.g. Chun et al. 2009).

Another set of methods for stochastic point rainfall generation make use of the stochastic representation
of rain cells in time and/or space. The best known stochastic rainfall generator of this type for point rainfall
is the rectangular pulse model. Originally developed for the spatial distribution of galaxies, two versions
exist for modelling of rainfall, namely the Neyman-Scott (Kavvas & Delleur, 1981; Cowpertwait et al.
1996; Kilsby et al. 2007) and Bartlett-Lewis (Rodriguez-Iturbe er al. 1987a,b; Verhoest et al. 1997,
Onof et al. 2000; Vandenberghe et al. 2011) models. Both of these schematize rain storms as a cluster of
rain cells by means of rectangular pulses (Figure 2.2). They are hereafter referred to as the Neyman-Scott
Rectangular Pulses (NSRP) and Bartlett-Lewis Rectangular Pulses (BLRP) models. To describe the rain
storm occurrences in time, or the rain cells within a rain storm, Poisson processes are assumed. This
means that the rain storm or cell arrivals are random in time with exponential interarrival times, which
are independent from each other.

The models use in the order of 5 to 8 parameters, describing the probability distributions of
pseudo-physical rain storm properties such as the mean rain cell intensity (I in Figure 2.2) or cell volume
(R), the mean cell duration (D), the dry spell lengths or inter-arrival times of storms (Q), the waiting
times from the origin to the rain cell origins (B), and so on. Although these properties can be interpreted
physically, their distributions are commonly not estimated directly. Distribution functions are assumed

Downloaded from http://iwaponline.com/ebooks/book-pdf/523747/wio9781780401263.pdf

bv auest



Modelling and analysis of rainfall extremes in a stationary context 1

and their parameters optimized by means of an objective function defined based on a number of rainfall
statistics such as the mean, variance, skewness, autocorrelation, dry period probability, probability of a
dry-dry sequence and probability of a wet-wet sequence (Onof et al. 2000; Vanhaute et al. 2012).
Another approach makes use of triangular pulses to model rain cells (Marién & Vandewiele, 1986).
Applications exist for daily as well as sub-daily intensities.
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Figure 2.2 Schematic representation of rain storms in point rainfall generators (top: based on rectangular
pulses; bottom: based on triangular pulses).
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However, several authors have reported that these generators tend to underestimate the rainfall extremes
for short durations (e.g. Verhoest et al. 1997; Back et al. 2011). Cowpertwait and O’Connell (1997) made a
modified version of the NSRP model by allowing for two types of rain cells: “heavy” short-duration
convective cells and “light” long-duration stratiform cells. Modifications to the BLRP model were
proposed by Cowpertwait (2004) and Cowpertwait et al. (2007). They obtained a model with 12
parameters that allows better estimates of short duration rainfall extremes. This was done by considering
an extra Poisson process at the scale of an individual rain cell, and by allowing different storm types,
hence superposing several processes. They concluded that the model may simulate extreme rainfall well
for durations of 1 and 24 hours, but that it underestimates the extreme rainfall for 5-minute durations.
Verhoest et al. (2010) reported that the BLRP generator occasionally creates unrealistic rainfall cells and
proposed a truncation of the distribution from which cell durations are drawn. Furthermore, rainfall
models based on the Neyman-Scott stochastic point process could be found physically inconsistent over
different time scales since they may not be able to preserve the rainfall characteristics over these
different time resolutions (Foufoula-Georgiou & Guttorp, 1987).

To allow the NSRP model to be conditioned on atmospheric indices (as can be done with Makov chain
models), Fowler et al. (2000, 2005) and Burton et al. (2008) coupled a semi-Markov chain based generator
to the NSRP model of Cowpertwait and O’Connell (1997). The semi-Markov chain model is used to model
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12 Impacts of Climate Change on Rainfall Extremes and Urban Drainage Systems

the temporal occurrence and persistence of atmospheric states. Parameters sets of the NSRP model are then
conditioned on these states.

Spatial versions of the NSRP and BLRP rainfall generators exist as well. In the most simple formulation
the spatial structure is assumed to be circular discs moving over the catchment with uniform velocity with
cells being generated according to a two-dimensional Poisson process (Cowpertwait, 1995; Cowpertwait
et al. 2002; Fowler et al. 2005; Burton et al. 2008).

Willems (2001) developed a spatial analogy of the NSRP and BLRP generators, based on the spatial rain
storm structure such as that illustrated in the radar image of Figure 2.3. The smallest building blocks of this
spatial rainfall model are the rain cells, which are assumed to have Gaussian shapes (e.g. Jinno ef al. 1993).
These rain cells, which are a few kilometers in diameter, are embedded in a clustered way within small
mesoscale areas of size 100 to 1000 km?. In their simplest form, the cells inside such areas are assumed
to move with nearly identical velocity. At larger scales, small mesoscale areas occur in a clustered way
within lower intensity “large mesoscale areas”, which in turn are embedded within some synoptic scale
rainfall field of even lower intensity (e.g. Austin & Houze, 1972). The precipitation associated with
stratiform rainfall is spatially related to these large mesoscale areas. Although rain cells and cell clusters
most often appear in large and small mesoscale areas, they can also occur in isolation outside such
regions (as is the case for convective rain storms). Willems (2001) calibrated the probability distributions
of the rain storm and cell properties directly based on statistical analysis of a large number of storms
observed by a dense network of rain gauges and radar images.

Xy

Large meso- A
scale areas -

Figure 2.3 Representation of spatial rainfall structure, based on a radar image (after Willems, 2001).

2.2 MULTIFRACTAL AND CASCADE PROCESSES

Under the hypothesis of scale-invariant statistical properties of the rainfall process, the rainfall variability at
different scales can be explained using concepts originating from fractal theory (Mandelbrot, 1982;
Schertzer & Lovejoy, 1987, 1991; Gupta & Waymire, 1990, 1993). This approach is based on scaling
laws, which describe the scale-invariant properties or relationships that connect the statistical properties
of rainfall for different scales. Based on the scaling properties, the variability of rainfall at different
temporal and spatial scales can be described using a small number of parameters.
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Modelling and analysis of rainfall extremes in a stationary context 13

By definition, a function f(¢) possesses scaling properties if f(¢) is proportional to the scaled function f(\t)
for all positive values of the scale factor A, where the proportionality factor depends on A as well. When
applied to the moments of the rainfall distribution or its parameter values, the scaling concept uses the
moments or parameters known at one specific scale (temporal or spatial scale) to estimate the moments
or parameters at all other scales through application of a scaling factor.

In the case of simple scaling, a power relation exists for each of the rainfall distribution parameters
depending on the scale (e.g. time scale D):

Bp=aD’

or:

B)\D = A" BD

where A is the scale factor and b the scaling exponent. The scaling exponent equals the slope of the linear
relationship between § and D in a double logarithmic plot. It is constant in the simple scaling case, which
means that the variability in the rainfall process does not change with time scale. It also means that for a time
scale A D the same distribution holds as for time scale D if the rainfall intensities x are scaled with a factor A”
(Gupta & Waymire, 1990; Burlando & Rosso, 1996):

Fyxp(\’x) = Fp(x)
The scale invariance then also holds for the distribution moments:
E[XiD] = ’\IDE[X;)]

where E[X},] denotes the non-central moment of order / for the rainfall distribution at time scale D.

When the slope of the relation between the moments E [Xll)] and the time scale D is plotted against the
moment order /, a linear increase is found in the simple scaling case. When the relation is non-linear but
concave, extreme rainfall statistics are called multi-scaling (Gupta & Waymire, 1990).

Scaling laws of precipitation have been found and applied by several authors. Various techniques have
been used, including analyses of power spectra, empirical probability distribution functions and statistical
moments. Early analyses of temporal and spatial rainfall observations were undertaken by Fraedrich and
Larnder (1993), Tessier et al. (1993) and Olsson et al. (1993). Several later investigations were aimed at
establishing functional relationships between the scaling parameters and physical or geographical
characteristics such as storm type, altitude and climate region (e.g. Harris er al. 1996; Olsson &
Niemczynowicz, 1996; Perica & Foufoula-Georgiou, 1996; Svensson et al. 1996).

The scaling functions can be used to derive probability distributions of sub-daily rainfall intensities from
the distribution of daily rainfall intensities (Willems, 2000). The scaling properties of rainfall are also
commonly applied in stochastic rainfall generation techniques based on fractal models that generally
employ a random cascade process as the generating mechanism.

A wide range of scaling-based modelling approaches have been developed, focusing on the temporal
structure (e.g. Menabde et al. 1997a; Carsteanu et al. 1999; Veneziano & lacobellis, 2002), the spatial
structure (e.g. Menabde et al. 1997a,b, 1999a,b; Deidda, 1999) or the full space-time structure (e.g.
Lovejoy & Schertzer, 1990; Over & Gupta, 1996; Seed et al. 1999; Venugopal et al. 1999; Deidda,
2000; Jothiyangkoon et al. 2000).

Some work has focused explicitly on extreme rainfall. Nguyen er al. (2002) have obtained scaling
functions for the first three non-central moments of annual maximum point rainfall data between
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14 Impacts of Climate Change on Rainfall Extremes and Urban Drainage Systems

5 minutes and 1 hour, and between 1 hour and 1 day for Quebec, Canada (see Figure 2.4). Other examples
are given in Section 2.5. It is shown in that section that the scaling properties of rainfall are very useful for
IDF modelling (Burlando & Rosso, 1996; Menabde et al. 1999a; Yu et al. 2004; Langousis & Veneziano,
2007). The scaling laws may hold over a wide range of scales, as was shown by Willems (2000). He found
that Belgian rainfall is multi-scaling for the range between 10 minutes and 3.5 days, which makes the scaling
laws useful for both urban drainage and river hydrological applications.

¢ LogHog plot, NCMs vs Duration, Donal
1 T T
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Figure 2.4 Log-log plot of first three non-central moments (NCM) of annual maximum point rainfall data
versus time scale (Dorval station, Quebec) (after Nguyen et al. 2002).

2.3 RAINFALL DISAGGREGATION

When fine-scale rainfall data are required but historical rainfall series are unavailable at that scale, rainfall
disaggregation can be an attractive option. One group of approaches is based on fitting theoretical
probability distribution functions to variables such as number of events per day, starting times, and event
volume and duration (e.g. Hershenhorn & Woolhiser, 1987; Econopouly et al. 1990; Connolly et al.
1998). Another group of methods has been developed from rectangular pulse stochastic rainfall models
(described in Section 2.1) (e.g. Bo et al. 1994; Glasbey et al. 1995; Koutsoyiannis & Onof, 2001).
Disaggregation also can be done using artificial neural network models based on theory of learning
(Burian et al. 2000) or chaotic models (Sivakumar et al. 2001; Gaume et al. 2006).

The scaling properties of rainfall statistics (Section 2.2) provide a natural framework for rainfall
disaggregation and are useful for making a scale shift from the range of scales spanned by the rainfall
data to any scale needed in hydrological applications. In the simple scaling case, both scale
magnification (upscaling) and scale contraction (downscaling) are possible; whereas only downscaling is
possible in the multi-scaling case. For instance, if hourly rainfall data are available, rainfall statistics
down to aggregation levels of 5—-10 minutes can be derived in this way. It is clear that this has interesting
practical applications in urban hydrology and can play an important role in statistical downscaling.
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Modelling and analysis of rainfall extremes in a stationary context 15

The scaling-based models described in Section 2.2 are generally applicable for disaggregation in time
and/or space, but have not always been evaluated for this purpose. A number of random cascade models
have, however, been developed with the specific objective of temporal rainfall disaggregation. Key
aspects of the models are (1) the probability distribution of the cascade weights and (2) whether they are
canonical (no exact conservation of mass in each cascade branching) or micro-canonical (exact
conservation). According to Gaume et al. (2006), random cascade models “seem to be the only type of
model able to simulate in a simple way the internal storm structures at small time steps (5-10 min)”,
hence useful for applications in urban hydrology. Less convincing were the results by Nguyen and Pandey
(1994) who have assessed the feasibility of a time scale-independent probability model proposed by
Schertzer and Lovejoy (1987) based on the multifractal multiplicative cascade model for the estimation of
the distribution of hourly rainfalls from the distributions of daily and longer time-resolution rainfalls. This
model was found to provide an underestimation of the hourly rainfalls as compared to the observed values.

Further developments were provided by Olsson (1998), who proposed a micro-canonical cascade-based
temporal disaggregation model for daily rainfall using a uniformly distributed generator, dependent on
rainfall intensity and position in the rainfall sequence. The method was further developed and tested in
different climates by Giintner et al. (2001). Onof et al. (2005) used a canonical log-Poisson generator for
disaggregation of hourly rainfall. Molnar and Burlando (2005) tried both a canonical and a micro-
canonical model with a beta-distributed generator for disaggregation of daily values (see Box 2.2).
Hingray and Ben Haha (2005) compared seven different disaggregation models for hourly disaggregation,
including random cascades. Rupp et al. (2009) studied the dependence of cascade parameters on time
scale and rainfall intensity to disaggregate daily data. Licznar et al. (2011) evaluated six cascade-based
models for daily disaggregation.

Box 2.2 Temporal rainfall disaggregation by random cascade model: micro-canonical approach
with beta-distributed generator

One useful application of random cascade models is for disaggregation of continuous rainfall time series.
There are several variations on this theme but here we outline one of the main approaches currently used.
Generally, a temporal cascade process involves successive branching which describes how some quantity
(e.g. rainfall) is redistributed as the time resolution changes. The redistribution implies a successive
fine-graining process that starts from an original, large-scale resolution r; and continues until a target,
small-scale resolution rs is reached.

Commonly a branching number of 2 is used, which implies a redistribution of total rainfall in period i at
resolution r, R;,, between the amount associated with the first and last half of the period, respectively. In a
micro-canonical approach, the amount redistribution may be described by multiplicative weights W;, 0 <
W, <1, that assigns W;, * R;, to the first half of the period and (1 — W;,) * R;, to the last half. In each
branching, two principal possibilities exist: (1) W; =0 or W; =1 and (2) 0 < W; <1. The former option,
where the total amount originates from one half of the period, is related to rainfall intermittency which is
one key issue in cascade-based rainfall disaggregation. The occurrence of (1) and (2) may be
expressed in terms of probabilities Proq =Pr (W; =0 or W;=1) and Pr,,=Pr (0 < W; <1)=1 — Pro1.
In some applications a distinction has been made between Pr(W; =0) and Pr(W; =1), respectively.
Depending on the range of resolutions considered, Pros may either be assumed resolution-independent
or parameterised as a scaling law:

Prot(r) = c1r® M

where ¢4 and ¢, are constants.
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16 Impacts of Climate Change on Rainfall Extremes and Urban Drainage Systems

Another key issue concerns the characteristics of the weights W, related to the case 0 < W, <1, W,f,x .
Generally the probability distribution of W;¥X is assumed to follow some theoretical distribution (‘cascade
generator’) and the one-parameter beta distribution:

1
w :_Wa—1 1= Wa71
W) = 5w (=W
where a is a shape parameter and B the beta function, is often found to be an acceptable approximation.
There is empirical evidence that the shape parameter a of the distribution depends on the time resolution r
and that generally this dependency may be well described by the scaling relationship:

a(r)=asr " (2)

where ags is the shape parameter related to the highest resolution rs and H an exponent describing how
rapidly a decreases with decreasing resolution.

In its basic version, the model is thus specified by four parameters: c4, cp, as and H. Parameter
estimation may be performed by a coarse-graining procedure, a “reverse cascade” which starts from
the highest resolution rs. By gradually aggregating adjacent rainfall amounts two by two, breakdown
coefficients (BDCs) may be calculated as:

Ri,r
(Ri,r + Ri+1 ,r)

where BDC;, thus corresponds to the weight W;, used to redistribute the total rainfall amount in a
fine-graining process. After the coarse-graining has proceeded to up to the lowest resolution r;, the
BDC-values may be used for estimation of all parameters.

Concerning the calibration and application of the disaggregation model to an existing time series at
original resolution r;, two principal situations may be considered. One is when some representative
data at target resolution rs are available, for example from a temporary measurement campaign at the
same location or from a nearby high-resolution gauge. Then BDCs may be extracted and parameters
estimated over the actual resolution interval r, <r<rs. The other situation is when no representative
high-resolution data are available. Then parameter estimation may still be possible by coarse-graining
from resolution r; to gradually lower resolutions. Then Equations (1) and (2) may be evaluated and if
the scaling laws are found to hold they may be extrapolated to estimate Proy and a for higher
resolutions up to rs. This is an attractive feature of scaling-based disaggregation but it must be
emphasised that extrapolation is always associated with large uncertainties and that it should always
be attempted to verify parameters using some surrogate data.

Atfter calibration, Monte Carlo simulations are performed to gradually fine-grain the data and generate
realisations at resolution rs. In case rs is not reached exactly by resolution doubling from r;, a higher target
resolution may be used followed by interpolation to rs.

Alternative options include using a different generator, that is a theoretical distribution for W, and for
example normal and beta-normal distributions have been suggested. Further, a dependency of Pryq on
rainfall amount R;, is empirically supported. Also a dependency on the position within the rainfall
sequence may be considered. It should finally be mentioned that the intensity resolution of the
measurement device may have a strong impact on the BDC characteristics which requires careful
analysis.

For applications of random cascade micro-canonical disaggregation with particular focus on urban
hydrological processes and time scales, see for example Molnar and Burlando (2005), Hingray and Ben
Haha (2005) and Licznar et al. (2011).

BDC;, =
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Modelling and analysis of rainfall extremes in a stationary context 17

Rainfall disaggregation based on random cascades has clear potential, but the most suitable model
type remains to be identified as different designs have proved to perform differently for various data sets.
The recent comparative evaluations cited above are important for clarifying this issue. It is clear that not
only geographical and climatological factors influence model performance, but so do resolution and
set-up of the measurement device (e.g. Licznar et al. 2011).

Although most applications focus on temporal disaggregation, spatial disaggregation examples exist as
well (e.g. Kottegoda et al. 2003). van den Bergh et al. (2011) proposed a method for downscaling coarse
scale radar images based on the simultaneous use of fractal-based scaling of the marginal probability
distribution functions and a copula which describes the dependence between both scales. Through
introducing this dependence, the proposed framework allows for a better estimation of the actual
shape of sub-pixel probability functions compared to the scaled marginal distribution function. They
demonstrated the method based on radar images for Belgium, for downscaling from 19.2 km coarse scale
grids to 600 m fine scale grids.

2.4 STATISTICAL RAINFALL EXTREME VALUE ANALYSIS
PDS/POT based analysis

Regardless of the method employed to obtain rainfall series, through observations or through stochastic
generation, and regardless of the temporal scale, statistical analysis is required to quantify the
probabilities of the rainfall intensities. Probability distributions can be assessed for the mean rainfall
intensities at the relevant time scales, but most important for urban drainage applications are the rainfall
extremes. These extremes can be extracted from the full rainfall series using the classical approach of
annual maxima (Coles, 2001) where the annual maximum within a (hydrological) year is included in the
extreme value analysis. Traditionally, this approach has been used for analysing rainfall extremes (e.g.
Schaeffer, 1990; Alila, 1999; Wallis et al. 2007). Another approach considers events above a threshold
level in the extreme value analysis. This approach, referred to as the Partial Duration Series (PDS) or
Peak-Over-Threshold (POT) method, has been used for analysing extreme rainfall at fine temporal scales
in for example Madsen et al. (2002), Begueria and Vicente-Serrano (2006), Willems et al. (2007) and
Willems (2009). The pros and cons of the Annual Maxima Series (AMS) approach versus the PDS/POT
method have been discussed, amongst others, by Stedinger et al. (1993), Madsen et al. (1997) and
WMO (2009c). The AMS method considers only the maximum event within a year although other
events in the year may exceed annual maxima of other years. The POT approach provides a more
consistent definition of the extreme values by considering all events above a threshold. However, as
opposed to the AMS approach that generally assures independent events, independence criteria have to
be defined to ensure independence between extreme events in the PDS/POT series. In addition, the
PDS/POT method includes selection of a threshold level, which will introduce some sort of subjectivity
in the extreme value analysis. Due to its simpler structure, the AMS-based method is more popular in
practice. The PDS/POT analysis, however, appears to be preferable for short records, or where return
periods shorter than two years are of interest (WMO, 2009c). Since the theory and application of the
AMS approach have been well documented in hydrologic and engineering literature (Stedinger et al.
1993; WMO, 2009¢), this section mainly focuses on the PDS/POT method.

Extreme value distributions

Several probability distributions have been applied to describe the distribution of extreme rainfall intensities
at a single site (e.g. Chow, 1964; Benjamin & Cornell, 1970). Common distributions that have been applied
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18 Impacts of Climate Change on Rainfall Extremes and Urban Drainage Systems

to the analysis of AMS include the Gumbel (NRCC, 1989), Generalized Extreme Value (GEV) (NERC,
1975), Log-normal (Pilgrim, 1998), and Log-Pearson type 3 (Niemczynowicz, 1982; Pilgrim, 1998)
distributions. Among these distributions the GEV and its special form, the Gumbel distribution, have
received dominant applications in modelling the annual maximum rainfall series. The Gumbel
distribution was found, however, to underestimate the extreme precipitation amounts in several cases
(Wilks, 1993). Studies using rainfall data from tropical and non-tropical climatic regions (Wilks, 1993;
Nguyen et al. 2002; Zalina et al. 2002) suggest also that a three-parameter distribution can provide
sufficient flexibility to represent extreme precipitation data. In particular, the GEV distribution has been
found to be the most convenient, since it requires a simpler method of parameter estimation and it is
more suitable for regional estimation of extreme rainfalls at sites with limited or without data (Nguyen
et al. 2002). When the return periods associated with frequency-based rainfall estimates greatly exceed
the length of record available, discrepancies between commonly used distributions tend to increase.

For PDS/POT extremes, following the extreme value theory of Pickands (1975), the distribution’s tail of
PDS/POT extremes converges asymptotically to a Generalized Pareto Distribution (GPD). The cumulative
distribution function F(x) of the GPD is given by:

X — X

B

F(x):l—exp(—x;xt> for y=0

—1/y
F(x):l—(l—i—y ) for y # 0

where x; is the threshold level above which the distribution is considered, 3 is the scale parameter and y the
shape parameter (also symbol x is often used, where k¥ = —y). For y =0 the exponential distribution is
obtained as a special case. The parameter y is also called the “extreme value index” and describes the
shape of the tail of the distribution (heavy tail when y > 0, normal (exponential) tail when y =0, light
tail with an upper bound when y < 0). According to the sign of the extreme value index, the following
three classes are traditionally considered for extreme value distributions: class I (for ¥ > 0), class II (for
y=0), and class III (for y <0) (Coles, 2001). The event with a return period or average recurrence
interval of T years (referred to as the T-year event) is defined as the (1 —1/(AT))—quantile in the

GPD, for example:
B 1\7”
— -2 (— £ 0
xXr =X y or y #

xr = x; + BIn(AT) for y=20

where A is the mean annual number of exceedances of the threshold x,.

The GPD for PDS/POT extremes is equivalent to the GEV distribution for annual maxima. It can be
shown mathematically that, when PDS/POT extremes occur randomly distributed in time (as in a
Poisson process), and the exceedances follow a GPD, the corresponding annual maxima are GEV
distributed (e.g. Madsen et al. 1997).

Following the extreme value theory, the GPD only holds perfectly when considered asymptotically in the
tail (towards values of +o00) (Coles, 2001). This means that it may not hold exactly for the lower rainfall
extremes. In most practical applications, however, it has been verified that the GPD fits well also for
lower rainfall intensities (e.g. Madsen et al. 2002).

Two conditions have to be fulfilled for the asymptotic convergence of the GPD to apply: the PDS/POT
extremes need to be independent and identically distributed (Coles, 2001). For the first condition to hold,

Downloaded from http://iwaponline.com/ebooks/book-pdf/523747/wio9781780401263.pdf

bv auest



Modelling and analysis of rainfall extremes in a stationary context 19

independence criteria often have to be imposed on the threshold exceedances. For the second condition to be
fulfilled a careful selection of the threshold level is required.

The criteria for independence between events was studied in detail in the literature review by Arnell et al.
(1984). They found, that the criteria should be between 30 minutes and 12 hours depending on a number of
variables. Willems (2000) defined, in the cases of temporal scales less than 12 hours, two successive PDS
extremes to be independent if they are separated by at least a 12-hour time interval. For durations longer than
12 hours, independent events should be separated by a time interval larger than the considered duration.
Madsen et al. (2002) also defined independent events according to their duration. Others split the time
series into wet periods, by means of dry spell identification. Various approaches for this division exist in
the literature. An early theoretical approach was proposed by Restrepo-Posada and Eagleson (1982),
which essentially aims at identifying the minimum separation at which events become mathematically
independent. Another example is Verworn et al. (2008), who defined dry spells as periods for which the
mean rainfall intensity is less than 0.02 mm/min for at least 0.75 hours, while wet periods should have at
least 0.1 mm of rain over the whole wet spell period.

Regarding the selection of the threshold level, different methods have been proposed. An overview of
these methods is given in Lang et al. (1999) together with recommendations for operational use. One of
the proposed techniques tests the stability of the distribution parameters for varying thresholds. Also
Willems (2000) applied this method, where the optimal threshold was defined as the threshold above
which the mean squared error of the estimated distribution is minimal. The mean squared error is
calculated from the differences between the estimated quantiles and the corresponding empirical
quantiles. It can be shown that if the threshold exceedances follow the GPD for a given threshold level,
then for any higher threshold the exceedances will also follow the GPD with the same shape parameter
(e.g. Madsen et al. 1997). This important property of the GPD can be used to select an appropriate
threshold level. Instead of defining a threshold, the PDS/POT extremes can also be defined by including
the n most extreme events corresponding to using a fixed average number of events per year (Mikkelsen
et al. 1995).

Distribution parameter estimation

Having defined the PDS/POT extreme value series, the next step is to estimate the distribution parameters.
The GPD includes different tail behaviours as described by the shape parameter. In general, a light tail
distribution is not expected for rainfall given that a light tail implies that the distribution has an upper
limit. Physically, an upper limit exists as defined by the Probable Maximum Precipitation (PMP) (Chow,
1951; Bruce & Clark, 1966; WMO, 2009b), but this limit is not relevant for urban drainage problems.
Estimation of PMP is based on other methods than the extreme value methods presented here. Heavy
and normal (exponential) tailed GPDs are found in the literature for rainfall extremes. Based on
10-minute rainfall series in Belgium, Willems (2000) concluded that the distribution’s tail is normal, but
that after mixing normal tail distributions for convective and stratiform rain events, a resulting heavier
tailed distribution is obtained. They succeeded to model this tail behaviour with a two-component
exponential distribution (thereby mixing two normal-tailed GPDs). In a regional analysis of Danish
rainfall extremes, Madsen et al. (2002) found that intensities with durations between 1 minute and 48
hours can be described by a heavy-tailed GPD. In the analysis of daily rainfall extremes in the Ebro
Valley, Spain, Begueria and Vicente-Serrano (2006) also found that the PDS/POT series could be
described by a heavy-tailed GPD.

Extensive reviews of GPD parameter estimation methods that partly go beyond applications in hydrology
are given by Madsen et al. (1997), Bermudez and Kotz (2010a) and Bermudez and Kotz (2010b). The
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traditional methods include: the maximum likelihood method (ML), methods of moments (MOM), and
probability weighted moments (PWM) or L-moments (Stedinger et al. 1993 and Madsen et al. 1997). A
relatively new method consists of a combination of likelihood and moment estimators (Zhang, 2007).
For other advances, discussions and a comparison with the traditional methods, see Huesler et al. (2011),
Mackay et al. (2011), Zhang and Stephens (2009) and Martins and Stedinger (2001). Another type of
methods is based on regression in quantile-quantile (Q-Q) plots. These methods have smaller variance in
the estimation of the extreme value index, but might be biased due to the asymptotic properties of the
extreme value theory (Willems et al. 2007). L-moment and ML estimation of the GPD are described in
Box 2.3 and Box 2.4.

Box 2.3 Parameter estimation in the GPD —the L-moments method

Assume that we have selected a threshold, x;. From this a PDS of n extreme values are defined.
Estimates of g and y are obtained by the following equations:

. Xi—x
S _M_X o
A2

-~

B= (X1 _Xt)(1 )

where A4 and A, are the first and second L-moment estimates, respectively. These are, in turn, related to
the first and second PWM estimates:

M = B, A2 =261 =B
~ 1 ~ 13 n—i
B1 = B;Xi, B2 = E;mx(i)

The notation x indicates that the extreme values have been sorted in a descending order. L-moments
are linear combinations of the PWM and thereby linear combinations of the ranked observations. For more
details on the estimation procedure and a discussion of the method the reader is referred to Stedinger et al.
(1993) and Hosking (1990).

Computations of the uncertainty in the parameter estimates are more complicated. They can be derived
from asymptotic theory, where approximate equations for the variances are obtained from Taylor series
expansion (Rosbjerg et al. 1992). The resulting equations can be found in Hosking and Wallis (1987).
They have been implemented in many common software tools. Appendix A contains a practical guide
on L-moment based GPD parameter estimation, using the open source software R.

Box 2.4 Parameter estimation in the GPD —the ML method

Again we have selected an adequate threshold, x; and from this a PDS of n extreme values are defined.
In the ML theory we explicitly utilize that x follows a GPD. As the parameters  and y are unknown, the

density function f(x) is used to predict the likelihood of different parameter values for all x. The parameter

set with the highest likelihood will give the best description of the data. The likelihood function reads:

n1 Xi — Xt ==t
Ly =T1-(1
B.7) [113( +773 )
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For practical reasons it is often the log-likelihood function that is maximized:

8. 9 = =nlog(B) ~ (1/v+ 1) log 1+ 2)

i=1
given that (1 + y%) >0fori=1...n.

When y = 0 (exponential distribution), the ML estimate of 3 equals the mean value of the exceedances
(similar to the MOM and L-moment estimates). When y# 0, numerical techniques are required for
estimation of the parameters. Methods for numerical maximization are implemented in most statistical
softwares (see Appendix A using the open source software R). Convergence problems can occur
leading to insensible parameter values, especially when y~0 (Coles, 2001). The ML estimator is
asymptotically the most efficient estimator (has the lowest mean squared error). However, for small
sample sizes the ML method may results in unreasonable estimates of the shape parameter (e.g.
Madsen et al. 2007; Martins & Stedinger, 2001).

Several methods exist for estimation of the uncertainty in the parameters obtained by the ML method.
Basically they all evaluate the second order partial derivatives of the function /(8,y) as they express how
well the maximum of /(8,y) is defined in term of the curvature. The matrix of second order partial
derivatives is known as the Information matrix (J), the Hessian matrix or the Fisher matrix. A central
assumption in standard likelihood theory is that the ML estimator asymptotically follows a multivariate
normal distribution with J~7 as variance-covariance matrix. For details on estimation procedures see
Coles (2001).

Estimated T-year rainfall intensities may have large sampling uncertainties, especially when extrapolated
far beyond the observation period. To obtain more accurate estimates, additional information should be
included in the estimation process. A common approach is the use of regional information where
information from several rainfall records that can be assumed to have similar extreme rainfall characteristics
is combined. Importantly, regionalization also allows estimation at ungauged locations (WMO, 2009c).

Regional analysis

Regional frequency analysis involves the following basic steps: (i) identification of a homogenous set of
stations with similar extreme value characteristics, (ii) determination of a regional extreme value
distribution, and (iii) combination of extreme rainfall records from the different sites in the region for
estimation of the regional distribution. The regional frequency analysis approach based on L-moments
has been widely applied in hydrology since it was first introduced by Hosking and Wallis (1993). The
method is based on an “index flood” approach. The key assumption of this approach is that data from
different sites follow the same distribution except for a site-specific scaling factor, the index parameter.
Usually the mean of the distribution is taken as the index parameter. Homogeneity is then defined in
terms of constant second and higher order moments.

The regional frequency analysis approach proposed by Hosking and Wallis (1993) includes a
homogeneity test based on L-moments where the dispersion of L-moment ratio estimates from the group
of sites is compared to the expected dispersion in a homogeneous region (i.e. due to sampling
uncertainty). Similarly, an L-moment based goodness-of-fit test can be used for choosing an appropriate
regional distribution. Regional distribution parameters corresponding to second and higher order
moments are estimated by weighting the site-specific L-moment estimates from the group of sites.
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The L-moment based regional estimation procedure has been widely used in extreme rainfall analysis. In
aregional analysis in Canada, Alila (1999) found that the L-skewness of annual maxima precipitation could
be assumed constant in the entire country, and homogenous regions with constant L-coefficient of variation
(L-CV) could be defined according to the mean annual precipitation (MAP). Di Baldassarre et al. (2006)
detected for a dense network of rain gauges in northern central Italy significant relationships between the
L-moments of annual maximum rainfall intensities and the MAP. These relationships were valid for
durations ranging from 15 min to 1 day. Wallis ef al. (2007) divided Washington State into 12 regions,
and within each region L-CV and L-skewness were found to vary systematically with MAP. A similar
approach was applied by Haddad et al. (2011) for rainfall extremes in Australia where regression
equations were developed for L-skewness, L-CV and mean of annual precipitation maxima. However,
the use of MAP as an “index variable” may not be appropriate for other regions with different climatic
or topographic conditions. For instance, the median of annual maximum rainfalls at a site was
recommended as the index variable for regional estimation of extreme rainfalls by the UK Institute of
Hydrology (1999). In general, one of the main difficulties in the application of this technique is related
to the definition of “homogeneous” regions. Various methods have been proposed for determining
regional homogeneity, but there is no generally accepted procedure in practice (Fitzgerald, 1989;
Schaefer, 1990; Hosking & Wallis, 1993; Fernandez Mills, 1995; Nguyen et al. 2002).

Madsen et al. (2002) developed a regional PDS/POT model for rainfall extremes in Denmark and found
that the GPD shape parameter could be considered constant for the entire country. Sub-regions were defined
with constant PDS/POT mean value, and a regression model was developed for describing the regional
variability of the Poisson parameter from MAP. For rainfall extremes in the Ebro Valley, Spain,
Begueria and Vicente-Serrano (2006) developed a regional PDS/POT model using regression relations
of the threshold level and GPD parameters with location and relief variables.

2.5 IDF RELATIONSHIPS

The previous section presents the basic considerations of frequency analysis of extreme rainfalls in order to
estimate the amount of precipitation falling at a given point or over a given area for a specified duration and
return period. Results of this analysis are often summarized in the form of rainfall Intensity-Duration-
Frequency (IDF) or Depth — Duration — Frequency (DDF) relationships for a given site, or are commonly
presented in the form of a “rainfall frequency atlas”, which provides information on rainfall depths
accumulated or averaged over various time durations and for different return periods (or average
recurrence intervals) (e.g. Chow et al. 1988; WMO, 1994, 1983, 1994, 2009c). They thus combine
information on both the frequency and intensity of the rainfall events.

Typical empirical IDF relationships found in the literature are of the form (Bilham, 1962; WMO, 2009c¢):

o o
i(D) = (D5 + )"

. _ aT

0.1 = ok gy

) _a+ BlogT

iD, T)= 7(1)9 o)

where i(D) or i(D,T) is the intensity for a given aggregation level or duration D and/or return period 7, o > 0
and § > 0 are scale parameters, and € > 0 and 0 < << 1 and ¢ are shape parameters (g is most often taken
equal to 1 and also 1 has for many cases the value 1). Other equations, however, exist as well. When the
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return period is excluded from the equation, the parameters depend on the return period. An example of fitted
IDF curves to estimated rainfall intensities for different durations and return periods based on the regional
estimation procedure in Denmark described in Madsen et al. (2002) is shown in Figure 2.5.
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Figure 2.5 Example of fitted IDF curves for three different return periods (T in years) (after Madsen et al.
2002).

For urban drainage applications, IDF relationships down to aggregation levels of 5-15 minutes
are required, while the number of rain gauges with records at such short duration is sparse. Overeem et al.
(2009) solved this problem by using radar data but reported two additional problems. Radar data need to
be adjusted to rain gauge data because of their lower accuracy in the quantitative rainfall estimate.
Moreover, radar data are for most areas only available since recent years. For The Netherlands, Overeem
et al. (2009) could make use of 11 years of good quality radar data for durations of 15 minutes or longer.

Several authors have made use of the scaling properties of rainfall, as discussed in Section 2.2, to obtain
smooth IDF relationships. Scaling functions can be used to fit/smooth the IDF relationships for the range of
time scales considered. Scaling properties can also be used to downscale IDF statistics. For instance, if an
hourly rainfall time series is available, IDF relationships for hourly or coarser time steps can be derived
directly from the data, and indirectly down to aggregation levels of, for instance, 10 minutes based on
the scaling properties.

Burlando and Rosso (1996) developed scaling-based models of DDF curves and generalized IDF
relationships were formulated and tested by Menabde ef al. (1999a) for two different sets of data from
Australia and South Africa. Nguyen et al. (2002) have shown for annual maximum point rainfall data in
Quebec, Canada, that the parameters and moments of the rainfall distribution (GEV in their case) are a
function of the time scale. They found two different scaling functions: one for durations between 5 min
and 1 hour, and one between 1 hour and 1 day (Figure 2.4). Yu et al. (2004), Pao-shan et al. (2004),
Kuzuha et al. (2005) and Nhat et al. (2007) applied scaling properties for IDF-curve regionalization.
Another approach to scaling-based IDF modelling was undertaken by Langousis and Veneziano (2007),
who separated the exterior (storm) and interior (substorm) rainfall processes. Bendjoudi et al. (1997)
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have shown how formal equations can be derived for the IDF relationships on the basis of the scale invariant
properties of multifractals.

2.6 DESIGN STORMS

IDF relationships are typically used for the estimation of the “design storm” for the design of urban drainage
networks (Yen & Chow, 1980; Wenzel, 1982; Willems, 2000; Madsen et al. 2002). The design storm
represents the temporal pattern of the design rainfall hyetograph, which is commonly used to overcome
the long computational times of continuous urban drainage and hydrodynamic sewer model simulations.
Instead of simulating the full rainfall series (observed or stochastically generated) in the urban drainage
model and statistically post-processing the simulation results, the rainfall series is effectively
pre-processed. The statistical analysis is thus carried out prior to the model simulations. The method
assumes that the frequency of the urban drainage flow equals the frequency of the rainfall event. This is
the case for many urban drainage systems. The rainfall intensity averaged over the concentration time
and the effective urban catchment area mainly control the peak flows at a given location in the urban
drainage system. This is the case when the urban runoff mainly originates from the paved areas, when
there is no strong seasonal variation, for example in soil saturation level, as in watershed hydrology, and
when the concentration time moreover is nearly constant for a given location in the urban drainage
system. Under these conditions, the sewer flow at a given location is typically higher for higher rainfall
intensities averaged over the concentration time.

The main difficulty related to the determination of a suitable storm pattern for design purposes has been
confirmed by the availability of various synthetic design storm models developed and used around the
world (NERC, 1975; Arnell et al. 1983; ASCE, 1983). The Chicago model was the first developed in
the USA by Keifer and Chu (1957), and it was followed by other alternatives such as the pattern
proposed by Sifalda (1973), Pilgrim and Cordery (1975), Desbordes (1978), Yen and Chow (1980) and
the balanced model suggested by the US Army Corps of Engineers (1982). Nguyen et al. (2002) have
performed a systematic evaluation of various existing design storm models and have proposed
guidelines regarding how to select an appropriate design storm for a particular site (see also Peyron
et al. 2005).

Figure 2.6 shows an example of the Chicago design storms, also called composite storms, estimated from
the IDF curves given in Figure 2.5 for three different return periods. In these storms, the rainfall intensities
averaged over a range of durations (aggregation times) equal the values obtained from the IDF relationships
for a given return period (the return period of the intensity). The range of aggregation times to be considered
should be equal to the concentration time along the system, that is, the time of travel from the most remote
point of the catchment to any design location in the system.

Recent work by Vandenberghe et al. (2010) proposed a methodology for stochastic design storm
generation based on copulas and mass curves. Copulas can be used to describe the dependence structure
between rainfall intensities at different scales or, as the authors did, between rain storm duration and total
storm depth. Mass curves were used to construct design storms with a realistic storm structure, hence to
construct shapes based on rain storm duration and total storm depth.

From the above discussion, it becomes clear that in urban drainage applications, IDF relationships and
design storms (or rainfall statistics in general) do not consider the seasonal variations in the occurrence
of events. This is because rain storms occurring in winter and summer lead to more or less the same
stormwater runoff from paved areas. This is clearly different for unpaved areas or river catchments.
When the urban drainage system receives significant inflows from unpaved areas or groundwater
infiltration, the time of year when the extreme events occur would also have to be taken into account.
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This means that separate statistics have to be calculated for different months or seasons (as shown by
Willems, 2000, for winter and summer), or complete time series have to be employed.
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Figure 2.6 Example of estimated Chicago design storms for three different return periods based on the IDF
curves shown in Figure 2.5 (after Madsen et al. 2002).

2.7 POINT VERSUS AREAL RAINFALL

Referring to the difference between point rainfall and areal rainfall, Section 2.3 described disaggregation
techniques to support the downscaling. Alternatively the point rain gauge observations can be upscaled.
Upscaling of point observations may be useful if statistical information on areal rainfall intensities needs
to be obtained, but no long records of spatial rainfall are available. Point scale rain gauge observations
are often the most accurate source of rainfall data and may be available for sufficiently long periods. The
upscaling is also needed when rain gauge data are transferred to rainfall inputs in urban drainage models.
This input can be provided in a spatially variable way or it can be lumped over given subcatchments.
In both cases, spatial interpolation needs to be undertaken.

Areal rainfall estimates can be obtained from rain gauge observations by means of several types of
interpolation methods. These include the Thiessen polygon method, the inverse (square) distance method,
the isohyetal method, kriging or other geostatistical techniques based on spatial correction functions,
spline functions, etc (McGuinness, 1963; Rodriquez-Iturbe & Mejia, 1974; Bastin et al. 1984; Lebel &
Laborde, 1988). These often have a significant level of uncertainty, depending on the density of the rain
gauge network, the spatial rainfall variability and the quality of the data (Wilson et al. 1979; Bastin et al.
1984; Lebel et al. 1987; Fontaine, 1991; Peters-Lidard & Wood, 1994; Roux et al. 1995; Schilling, 1984;
Willems, 2001; Yoo & Ha, 2002; Lau & Sharpe, 2003). When areal and point rainfall statistics are
studied, systematic differences exist, which for a given region depend on the rainfall intensity or return
period, the aggregation level, the area and the distance between the point rainfall location and the centre
of the area considered (Willems & Berlamont, 2002a). The ratio between the mean rainfall over an area
and the point rainfall intensity is called the Areal Reduction Factor (ARF) (Nguyen et al. 1981). Vaes
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et al. (2005) considered two types of areal reduction factors, namely those based on individual historical
events and those based on rainfall intensities for specific return periods. They studied the relationship
between these factors and the rainfall intensity, the aggregation level, the area and the distance to the rain
gauge. According to the results by Einfalt et al. (2004) and Vaes et al. (2005), for the typically small size
of urban drainage catchments, areal correction factors may also have an increasing effect on the point
rainfall statistics rather than a reduction effect.

More details on the derivation of ARFs and upscaling of point rainfall can be found in NSSP (1961),
NERC (1975), Rodriquez-Iturbe and Mejia (1974), Sivapalan and Bloschl (1998), Nguyen et al. (1981),
WMO (2009c¢) and other references. Literature on the inverse problem of assessing point precipitation
(extremes) based on rainfall intensities defined at large spatial scales can be found in for example Booij
(2002).

Another aspect related to the spatial scale issue is the difference between the return period or frequency of
exceedance at a given point in space and the frequency of exceedance elsewhere in the system. In urban
drainage design, frequency of exceedance usually refers to either rainfall intensity or sewer overflow
frequency. For the City of Seattle in the USA, Schimek et al. (2008) estimated that there is a 31%
probability that a 100-year point rainfall intensity is exceeded somewhere within the city in a given year.
This makes a 100-year event (at a given location) a 3.2-year event for the entire area of the city. This
difference between point scale based exceedance statistics and areal statistics has to be taken into
account when evaluating urban flood frequencies based on historical records (i.e. counting flood events
that have occurred throughout the entire city).

2.8 DISCUSSION

This chapter has shown how rainfall extremes can be statistically analysed and stochastically modelled in
support of urban drainage studies. The short response times and small spatial scales of these studies
require emphasis to be put on the rainfall properties at the small temporal, that is sub-daily, and spatial,
that is city area, scales. As mentioned in Chapter 1, and further elaborated in the next chapters, the
atmospheric processes that underlie these smaller scale rainfall properties differ from the ones that explain
large scale rainfall. This may lead to a potentially large impact of climate change.

As was shown in this chapter, the stochastic rainfall properties, the rainfall extreme value distributions,
IDF curves, design storms and areal correction factors, are typically derived from historical series. While
presenting the methods discussed in this chapter, the intrinsic assumption was that these series are
stationary. This assumption, however, is likely to be violated in a changing climate. Question is whether
climate change so far has led to significant trends in the statistical properties of extreme rainfall. Recent
extreme events may be an indicator of increasing intense rainfalls and urban floods, but is this supported
by the observations and statistics? Has climate already started to change, and, if so, by how much did
extreme rainfall statistics change over the past few decades? Methods for analysing such trends or other
non-stationarities are presented in the next chapter, illustrated with some recent results.
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Chapter 3

Variability, trends and non-stationarity
in extreme rainfall and runoff

The techniques described in the previous chapter assume that the rainfall series have stationary properties.
However, climate change introduces non-stationarities. This chapter discusses the study of non-stationary
properties, both for historical periods and future conditions.

Changes over time in historical periods can be assessed using statistical trend analysis, which allows
investigation of whether recent historical changes in the frequency and amplitude of rainfall extremes
can be detected (Section 3.1), and whether these can be considered statistically significant in comparison
with the natural temporal variability of rainfall intensities (as observed in long series) (Section 3.2). The
analysis of trends and natural variability can be carried out for various time scales corresponding to the
range of aggregation levels covered by IDF relationships. Results on how climate trends affect urban
drainage systems are discussed in Section 3.3, which also discusses the importance of climate trends
versus other anthropogenic trends (such as urbanization) in the urban catchment itself.

3.1 TRENDS IN RAINFALL PROCESSES AND EXTREMES
Methods

Several authors have investigated trends in rainfall processes and rainfall extremes. They have applied a
broad range of methods, analysing a wide range of variables. Some apply standard frequency analysis
methods (see Section 2.4) assuming stationarity within different sub-periods (e.g. decades by Verworn
et al. 2008; moving periods of 10 to 15 years by Ntegeka & Willems, 2008). Trends or temporal changes
are checked visually or are based on statistical hypothesis testing. Classical non-parametric trend tests
are often applied. The most common is the Mann-Kendall or Kendall’s tau test (see Box 3.1; Mann,
1945; Kendall, 1975; Hirsch et al. 1992). Other commonly applied tests are the Cox-Stuart sign test (e.g.
Verworn et al. 2008) and non-parametric tests based on rank statistics (e.g. Arnbjerg-Nielsen, 2006)
including the Spearman’s rank correlation coefficient tests for trends in the mean value or the variance.
Other non-parametric tests include the Kruskal-Wallis test, the non-parametric linear Theil-Sen slope
estimator and normal scores regression (see Kundzewicz & Robson, 2000, for an overview). Khaled
(2008) proposed a modification to the Mann-Kendall trend test to account for the effect of the scaling
properties, as discussed in Section 2.2.

Non-parametric tests have the advantage that there are no or only very few inherent assumptions about
the shapes of the underlying population distributions. They can be applied directly to the data, providing the
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data meet assumptions of independence and constancy of distribution. However, for the same reason the
power of the tests is often relatively weak, meaning that the tests often fail to reject the Hy hypothesis
even if the alternative hypothesis is true. The most well-known parametric method for trend testing is
linear regression (e.g. Schmidli & Frei, 2005; Fujibe, 2008; Quirmbach et al. 2009; Einfalt et al. 2011),
where the modelled response variable is assumed to follow a normal distribution. One extension is the
GLM where the possible stochastic behaviour of the response variable is extended to all distributions
that belong to the exponential family, for example the Poisson distribution as applied in Villarini et al.
(2011) and Gregersen et al. (2012). Another extension is quantile regression (e.g. Villarini et al. 2011).

Box 3.1 Mann-Kendall trend test

The Mann-Kendall trend test (Mann, 1945; Kendall, 1975) is a rank-based non-parametric test for
assessing the significance of a trend. It has been widely used in hydrological trend detection
applications. It is valid for a sequential dataset of independent and identically distributed values x;, i=1,
n. It is based on the following test statistic:

n n
S=>" > sign(x;— x)
i=1 j=i+1
where:
1 if X; > X

sign(x; — xi) = 0 if x;=x
—1 if X; < Xj

When n > 8, the statistic S is approximately normally distributed with the mean and variance as follows:

E[S]=0
n(n —1)(2n+5) = > n_; tmm(m — 1)(2m + 5)
18

Var[S] =

where t,, is the number of ties of extent m.

For independent sample data without trend the P value should be equal to 0.5. For sample data with a
large positive trend the P value should be closer to 1, whereas a large negative trend should yield P value
closer to 0.

In case the data series is subject to lag-1 autocorrelation, the series can be pre-whitened following the
method by von Storch (1995):

Yji = Xj = pXj—1
where y;, i=1,n is the pre-whitended data series and p is the lag-1 autocorrelation coefficient.
In the alternative method by Hamed and Rao (1998), the influence of serial dependence is accounted
for replacing Var[S] by:
Var[S]n
n*

where n* is the effective sample size. The correction factor % is calculated based on the lag-k
autocorrelation coefficient of the ranks pf of the sample data:

n 2 n-1
F:’]+m;(n_k)(n_k_1)(n_k_2)ﬁ’?
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Other tests are available that do not estimate the significance of trends but detect other types of changes or
non-stationarities, for example sudden temporal changes or steps. Examples of methods for detecting such
non-stationarities are Pettitt’s test, Wilcoxon-Mann-Whitney or rank-sum test, Kruskal-Wallis test,
Lombard change-point test, distribution-free CUSUM test, cumulative deviations test, etc (Pettit, 1979;
Lombard, 1988; Siegel & Castellan, 1988; Helsel & Hirsch, 1992). Most of these are non-parametric
tests based on rank statistics. They detect changes in the median of a series with the exact time of change
unknown, or differences between two independent sample groups. Parametric change tests include the
t-test for testing changes in the mean, the F-test for testing changes in the variance, and likelihood-ratio
tests (e.g. Worsley, 1979). See Kundzewicz and Robson (2000) for an overview.

Another useful approach is exponential smoothing using techniques such as the Holt-Winters seasonal
forecasting method, as described by Kamruzzaman et al. (2011). This forecasting procedure is applied
iteratively and is well suited to identifying any changes in seasonal pattern as well as any change in the
underlying level. The Holt-Winters method relies on exponential smoothing and assumes an underlying
level with the addition of a possible trend and seasonal effects. Its versatility is that the level, trend and
seasonal effects are allowed to change over time. Thus it is a non-stationary model, and is useful for
tracking changes in the underlying parameters of a time series.

The tests described above are for data series at single locations. The tests can, however, be applied to
several locations in a given region to analyse field significance. This means that it is tested whether the
rainfall extremes from all sites in a given region are stationary or subject to trends. Such regional trend
analysis is an area which has gained increasing focus over the last years. The estimation of a regional
trend can decrease the uncertainty on the estimation because of the increase in the amount of data, but
spatial dependence must be accounted for. This can be done by combining the data from different
stations under the assumption that they come from a reduced (effective) number of independent stations
(Matalas & Langbein, 1962). Other methods for testing field significance under spatial correlation are
based on resampling such as bootstrapping (Livezey & Chen, 1983; Renard er al. 2008). A regional
version of the Mann-Kendall test was developed by Yue and Wang (2002) and applied by for instance
Sadri et al. (2009). Another option to deal with the spatial correlation is to apply the tests based on
single data series using regional data (e.g. mean regional values). Renard and Lang (2007) implemented
spatial dependence in their Bayesian framework using copula functions. Gregersen et al. (2012) applied
generalized estimation equations in the GLM to describe spatial dependence for a Poisson process. In
most methods for statistical significance testing, the probability of false rejection of the null hypothesis
of non-significance when it is really true is controlled (by the choice of the significance level, e.g. 5%).
This is done per test. When several tests are applied or the test applied to several stations to detect field
significance, the probability of falsely rejected tests out of all rejected tests (i.e. stations or methods) is
no longer controlled. Ventura et al. (2004) therefore developed an approach that controls this probability,
accounting for the spatial correlation between the data at different stations.

Looking specifically at trends in extremes, a non-stationary extreme value distribution with time-varying
shape and scale parameters discussed in Section 2.4 can be applied. The time dependency can be modelled
by a high variety of linear or non-linear relations and some authors prefer to model transformed values of the
scale parameter as a linear function of time (e.g. Coles, 2001; Kysely et al. 2010). Galiatsatou and Prinos
(2007) applied simple parametric (polynomial, sinusoidal) models for the temporal trend in the location
and scale parameters of the GEV and GPD. Parameter estimation is obtained through ML (Coles, 2001;
Kysely et al. 2010; Parey et al. 2007; Strupczewski et al. 2001), L-moments (Fowler & Kilsby, 2003),
weighted least squares estimation (Strupczewski & Kaczmarek, 2001) or using Bayesian methods
(Renard et al. 2006). All the mentioned methods apply both to annual maxima and PDS/POT extremes.
A short introduction to applied non-stationary frequency analysis in R is given in Appendix A. Recent

Downloaded from http://iwaponline.com/ebooks/book-pdf/523747/wio9781780401263.pdf

bv auest



30 Impacts of Climate Change on Rainfall Extremes and Urban Drainage Systems

advances include application of a non-stationary POT threshold (Kysely et al. 2010) and a vector GLM
(Maraun et al. 2010).

Whatever trend testing method is selected, it has to be applied in a careful way. Each method has a
number of underlying assumptions, which have to be checked, and which limit their applicability.
Biased results will be obtained when the assumptions are violated. One of the assumptions, which
most trend tests consider, is independence in the data. Section 3.2 will show that this assumption is
often not valid, unless the serial dependence is removed from the data (examples were given in Box
3.1). The results of trend testing methods can also be biased due to the effect of scaling (see Section
2.2), as was shown by Khaled (2008). Based on his modified Mann-Kendall test, he showed that the
number of sites with significant trends is considerably reduced when the effect of scaling is taken into
account. Scaling thus appears to be another factor that weakens the evidence of real trends in
hydrologic data as compared to classical trend testing methods. He also showed that taking into
account scaling in the modified test helps to avoid discrepancies found in some previous studies, such
as the existence of significant opposite trends in neighbouring sites, or in different segments of the
same time series.

Due to the natural climatic and sampling variability discussed, it becomes clear that regardless of the
method employed for trend testing, it is difficult to distinguish trends from variability (e.g. Frei & Schiir,
2001; Rauch & de Toffol, 2006; Verworn et al. 2008). The smaller the scale or the more extreme the
values, the more difficult this becomes. Averaging over larger regions reduces the natural variability
more than averaging over smaller areas. Due to the climate oscillations, trend testing results may be
biased (as discussed previously) but may also strongly depend on the period selected.

Results

In Italy, Pagliara et al. (1998) found based on the Mann-Kendall test that for annual maxima at Tuscany,
short-duration rainfall extremes at 1, 3 and 6 hours have increased for Firenze since the mid-20th
century, whereas the increase was less pronounced for the longer duration extremes of 12 hours. They
could model the increase with a linear trend and a lag-one autocorrelation. Increase in extreme rainfall
for Italy was confirmed by Brunetti er al. (2001) based on the same type of test and seven stations in
northern Italy for the period 1920-1998. They found a negative trend in the number of wet days
associated with an increase in the contribution of heavy rainfall events to total rainfall volumes. They
also observed a reduction in return period for extreme events since 1920.

In Germany, Einfalt ef al. (2011) analysed trends based on linear regression and the Mann-Kendall test
for 750 rain gauges in North Rhine, Westphalia for the period 1950-2008. The results showed changes in the
past climate that vary regionally. For annual values, half of the stations showed a significant increase. For
half-yearly and seasonal time intervals, significant trends were found for winter rainfall, but no significant
trend was observed for summer rainfall. Monthly values showed significant increases for March and
significant decreases for August at the majority of the stations. No significant trend could, however, be
observed for the IDF curves down to 5 minutes over the time interval 1950-2008.

Also in Germany, Verworn et al. (2008) analysed 15-minute rainfall series at 15 stations within the
Emsher-Lippe region based on linear regression. Only the changes in wet spell amounts within the most
recent decade studied (1997-2006) were found to be noticeable. Events with 5 mm or higher, which
were detected 20 times a year in all decades up to 1996, occurred more than 30 times a year in the last
decade. For the same frequency (20 times a year) and decades, the event threshold increased from 5 mm
to 6 mm. The results for changes in wet and dry spell durations were less clear, although some stations
showed clear increases in wet spell durations, especially for durations less than 5 hours.
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In Denmark, changes in regional IDF relationships have recently been investigated. A set of regional IDF
curves down to time scales of 1-minute were constructed by Madsen et al. (2002) for extreme rainfall based
on 650 station-years of data from 41 stations. The analysis was updated by Madsen et al. (2009) to include
recent station data in the analysis, based on 66 stations and 1250 station-years. The datasets covered
the periods 1979-1997 and 1979-2005, respectively. They concluded that for the durations and return
periods typical for most urban drainage systems (i.e. durations between 30 and 180 minutes and return
periods of around 10 years) the increase in rainfall intensity is more than 15%. No changes or decreasing
tendencies were seen for extreme rainfalls with durations of 24 hours or more. Given that their analysis
was based on relatively short historical periods and that the trends were not statistically significant, the
authors implicitly assumed that the increases could be seen as an adjustment rather than a clear sign of
change. This allowed rapid and easy implementation of the new design intensities into national design
practice. The observed changes in rainfall intensities are shown in Figure 3.1. An analysis of the same
dataset including data up to year 2009 indicated that the change in the number of occurrences of rainfall
extremes were significant, while changes in the rate of rainfall were much less apparent in the dataset
(Gregersen et al. 2010). Sadrie et al. (2009) analysed the trends in the Danish rainfall records using a
regional version of the Mann-Kendall test (Douglas et al. 2000). They found trends consistent with the
results reported in Madsen et al. (2009).
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Figure 3.1 Change in regional T-year event rainfall intensity estimates in the Western part of Denmark when
comparing estimates from the period 1979-1997 to 1979-2005 for durations between 1 minute and 48 hours
(after Madsen et al. 2009).

In Sweden, Bengtsson and Milotti (2008) found an increasing trend of annual 10-minute maxima in
Malmo but no trend in Stockholm and overall concluded that the 25-year time series they considered
(1980-2007) were too short for meaningful trend detection for single rainfall series (see also the
following Section 3.2). The findings are similar to the Danish study by Madsen et al. (2009) cited above.

In Canada, based on annual maxima of short-duration precipitation (from 5 minutes to 12 hours)
intensities from 44 stations in the province of Ontario, Adamowski and Bougadis (2003) found for a
limited time frame of 20 years significant positive as well as negative trends. The trends, which were
computed with the help of the Mann-Kendall test, were more pronounced for short durations. In another
study by Cobbina et al. (2008) based on an hourly rainfall series at Toronto for the period 1954-1998,
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it was found that the annual number of rainfall events is increasing while the mean event duration and
inter-event time are decreasing since the 1990s. In Vancouver, Canada, Denault er al. (2006) found
pronounced and statistically significant increases of annual short-duration maxima (from 5 minutes to
2 hours) since the mid-1960s. Daily maxima, however, slightly decreased during this period.

Rosenberg et al. (2010) analysed hourly precipitation records for the time period 1949-2007 from
weather stations surrounding three major metropolitan areas of the state of Washington. They found
significant differences between the 25-year periods 1956-1980 and 1981-2005 using the Komolgorov-
Smirnov test for differences in distribution, the Wilcoxon-Mann-Whitney rank-sum test for differences in
the mean, and for trends in the entire time series using the Mann-Kendall test. The largest change was
seen for the 24-hour duration at SeaTac where the 50-year return period rainfall intensity increased by
37% from 1956-1980 to 1981-2005. What was a 50-year intensity based on 1956-1980 became a
8.4-year intensity for 1981-2005, thus about six times more frequent. The trends in the event frequency
or rainfall threshold exceedances were negative. Based on linear regression, statistically significant
trends were found for events exceeding several of the thresholds, such as 0.2 inch at SeaTac displaying a
15% decrease over the 59-year period.

In eastern Japan, recent trends in heavy rainfall were investigated by Iwasaki (2012), using 31-year series
of hourly rainfall for the period 19762006 for a network of over 600 stations having fine spatial resolution.
They applied the Wilcoxon rank-sum test. Two regions were found to be representative of a significant
positive trend in high-intensity rainfall. One is the region around the southeastern foot of the mountains,
where the evening convective maximum was naturally dominant, and the other is the region around the
Pacific coastline, where the early morning convective maximum was naturally dominant. For the same
data, but for the very intense 1- and 6-hour rainfall extremes (>100 mm/h and >300 mm/6 h), Fujibe
(2008) concluded based on linear regression an increase in these extremes. They also showed that the
trend in the spatial concentration of rainfall during the last century has been increasing, as have changes
in the pattern of diurnal variation of rainfall, characterized by a relative increase in rainfall amounts in
early morning and a decrease in early afternoon.

Many other authors studied trends in rainfall extremes, but without an explicit focus on urban hydrology
time scales, hence on daily or supra-daily data. Some studies — mainly the ones with focus on daily rainfall
extremes — are reported hereafter, because they give an idea of the changes in rainfall extremes in other
regions of the world.

Using a global dataset they developed including about 3000 daily precipitation series of 40 years or more
covering the period 1946-1999 (Global Climate Observing System (GCOS) surface network; http://gosic.
org/gcos/GSN-data-access.htm), Frich er al. (2002) did not find any clear patterns of trends, but significant
increases in the frequency and intensity of daily precipitation extremes were observed. It was also found that
the trend results vary highly from region to region. Weighted linear regression was applied by weighting the
values according to the number of stations with data available each year. For the same extremes data, but
after interpolation on a regular grid, Kiktev e al. (2003) found significant increase in the frequency of
wet days with 10 mm rainfall or more, with field significance over east Europe, the Sahel, and Japan,
and over central and northeast North America and Alaska.

Groisman et al. (1999) found increasing trends in heavy precipitation during (parts of) the 20th century at
middle to high northern latitudes during the winter half year. Observations show that in each of the countries
they considered, Canada, the United States, Mexico, the former Soviet Union, China, Australia, Norway,
Poland, except China, mean summer rainfall has increased by at least 5% in the past century. In the
USA, Norway, and Australia the frequency of summer rainfall events has also increased, but there is
little evidence of such increases in any of the countries considered during the past 50 years. Based on a
statistical model, assuming no change in the number of rainy days, they have shown that 5% increase in
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mean summer rainfall leads to an increase in the probability of daily rainfall exceeding 25.4 mm (1 inch) in
northern countries (Canada, Norway, Russia, and Poland) or 50.8 mm (2 inches) in mid-latitude countries
(the USA, Mexico, China, and Australia) by about 20% (nearly four times the increase in mean rainfall).
Groisman et al. (1999) pointed out that this relationship between rainfall extremes and total rainfall is,
however, not universal: in some places, like Siberia, an increase in summer rainfall extremes was
observed together with a tendency toward a decrease in total rainfall.

Using the European Climate Assessment and Dataset (http: //eca.knmi.nl/), containing daily precipitation
records from more than 200 stations in Europe and the Middle East, both negative and positive trends were
found by Klein Tank et al. (2002) and Klein Tank and Konnen (2003) in the number of days with extreme
precipitation (daily intensity higher than 20 mm) and in the annual maximum 5-day precipitation depth.
They applied a linear regression based trend testing method. For only approximately 20% of the stations
the trend between 1946 and 1999 was found to be significant at the 5% level. Large differences in trend
were found for many nearby stations. Using another European dataset (STARDEX) of 470 stations for the
period 1958-2000, Haylock and Goodess (2004) found a coherent region over northern and central
Europe with an increase of the 90% quantile of daily precipitation and the maximum 5-day precipitation
in winter and autumn. The trend magnitude is particularly large north of the Alpine region. Also
Hundecha and Bardossy (2005) found for that period and based on the same STARDEX database an
increase in heavy daily precipitation both in magnitude and frequency of occurrence in all seasons except
summer. Their results were for southwestern Germany, based on 611 stations. They also interpolated the
daily precipitation on a regular 5 km grid so that the changes could be investigated on areal precipitation.
Although the spatial pattern remained more or less similar with that of the point-scale trends, the average
trend magnitude showed an increase with the scale of the area on which the precipitation was aggregated.

Almost opposite conclusions were formulated for the UK by Fowler and Kilsby (2003). They found little
change in the 1- or 2-day rainfall depths but significant decadal changes in 5- and 10-day rainfall for many
regions in the UK. The temporal changes were examined by calibration of the GEV distribution to annual
maxima using L-moments. This was done for 10-year moving windows and fixed decades in the period
1961-2000 using observations from 204 sites across the UK. Another study for the UK, by Osborn et al.
(2000), indicated increases in the number of heavy rainfall days along with an increase of the daily
rainfall intensity for the period 1961-1995, particularly in winter months. Their analysis was based on
empirical analysis of daily rainfall intensity classes, which correspond to percentages contribution in the
total monthly rainfall total. The heavy rainfall class was based on the most intense days per month,
contributing to 10% of the monthly total.

In Sweden, Bengtsson (2008) investigated long daily rainfall series (30—89 years) from southern Sweden,
among which 230 stations with data for the period 1961-1990; and 89-year series from Malmo, Halmstad
and Goteborg. They did not find significant temporal trends in the annual daily maxima based on
linear regression.

In Switzerland, Schmidli and Frei (2005) applied linear and logistic regression on daily rainfall series of
104 stations covering the entire 20th century (1901-2000). The linear regression was used for statistics with
a continuous value range (e.g. rainfall quantiles), and logistic regression using a GLM (see Section 2.1) for
statistics with a discrete value range (e.g. counts of threshold exceedances and frequencies). They found a
centennial increase of 10 to 30% for the high quantiles of 1-day to 10-day extremes in winter. In autumn,
statistically significant increases were found as well, but for spring and summer the heavy rainfall statistics
did not show statistically significant trends. Schmidli and Frei (2005) also conducted sensitivity tests to
indicate that the winter and autumn trends are robust with respect to inhomogeneities in the rain-gauge
time series. Some of the series they used were prior homogenized using monthly correction factors based
on neighbouring stations. Thus was done after homogeneity tests detected shift inhomogeneities or
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gradual shifts in the mean or changes in the variance of the time series. Comparison of the trend testing
results using the homogenized versus the raw series did not lead to different conclusions.

Kysely (2009) analysed trends in multiple characteristics of heavy rainfall over the Czech Republic using
a dataset from 175 rain gauges. He identified spatially coherent increasing trends in winter in the western
region, the relative trend magnitudes being mostly between 20 and 30% over the the 45-year period
1961-2005. Increasing but insignificant and spatially less coherent trends prevailed for the eastern region
in winter and for summer. The author indicated that his findings suggest that the pattern of changes is
more complex and less coherent in eastern than in western Europe.

For southern Poland and central-eastern Germany, Lupikasza et al. (2011) concluded based on the
Mann-Kendall test that trends in 90th and 95th daily rainfall extremes in 1951-2006 differ between the
eastern and the western part. In all seasons, increasing trends in extreme rainfall dominated in central-
eastern Germany, whereas opposite trends prevailed in southern Poland. This pattern was particularly
prominent in winter. Summer showed the highest trend magnitude of all seasons.

For Canada, Vincent and Mekis (2006) examined trends and variations in daily extreme precipitation for
the period 1900-2003. The Man-Kendall trend analysis revealed more days with precipitation and a
decrease in the daily intensity, but no consistent changes were found in the extreme intensities. However,
a small significant increase was found in the number of days with heavy rainfall (=10 mm).

Across the contiguous USA, Karl and Knight (1998) and Groisman et al. (2001) concluded based on linear
regression and the Mann-Kendall test applied to daily rainfall series for 182 stations since 1910 that 90% and
95% quantile rainfall extremes show a significant increasing trend in both the intensity and the frequency.
The annual rainfall volume increased by about 10%, of which over half (53%) is due to the positive trends
in the upper 10% quantiles of the daily rainfall values. Similar results were obtained by Kunkel et al.
(1999) and Kunkel (2003) for a larger set of stations covering the USA and Canada. They analysed 1- to
7-day precipitation extremes for return periods of 1 year or longer. They show local statistical significance
of linear increasing trends in 6.9% of the area of the USA: in the southwest and across the central
Great Plains. They reported negative trends for the northwest and southeast of the USA only. For the
stations in Canada, they did not find a discernible trend in the frequency of rainfall extremes. A more
recent study on century-long rainfall records throughout the contiguous USA by Pryor et al. (2009)
concluded that there is substantial variability in terms of the magnitude, significance and sign of the linear
trends, but the majority of stations that exhibit significant linear trends show evidence of increases in the
intensity of events above the 95% quantile. They moreover observed that the resolved trends tend to
have a larger magnitude at the end of the last century. Another study by Madsen and Figdor (2007)
confirmed that an unusual increase in precipitation intensity has occurred over the contiguous USA since
1970 when compared to the 1948-1969 period. They found a statistically significant increase of 30% in
the frequency of extreme rainfall in northern Washington, and of 45% in the Seattle-Tacoma-Bremerton
area. Interestingly, however, trends in neighboring states were widely incongruent, with a statistically
significant decrease of 14% in Oregon and a non-significant increase of 1% in Idaho. Also Gleason et al.
(2008) noted for the contiguous US a steady increase in much above-normal proportion of 1-day rainfall
events to total rainfall from the early 1970s to about 1998. They observed that 1-day rainfall extremes
have been above the expected value of 10% in 10 of the 12 years over the period 1995-2006. These
extremes are risen since the early 1970s yet has large multidecadal variability.

DeGaetano (2009) tested the trends for continental USA by calibration of GEV distribution to POT
rainfall extremes for overlapping 30-year or lengthening intervals. They used daily rainfall data obtained
from the 1061 stations that compose the daily Historical Climatology Network (HCN) of Easterling et al.
(1999). The POT values were selected after screening for spatial consistency. Their method involves
selection of POT values in excess of a given threshold under the condition that a second rainfall excess
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value be observed at a station located within a given radius. Resampling procedures are used to assess both
trend and field significance. Nearly two-thirds of the trends in the 2-, 5-, and 10-year return-period daily
rainfall intensities, as well as the GEV distribution location parameter, were positive. Significant positive
trends in these values were observed to cluster in the Northeast, western Great Lakes, and Pacific
Northwest. Slopes were more pronounced in the 1960-2007 period when compared with the 1950-2007
interval. In the Northeast and western Great Lakes, the 2-year rainfall value increased at a rate of
approximately 2% per decade, whereas the change in the 100-year intensity was between 4% and 9% per
decade. These changes result primarily from an increase in the location parameter of the fitted GEV
distribution. Collectively, these increases result in a median 20% decrease in the expected recurrence
interval, regardless of interval length. DeGaetano (2009) concluded that, at stations across a large part of
the eastern USA and Pacific Northwest, the 50-year rainfall intensity based on 1950-79 data can be
expected to occur on average once every 40 years, when data from the 1950-2007 period are considered.

Using linear regression, Schimek et al. (2008) found for Seattle a weak increasing trend for extreme daily
rainfall intensities (of 25-year return period or higher). They considered point rainfall at 17 rain gauges since
the 1970s. The number of rain gauges recording these extreme events appears to have declined, however,
suggesting a tendency towards increased frequency of more localized extreme rain events. The increasing
frequency of extreme rainfall in the southeastern USA over the period 1994-2008 was by Kunkel et al.
(2010) linked to changes in the frequency of tropical cyclones and more landfalling of hurricanes.

For the North American monsoon region in Northwest Mexico, Cavazos et al. (2008) found linear
upward trend in extreme daily rainfall, defined as 95% quantile values, in the mountain sites during the
period June-Sept. for 1961-1998. This increase was explained by an increased frequency of tropical
cyclones. The frequency of extreme rainfall, the total monsoon precipitation and the extreme rainfall
intensity in the coastal stations did not change significantly.

Peterson et al. (2008) extended the trend analysis for daily rainfall extremes towards the entire North
American region from Canada to the United States and Mexico. This was done for 90th, 95th and 97.5th
quantiles since the late 1960 s. They used data from 210 stations in Canada, the GHCN dataset (see
Section 4.1) for the USA and Mexico, extended with 163 stations for Mexico. Two trend testing methods
were applied: the Mann-Kendall method and the rank-statistics based multiresponse permutation
procedure by Mielke and Berry (2001). The tests learned that the extreme quantiles and the average
amount of rainfall falling on wet days has also been increasing since the late 1960s.

In South America, daily gridded rainfall data for the period 1940-2004 analyzed by Khan ez al. (2007)
did show increasing trends in the Amazon basin except eastern parts, few parts of the Brazilian highlands,
north-west Venezuela including Caracas, north Argentina, Uruguay, Rio De Janeiro, Sdo Paulo, Asuncion
and Cayenne. This was based on trends in the ratio of POT rainfall quantiles, estimated from a GPD, for
25-year moving periods. This is consistent with the specific results obtained for Sao Paulo, Brazil, by
Sugahara et al. (2009). Also these authors calibrated GPDs to POT daily rainfall extremes. They show
an increase of 99% quantiles by about 40 mm between 1933 and 2005. This trend is significant
following the Mann-Kendall trend test. In the analysis by Haylock et al. (2006), trends were identified in
95% and 99% daily rainfall quantiles in Ecuador and northern Peru and the region of southern Brazil,
Paraguay, Uruguay, and northern and central Argentina, whereas a decrease was observed in southern
Peru and southern Chile. Several stations show a significant trend based on the Mann-Kendall test.

Data in South Africa, analysed by Mason et al. (1999), show significant increases in the intensity
of extreme rainfall events between 1931-1960 and 1961-1990 over about 70% of the country. The
significance of differences in the rainfall distributions for these periods was tested by resampling. The
intensity of the 10-year high rainfall events has increased by over 10% over large areas, except in parts
of the country. Percentage increases in the intensity of high rainfall events were found largest for the
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most extreme events. These results are consistent with the findings by New et al. (2006) for 14 countries
in south and western Africa. Increases in regionally-averaged daily extreme rainfall intensities as well as
the dry-spell duration over the period 1961-2000 were statistically significant. For the northwestern
highlands of Ethiopia, Shang et al. (2011) did not find significant trends in daily rainfall extremes over
the period 1953-2006. Also Seleshi and Camberlin (2006) did not find clear trends in extreme Ethiopian
rainfall for 11 key stations over the period 1965-2002. The Mann-Kendall and linear regression show
decreasing trends in 6-daily annual maximum rainfall over eastern, southwestern and southern Ethiopia,
whereas no trends are found for the remaining part of Ethiopia. Aguilar et al. (2009) report that
decreasing trends are found for several areas in central Africa. Daily rainfall extremes over 1955-2006
did show decreasing trends for western central Africa and non-significant increasing trends for Guinea
Conakry and Zimbabwe.

For Southeast Asia and the South Pacific, Manton et al. (2001) analysed trends in extreme daily rainfall
for the 38-year period 1961-1998 from 91 stations in 15 countries. They found that the number of days with
2 mm of rain or more decreased significantly for the tropics, throughout southeast Asia and the western and
central-south Pacific, but increased in the north of French Polynesia, in Fiji, and at some stations in
Australia. The frequency of extreme rainfall events has declined at most stations (but not significantly),
although significant increases were detected in French Polynesia. Trends in the average intensity of the
wettest rainfall events each year were generally weak and not significant.

Endo et al. (2009) focused specifically on southeastern Asian countries and found for daily rainfall data
from the 1950s to the 2000s a decrease in the number of wet days, while the average rainfall intensity of wet
days shows an increasing trend for many regions. They concluded that heavy rainfall increases in southern
Vietnam, northern part of Myanmar, and the Visayas and Luzon Islands in the Philippines, while the same
type of rainfall decreases in northern Vietnam.

For Japan, Fujibe (2008) studied daily rainfall series from 51 stations for the period 1901-2006 using
linear regression. They found that heavy daily precipitation (=200 mm and >100 mm) has significantly
increased during the last century whereas weak to moderate precipitation (>1 mm to >10 mm) has
decreased.

In Australia, Chowdhury and Beecham (2010) used the Mann-Kendall test to identify statistically
significant trends in monthly rainfall data starting from the 1960s for ten cities. The trend free
pre-whitening approach was used to remove the effects of serial correlation in the dataset. The trend
beginning year was identified using the CUSUM test and the influence of the Southern Oscillation Index
on the identified trends was determined using a graphical representation of the wavelet power spectrum.
They found that the trend starting year depends on the rainfall time scales. This was consistent with the
findings of other Australian studies (Simmonds & Hope, 1997; Smith et al. 2000; Smith, 2004; Murphy
& Timbal, 2008). For 10 cities in Australia, Beecham and Chowdhury (2012) extended this work to
examine severe rainfall intensities from events corresponding to return periods of 1 month to 10 years
for both pre-trend and post-trend conditions (using the trend starting years identified by Chowdhury &
Beecham, 2010). Between 20 and 40% increases in severe rainfall (event peak, daily peak and daily
rainfall) were observed in Perth and Darwin (Figure 3.2). These increases were found to be more
significant for the 6-month to 5-year return periods.

While the total rainfall decreased in Perth, severe rainfall intensities were found to increase from
the pre-trend period (1961-1974) to the post-trend period (1975-2000). No significant change was
found for severe rainfalls in Cairns and Brisbane, although their total rainfall had an increasing trend.
For the Hume Dam station in the Murray Darling Basin, Kamruzzaman et al. (2011), using a regression
analysis followed by CUSUM plots on 100 years of data, found evidence of shifts in the underlying
mean rainfall.
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Figure 3.2 Changes in severe rainfall intensities from the pre- to post-trend periods. The IDF curves were
estimated from 6-minute continuous observed rainfall data (after Beecham & Chowdhury, 2012).

In Maleysia, Mann-Kendall and linear regression trend tests show increasing trends in the extreme wet
day intensities for 95% and 99% quantiles for 10 rain gauges over the period 1971-2005 (Wan Zin et al.
2010). A significant decrease in the frequency of 99% quantiles, was observed at 60% of the stations.
Change points were found in the 1980s.

For China, Zhai et al. (2005) analysed trends in daily rainfall extremes, defined as 95% quantiles, for a
dataset they developed for 740 stations in China, covering the period 1951-2000. They applied the
Mann-Kendall method for the rainfall values and logistic regression using a GLM for the frequency of
rainfall events. Significant increase in rainfall extremes have been found in western China and in parts of
southwest and southern China. A significant decrease in extremes is observed in northern China. Similar
results were found by Yao et al. (2008) using a gridded dataset of daily rainfall constructed by
interpolating more than 2,200 gauges over the Asian continent and its surrounding islands. They tested
trends for different classes of rainfall intensities based on linear regression and the Mann-Kendall test.
During the period 1978-2002, rainfall exhibits positive trends over southeastern and northwestern China,
separated by negative trends over central China and southwestern and northeastern Asia. The changes
are largest over the entire tropical-subtropical Asia region. The changes over India are much smaller.
Another study for China was carried out by Su et al. (2006). They applied both linear regression and the
Mann-Kendall test to daily rainfall extremes for the period 1960-2002 at 108 meteorological stations.
They concluded that the monsoon summer rainfall revealed a positive trend, but this was statistically not
significant. However, a significant positive trend was found for the number of rain storm days (daily
rainfall >50 mm). You et al. (2010) analysed daily maximum rainfall intensities at 203 meteorological
stations in China for 1961-2003 and did find regional but non-significant trends. The positive trends
were strongest in southeastern and northwestern China and, while the largest negative trends were for
northern China. In the eastern and central Tibetan Plateau, non-sigificant changes were found in the daily
maximum rainfall at 71 meteorological stations with elevation above 2000 m above sea level during
1961-2005 (You et al. 2008). The trends were increasing in the southern and northern Tibetan Plateau
and decreasing in the central Tibetan Plateau.

For central India (the so-called monsoon belt), Goswami et al. (2006) considered daily gridded data for
1951-2003 and reported an increasing trend in the frequency and intensity of 99.5% and 99.75% quantiles.
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Using the same dataset, Krishnamurthy et al. (2009) concluded that 90% and 99% rainfall quantiles exhibit
field significance of increasing trends (Mann-Kendall method). Another study for central India was
conducted by Rajeevan et al. (2008) using 104 years (1901-2004) of high resolution daily gridded
rainfall data. They show that the frequency of extreme rainfall events has a statistically significant
long-term trend of 6% per decade. Sen Roy and Balling (2004) studied daily rainfall records throughout
the entire India territory. This was done for 129 stations over the period 1910-2000. 90%, 95% and
97.5% quantiles of daily rainfall were found to have significant upward trends in a contiguous region
extending from the northwestern Himalayas in Kashmir through most of the Deccan Plateau in the south
and decreasing values in the eastern part of the Gangetic Plain and parts of Uttaranchal. More recently,
Guhathakurta et al. (2011) considered daily rainfall data at 2,599 stations all over India, having 30 years
or more data in the period 1901-2005. They confirmed that the frequency of heavy rainfall events are
decreasing in major parts of central and north India while they are increasing in peninsular, east and
north east India. The trends were found significant for several regions after application of the Mann-
Kendall test.

For Russia, Bulygina et al. (2007) applied linear trend testing on precipitation data from 857 stations
across Russia during the past six decades. They found an increasing number of days with precipitation
exceeding the 95% quantile in winter at stations in the north of European Russia and in Siberia. Negative
linear trend coefficients in the time series of the number of days with heavy precipitation were only
observed at individual stations in eastern and European Russia (for 1977-2006). In summer, no
significant linear trend coefficients were found for the period 1951-2006. According to the data for the
period 1977-2006, a reduced number of days with heavy precipitation was found in the south and
southwest of European Russia, the north of western Siberia, in Chukotka, and the southern Far East.
Individual stations in western Siberia show a tendency for an increase.

The above-cited studies on both daily or supra-daily and sub-daily rainfall data show that patterns
of trends exist. These results suggest that urban drainage systems probably have already experienced
changes in stormwater flows over the past decades. The trends are, however, not always clear and are
subject to strong regional differences.

3.2 TRENDS VERSUS CLIMATE OSCILLATIONS

In the trend analysis of rainfall processes and extremes, the effect of clustering in time of the frequency and
amplitude of the rainfall extremes has to be taken into account. This requires an analysis to be carried out to
describe the short- and long-term time dependence induced by annual, decadal and multidecadal climate
oscillations.

Large-scale, low-frequency oscillations have been observed in for example the Pacific and North Atlantic
regions. The most well-known are the El Nifio southern oscillation (ENSO, e.g. Philander, 1990) in the
Pacific and the North Atlantic oscillation (NAO, e.g. Hurrell, 1995). They were represented by various
types of indices. Some common indices considered by climatologists for the Pacific are the Pacific
Decadal Oscillation (PDO) index (Mantua et al. 1997), the Southern Oscillation Index (SOI) (Trenberth,
1984), the Indian Ocean Dipole (IOD) index (Saji et al. 1999) and the Southern Annular Mode (SAM)
(Thompson & Solomon, 2002). For the North Atlantic region, common indices next to the NAO are the
AMO (Atlantic Multidecadal Oscillation) index (Kerr, 2000; Enfield et al. 2001; Knight, 2005), the Arctic
Oscillation (AO) index (Noren et al. 2002) and the Antarctic Oscillation index (AOI) (Gong & Wang 1999).

Several authors have detected such oscillations also in series of (extreme) rainfall observations. May and
Hitch (1989) and Blanckaert and Willems (2006) detected cycles in short-duration rainfall extremes after use
of spectral (e.g. Fast and Windowed Fourier Transform (WFT) methods) and wavelet analysis. They
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considered time series of annual maxima of 1-hour extreme rainfall for 20 sites in lowland England for the
50-year period 1948-1997 (May & Hitch, 1989) and 1-hour POT rainfall extremes for the Uccle station in
Belgium since 1898 (Blanckaert & Willems, 2006). May and Hitch (1989) described periodic variations
with periods of 7, 11, 20 and 50 years. Blanckaert and Willems (2006) identified cycles with periods
between 2 and 4 years for the summer season and between 4 and 8 years for the winter season, but only
during limited time periods. Similar conclusions were obtained by De Jongh et al. (2006) based on the
same data series but after aggregation to monthly, seasonal and annual time steps. In the WFT and
wavelet spectra by Blanckaert and Willems (2006), the 1930s, the 1960s and the 1990 s were shown to
have a higher energy density. The hypothesis of a random signal could be rejected for these periods at
the 5% significance level. Based on these results, there is strong evidence that clustering of rainfall
extremes occurs with both short and longer time intervals; thus showing inter-annual dependence in
rainfall series. For an overview of the spectral analysis and wavelet based methods, the reader is referred
to Ghil et al. (2002).

Gershunov and Cayan (2003) have shown that the frequency of heavy daily rainfall is linked to ENSO
as well as to non-ENSO interannual and interdecadal variability in the North Pacific. Schreck and
Semazzi (2004) came to similar conclusions for eastern Africa; as well as Haylock et al. (2006) and
Grimm and Tedeschi (2009) based on extreme rainfall data in South America; and Gershunov (1998)
and Cayan et al. (1999) for extreme rainfall frequencies in contiguous and western USA. Grimm and
Tedeschi (2009) had strong indications that there is more sensitivity to ENSO in the extreme ranges of
daily rainfall, which undergo relatively stronger changes in frequency, and that this sensitivity does not
necessarily translate into changes of monthly total rainfall. Same conclusions were made by Gershunov
(1998) and Cayan et al. (1999) for the USA. In Australia, Aryal et al. (2009) found linkage between
temporal trends in daily rainfall extremes and those of the SOI and AOI. Also for Australia,
Kamruzzaman et al. (2011) presented two analyses on rainfall series from six stations in the Murray
Darling Basin and four cities in eastern Australia. They did not consider daily or sub-daily rainfall
extremes but monthly rainfall series. The record lengths were between 38 and 108 years. The first
analysis was based on multiple regression and the other used the Holt-Winters algorithm, for
investigating non-stationarity in environmental time series. The first analysis focused on the residuals
after fitting regression models which allowed for seasonal variation and for longer term oscillations
reflected by the indices PDO and SOI. The regression models provided evidence that rainfall is
reduced during periods of negative SOI, and that the interaction between PDO and SOI makes this effect
more pronounced during periods of negative PDO. The residuals were also analysed for volatility,
autocorrelation, long range dependence and spatial correlation. For all ten rainfall series, cumulative sum
plots of the residuals provided evidence of non-stationarity, after removing seasonal effects and the
effects of PDO and SOI. Rainfall was generally lower in the first half of the twentieth century and higher
during the second half of the century. However, it decreased again over the last ten years. This pattern
was highlighted with plots of five year moving averages. The second analysis decomposed the rainfall
series into random variation about an underlying level, trend, and additive seasonal effects using the
Holt-Winters algorithm. The results of the Holt-Winters analysis were qualitatively similar to those of
the regression based analysis.

Other authors have made use of quantile-based methods to study rainfall dependence at longer (decadal
and multidecadal) time scales. Ntegeka and Willems (2008) compared quantiles in moving block periods of
5, 10 and 15 years length, with quantiles derived from the entire series (in their case a more than 100-year
long series of 10-minute intensities). They found that rainfall extremes over Belgium show multidecadal
oscillations, with oscillation peaks in the 1910s—1920s, the 1960s and recently during the past 15 years
(Figures 3.3 and 3.4). For the winter season, the increase in heavy rainfall extremes during the past
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15 years is explained in part by a climate oscillation peak (Figure 3.3 around half of the increase is accounted
for by the climate oscillation, and around half by climate change). For the summer season, the increase could
entirely be explained by the climate oscillation peak (Figure 3.4). Some oscillation peaks were found
significant at the 5% significance level (Figure 3.5). Box 3.2 explains how anomalies in extreme

quantiles and their significance can be identified.

Impacts of Climate Change on Rainfall Extremes and Urban Drainage Systems
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Figure 3.3 Anomaly in quantiles of 10-minute rainfall extremes (higher than 1 mm/10 min) at Uccle, Brussels,
in the winter season, for moving windows of 10 and 15 years in comparison with the full period 1898-2005
(adapted from Ntegeka & Willems, 2008).
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Figure 3.4 Anomaly in quantiles of 10-minute rainfall extremes (higher than 0.8 mm/10 min) at Uccle,
Brussels, in the summer season, for moving windows of 10 and 15 years in comparison with the full period
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1898-2005 (adapted from Ntegeka & Willems, 2008).
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Box 3.2 Identification of anomalies in quantiles to detect multidecadal climate oscillations

The anomalies in extreme rainfall quantiles shown in Figure 3.3 and Figure 3.4 were computed based on
the quantile perturbation method by Ntegeka and Willems (2008). The method can be used to analyse
trends and anomalies in hydro-climatic extremes based on quantile perturbations on (multi-) decadal
time scales. The perturbations refer to relative changes between two series. One of the series is taken
as reference or baseline series while the other is a subseries of interest. For historical analysis, the
reference series are taken as the full available historical series, while the subseries are block periods of
interest (i.e. 10 years). The quantile perturbation approach can be applied to series at any time scale.

The extreme values within a subseries (particular block of L years) are ranked in descending order,
where i is the rank of a given value in the series. Based on this rank, the empirical return period T
can be estimated according to Equation (3) for each time step in the subseries. The same calculations
are applied to the full long-term series (N years), Equation (4).

L
Ty = 7 (3)
N
Tngy =+ @)
The values that correspond to these return periods are denoted as the quantiles x;, x; />, ..., X, i for the
subseries and Xy, X, 2, .. , Xy for the full series. The perturbation factor P(/) for a given return period then
corresponds to the ratio indicated in Equation (5).

X (Teg)

Py =
N

®)

It is clear that the empirical return periods T, (i) of the subseries do not necessarily coincide with the
empirical return periods of the full series Ty(/). In that case, the xp(T,(;) values are derived by linear
interpolation from the values with closest empirical return periods. From the perturbation factors of all
empirical return periods, an average perturbation factor can be calculated for all quantiles above a
given threshold (or a given threshold for the return period).

These average perturbation factors represent anomalies in quantiles, and are calculated for moving
block periods (subseries of L years length, moved with 1-year step from the beginning, towards the end
of the full available series).

For a full series of N years [0;N], the following moving N-year subseries thus are considered: [O;/N],
[1;N+1], ..., [N—9;N]. The moving procedure causes dependency among the calculated anomalies
(over periods of N years length), but allows easier visual interpretation of the temporal variations in
these anomalies. The method allows to detect decadal and multi-decadal oscillations in extreme
quantile anomalies (Ntegeka & Willems, 2008).

The same procedure can be applied but limiting the return period and perturbation factor calculations
to a given season. In this case the particular block period (subseries) of interest will be limited to the
months in the given season.

To test whether the trends and anomalies identified in the historical series are significant, Ntegeka and
Willems (2008) calculated confidence intervals on the perturbation factors. This was done under the null
hypothesis of no trend or serial dependence in the occurrence of rainfall extremes in time. They
calculated the confidence intervals by a non-parametric bootstrapping technique. The values in the full
series were randomly resampled a large number of times (Ngr bootstrap runs; each run containing the
same number of values as in the full series) without replacement. For each run, perturbation factors are
recomputed, where after confidence intervals are calculated for each time step based on the ranked
Ngr perturbation factors per time step.
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Since these confidence intervals define regions of expected variability under the null hypothesis, any
anomaly value outside the confidence bounds is considered to be statistically significant (hypothesis of
no trend or serial dependence is rejected), while the region inside the confidence bounds is considered
insignificant (hypothesis accepted). See Figure 3.5 for an example of these confidence bounds. The
figure shows significant high anomalies for the 1910s, 1960s and 1990-2000s, and significant low
anomalies for the 1930-1940s and 1970-1980s.

In Willems and Yiou (2010), these anomalies were calculated in a similar way with data corresponding
to regional climate influences as NAO. The aim of that comparison is to identify the external influences of
the anomalies in rainfall and temperature. The method was also applied by Taye and Willems (2011, 2012)
for the Blue Nile basin, where climate influences were found with the SOI and sea surface temperature
differences over the Equatorial Pacific. Mora and Willems (2012) have shown for the Paute basin in
Ecuador that daily rainfall extremes are influenced by the ENSO. Sites with similar correlations can be
grouped to obtain regionalized estimates of the external influences. Taye and Willems (2012) have
shown that extreme value statistics (e.g. IDF) computed from historical series with limited lengths (e.g.
less than 30 years) might be biased from the same statistics but computed based on long periods of
several decades. They suggested that the large-scale atmospheric indicators can be used for correcting
that bias in the statistics estimated from short periods.
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Figure 3.5 95% confidence bounds for the anomaly in quantiles of 10-minute rainfall extremes (higher than
1 mm/10 min) at Uccle, Brussels, in the summer season, for moving windows of 5 years in comparison with
the full period 1898-2005 (adapted from Ntegeka & Willems, 2008).

The multidecadal oscillations in rainfall extremes, as shown in Figures 3.3 and 3.4, explain why trend
analysis of periods of less than 30 years might wrongly identify increasing or decreasing parts of
longer-term climate oscillations as trends, even when merging information from several series in a
region. Moreover, when short- and long-term persistence is present in the series, classical trend testing
techniques such as the linear regression, Mann-Kendall, Spearman’s rank and other tests cannot be
directly applied. They assume independence in the data, which may not be valid for climatologic series
when short- and/or long-term persistence is present in the series.
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One solution is to remove autocorrelation in the series by pre-whitening before application of a trend test.
Details of pre-whitening techniques can be found in von Storch (1995), Kulkarni and von Storch (1995),
Zhang et al. (2000), Wang and Swail (2001), Zhai et al. (2005), Kamruzzaman et al. (2012) and
Chowdhury and Beecham (2010). These techniques intend to remove a serial correlation component
such as a lag-one autocorrelation from the time series (see also Box 3.1). Another method would be to
replace the real sample size by an effective sample size to account for the effect of serial dependence on
the variance (see e.g. Hamed & Rao, 1998). However, Yue et al. (2002) have shown that such correction
methods may lead to incorrectly identified significant trends, because they do not address the potential
interaction between a trend and the autocorrelation when both exist within a time series. Another option
is the use of the modified Mann-Kendall test by Yue and Wang (2002) for auto-correlated data. A
comparison of methods has been made by Renard (2006), who developed a general framework for the
selection of trend tests based on the degree of autocorrelation, the type of probability distribution, the
change type and the length of the available historical series.

Several authors, although they did not explicitly study climate oscillations, reported on differences in
trend testing results when the tests are applied to different periods, or to subperiods of the full available
series. Some examples are shown hereafter.

In the study by Einfalt ez al. (2011) with focus on in North Rhine, Westphalia, Germany, trend testing was
done for 750 rain gauges based on linear regression and the Mann-Kendall test. It was found that the number
of heavy precipitation events had increased in the past ten years as a function of the sampling interval.
For short intervals (<1 hour), the increase was higher than for longer sampling intervals. They also
confirmed that trends strongly depend on the decadal period selected. They found that in the period from
1971 to 1980 less rainfall was recorded than in any other ten year period between 1950 and 2008, and
that this time period played a major role in the trend analysis when based on time periods shorter than 50
years. Trend analysis over only 30 years, although not for extremes but for annual rainfall sums, showed
very different results depending on the time interval chosen, especially if the decade 1971-1980 was
included. Figure 3.6 shows a decrease of the yearly sums for the period 1950-1979, while the period
1971-2000 shows a significant increase. When the analysis is undertaken for the full period 1950-2008,
most stations show an increase in the annual rainfall, this being significant in more than 50% of the
stations (Figure 3.6).

Bengtsson (2008) did not find trends for 89-year time series of annual maxima of daily rainfall for
stations in southern Sweden, but noticed that there have been trends over shorter periods.

For Emilia-Romagna, a region in northern Italy, Pavan er al. (2008) did not find clear trends in the
frequency daily rainfall events for a dense network of stations over the period 1951-2004. They rather
identified the presence of a clear decadal variability (even periodicity) in the frequency of such intense
daily rainfall.

Also Manton et al. (2001), who conducted trend analysis on extreme daily rainfall series for Southeast
Asia and the South Pacific for the period 1961-1998, warned that such time frame is relatively short and may
produce trends that are sensitive to the sampling period. They observed that trends in total rainfall, dry days
and extreme events in Australia from 1910-1995 tend to be in the opposite direction to those for 1961-1998.
However, for some countries in the region, appropriate data do not exist from before the late 1950s.
So extending the analysis (across the entire region) backwards was not possible.

For south China, based on daily rainfall data for 1961-2003 at 17 stations, Ning and Qian (2009) found
strong interdecadal changes. They were found consistent with the changes in latent heat flux over the South
China Sea and the sensible heat flux over the Indochina peninsula through the South China Sea summer
Monsoon. In Central India, Rajeevan et al. (2008) shows that the frequency of extreme rainfall events
has inter-decadal variations, modulated by the SST variations over the tropical Indian Ocean.
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Figure 3.6 Trend results by linear regression on annual rainfall sums over North Rhine, Westphalia,
Germany, for 1950—1979 (top left), 1971-2000 (top right) and 1950—2008 (bottom) (blue = increase of rain;
orange = decrease of rain) (after Einfalt et al. 2011).

For midwestern stations in the USA, Kunkel ez al. (1999) show based on the analysis of a 101-year record
that the frequencies of 1- to 7-day rainfall extremes of 1-year return period or longer around the turn of
the twentieth century (1896-1906) were higher than for other periods of comparable length, except for
1986-96. They warned that the interpretation of the recent upward trends must account for the
possibility of significant natural forcing of variability on century timescales. At decadal scales, they
found below average frequency of rainfall extremes in the early 1930s for all regions in the USA,
above-average frequency in the early 1940s in the west, south and north-central USA, below-average
frequency in the early 1950s for most regions of the USA, except the northeast and east-north central
regions of the USA. For the 1960s, very low frequency of rainfall extremes was obtained for the
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northeast USA, but this contrasted with the near-average frequency in the rest of the USA. Below-average
frequency in the late 1980s occurred primarily in the western regions, while the frequency of rainfall
extremes in the northeast was well above average. During the 1990s, most regions experienced an
above-average frequency.

Also Frich et al. (2002), but now based on a global dataset, show that global maps of indicators of extreme
precipitation during the second half of the 20th century show significant changes from one multi-decadal
period to another.

3.3 TRENDS IN URBAN RUNOFF: CHANGES DUE TO CLIMATE
AND URBANIZATION

When investigating trends in urban runoffs, which is nearly impossible to do because of the very limited
length of available urban drainage flow series, trends might be visible as well. However, these trends
would probably reflect changes in urban drainage management (additional or new urban drainage systems
built, older systems rehabilitated or renovated, connected to treatment infrastructure), urbanization and
increase in pavements and house roofs, rather than climate change.

The impact of climate variability and trends on urban runoff or other urban drainage impacts can be
analysed by means of urban drainage models. A long-term rainfall series can be simulated in the model
and the runoff results statistically analysed (using similar techniques as discussed in Section 3.1). This
has been undertaken by Verworn et al. (2008) who studied the impact of trends in extreme rainfall
statistics (based on a 15-minute rainfall series within the Emsher-Lippe region) on sewer surcharge
frequencies, CSO frequencies and overflow volumes. Sewer surcharge frequencies were studied
depending on whether they happen somewhere in the system or for several manholes at the same time.
Results showed an increase in the surcharge and overflow frequencies in the last one or two decades.
Trends in overflow volumes depend on the trend testing method applied. It was found that, depending on
the method applied, trend signs may be opposite. Trends in overflow volumes were found to be positive
when total overflow volumes per decade were studied, while they were found to be negative after fitting
a linear trend line to the overflow volumes of all events in the time series 1957-2006. The multidecadal
oscillations, discussed in the previous section may explain these findings.

Another impact study by Pagliara e al. (1998) for Italy made changes in design storms based on the
significant rainfall trends they found. The changes were made every four-five years during the period
1955-1993 and the design storms simulated in a sewer system model. Differences of 13% (increase from
1960s to 1990s) in peak discharges were obtained. Changes of 3—-5% in pipe diameter are required to
bring the peak discharges for the 1990s to the same level as for the 1960s.

3.4 DISCUSSION

The methods discussed in Chapters 2 and 3 for analysing the stochastic/statistical properties of rainfall
extremes and properties of variability, trends and non-stationarity are all empirical methods. There is no
need to explain how important it is for such methods to be based on good quality observations. It is
beyond the scope of this book to present methods for analysing the quality of data, for analysing the
temporal consistency of the data and for detecting outliers. For these methods, the reader is referred to
Hosking and Wallis (1997) and Tsakalias and Koutsoyiannis (1999) in the first instance. It is worth
noting that several studies reported above carried out a data quality analysis. Some adjusted the rainfall
measurements, as was done by Vincent and Mekis (2006) for site relocation, changes in observing
programs and corrections for known instrument changes or measurement program deficiencies.
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For trend testing, urbanization increase might be a possible source of non-stationarity in climatic records,
which may influence trend estimates. Dense urban cities may be influenced by the Urban Heat Island (UHI)
effects discussed in Chapter 5 (e.g. Dettwiller & Changnon, 1976). The reported increases in temperature
and induced mesoscale convergence caused by the UHI effect are, however, so small that it seems
unlikely to have had a strong effect on the rainfall trends for most cities (Jones etr al. 1989; Huong &
Pathirana, 2011). Karl et al. (1988) established a minimum population threshold of 100,000 people for
discernible UHI effects. Kishtawal et al. (2010) documented for many large cities in India (with
population over 5 million) an urbanization signature in the observed frequency of heavy summer rainfall
during the June-Sept. monsoon season.

Another possible source of non-stationarity in climatic records is improvement of instrumentation.
Around 1990 and around 2000, measurement devices using, respectively, tipping bucket technologies
and weighing type instruments were gradually introduced into station networks worldwide. These
instruments permit a higher accuracy measurement for short time interval sampling (down to one minute
and less) than the traditional paper strip based instruments. Therefore, the results for sampling intervals
of 1 hour and below are influenced by this effect, leading to a higher number of events for these
sampling intervals than for a 2-hour interval (or longer). Quirmbach et al. (2009) reported in their study
that the recorded increase in the number of events, which was higher for the <1 hour intervals than for
the longer sampling intervals, might be in part attributed to the instrumentation improvements.

In conclusion, long-term historical trends due to anthropogenic climate change are difficult to quantify
and verify because of limited data, instrumental or environmental changes, interannual variations and longer
term climate oscillations. The problem of data limitation is very relevant when analyzing trends in extremes.
As highlighted by Frei and Schir (2001) and Schmidli and Frei (2005), the signal-to-noise ratio in a trend
analysis depends on the record length, the trend magnitude, the “noise” level (e.g. the magnitude of the
variations in the extreme values), and the frequency of events under consideration. Unless the trend
magnitude is very large, a real trend may not be detectable in a statistical test when we focus on extremes.

In case a historical trend is present and can be detected, extrapolation of this trend to future decades can be
made but these will have an even higher degree of uncertainty. For these reasons, as is the case for any
modelling application, it is wise to combine the empirical data with the results from physically-based
modelling. Physically-based modelling of climate trends is done by means of climate models, which are
presented in the next chapter.
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Chapter 4
Climate models

Urban drainage system planners need information on future trends, up to 20-100 years from now, depending
on the operational lifetime of the system. One option is to analyse historical trends (see previous chapter) and
to use these trends for extrapolation. However, one should be very careful in extrapolating these observed
trends far into the future. For longer-term projections, a more physically-based approach is required that
accounts for the drivers of the change and the temporal projections on these drivers. This can be done
using the results from climate projections, simulated by climate models.

In this chapter, a general introduction to climate modelling is given followed by a classification of
different types of models (Section 4.1). Also the differences between modelling weather and climate and
issues of predictability are discussed. Climate forcing scenarios and GCM simulations for these scenarios
are finally presented in Sections 4.2 and 4.3.

4.1 ATMOSPHERIC MODELLING
Weather versus climate modelling

The objective of climate models is to describe long term changes in the atmospheric system, at the global
or regional level. They make use of atmospheric models, which are basically the same type of models as
used in operational weather forecasting. While weather forecasting attempts to predict the conditions of
the atmosphere accurately for a period of about one week, using specific initial conditions given by
assimilated observation data, climate models operate for much longer periods, generally from several
decades up to the end of the century. For climate models, the initial conditions are less important compared
to weather models because the objective is to simulate changes in average or extreme statistical properties
of key meteorological phenomena rather than making detailed short-term forecasts.

Historically there were significant differences between the physics in climate and weather models. For
example, early weather models ignored radiation in their implementation (Shea er al. 1994). However,
today the physical processes and their implementations in climate and weather models are nearly identical.
In fact recent literature shows many examples of using weather model systems to conduct climate
type simulation experiments, for example Lo et al. (2008), who used the WRF model for climate
downscaling. The main differences are the prediction duration of interest and the “type” of prediction that
is being undertaken (Giorgi, 2005):
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(1) Prediction of the evolution of the atmospheric state, given an initial condition: this is called
predictability of the first kind.

(2) Prediction of the statistics of the response of the atmosphere for some external forcing (e.g. climate
forcing by means of scenarios for GHG emissions or atmospheric concentrations): called
predictability of the second kind.

Weather prediction is a clear example of predictability of the first kind. The weather prediction rarely shows
high accuracy beyond a period of one week. In general, the prediction accuracy within a given system is
a function of the temporal scale of the phenomenon that is considered. Typical atmospheric processes
leading to rainfall are of relatively short time scales (e.g. cumulus formation: a few hours; synoptic
systems: a day or two). Climate projections are essentially of the second kind: they largely “forget” the
initial conditions of the simulations and respond to the external climate forcing, behaving much like a
boundary value problem. The results of such attempts are inherently probabilistic and it is important to
treat them as such in further analyses.

To make a clear distinction between predictions of the first kind and predictions of the second kind,
predictions of the second kind are commonly called projections rather than predictions.

In between weather predictions (~5-10 days) and climate projections (~30-100 years) comes forecasts
on seasonal to decadal time scales. Despite the chaotic nature of the atmosphere, predictability on longer
time scales may exist through the large-scale, low-frequency climate oscillations discussed in Section
3.2., such as ENSO, which influences for example seasonal precipitation in most parts of the world (e.g.
Trenberth & Caron, 2000). Seasonal to decadal forecasting is performed using dynamical, statistical or a
combination of methods. The forecasts generally exhibit good skill in the tropics and for monsoon
rainfall. In other regions the skill is generally low but expected to improve with future development of
observation systems as well as climate models (e.g., Smith et al. 2012).

When the climate change projections are to be made at regional scales, we face further challenges.
Historically GCM projections, which cover the entire globe, have been largely limited to coarse
resolutions, typically several hundred kilometres, primarily due to computational limitations. While this
limitation is continually relaxed, there are other issues that are intrinsic to the atmospheric system that
makes it challenging to use local scale projections. First, there are numerous local effects (e.g. geographical
features) that modify the atmospheric flow in complex ways. Secondly, small horizontal shifts in storm
movement can dramatically alter local precipitation patterns. Further there is evidence that the variability
of atmospheric variables (including precipitation) increases with refined spatial scales (Giorgi, 2002).

While a simplification, it is generally true that the smallest space/time scale at which predictions have
real information decreases both spatially and temporally with an increasing range of prediction
(Figure 4.1). The figure shows that with increasing range of prediction, fine-scale (both time and space)
information is lost. Long-range model results should be interpreted as space/time averages over a large
range or as statistics, which can be seen as another way of aggregating. Even with sufficiently high grid
resolution (which is far from the case today) a GCM will not be able to deterministically predict cumulus
formation. However, it may be able to give: 1) rainfall averaged over a large region over a large time
period; and 2) statistical information on cumulus formation. This is an intrinsic property of the
atmospheric system —not a limitation in current models which can be overcome with better numerical
schemes and refined resolutions.

Physical basis

The development of atmospheric models started from the late sixties to the mid-seventies, with the
development of the theory of chaos by Lorenz (1975). This theory allowed describing the behaviour of
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complex systems like the earth’s atmosphere. All physically based atmospheric models use some sort of
numerical scheme to solve the following five equations in a three-dimensional space:

(1) Conservation of mass

(2) Conservation of momentum

(3) Conservation of heat

(4) Perfect gas law

(5) Conservation (and phase changes) of water
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Figure 4.1 A simplified view on predictability of atmospheric conditions.

Field sc.

Note that atmospheric models describe water in a different way than what is done in hydrology. Hydrologists
typically model water as an incompressible fluid that does not change its properties significantly within the
typical ambient range of temperatures (Chow, 1964; Chow et al. 1988). Therefore the motion of water is
generally described using the conservation laws of mass and momentum. In the case of gases, it is not
realistic to assume incompressibility. They expand significantly with an increase of temperature. In
addition to the conservation of mass and momentum, describing atmospheric motion requires a
conservation of thermal energy (as described by the first law of thermodynamics) and a relationship
between temperature, pressure and volume (as described by the perfect gas law). It is typical to consider
water as a separate constituent having its own conservation equation.

Boundary conditions

Like any other type of numerical model, atmospheric models need initial conditions and boundary
conditions to operate. The boundary conditions are often divided into top, bottom and lateral types
(Figure 4.2).

In most atmospheric models the top boundary conditions use simple parameterizations for important
quantities (e.g. radiation exchange). These parameterizations are often simplified and depend on known

Downloaded from http://iwaponline.com/ebooks/book-pdf/523747/wio9781780401263.pdf

bv auest



50 Impacts of Climate Change on Rainfall Extremes and Urban Drainage Systems

external processes (e.g. seasonal solar radiation). For example, many GCMs set the model top well above the
troposphere making it possible to assume no air exchange over the model top. For instance, the NOAA GISS
ModelE (Schimit et al. 2006) sets the model top at 0.1 hPa level, which is approximately 64 km above the
stratosphere. Modern atmospheric models use a simplified surface model (called Land Surface Model —
LSM) to cover the bottom boundary. For example, ModelE uses an improved version of the Rosenzweig
and Abramopoulos (1997) LSM, that can represent vegetation, snow and catchment hydrological processes.

Top Boundary
(Model top)

Lateral Boundaries Lateral Boundaries

Lateral Boundaries

Bottom Boundary
Lateral Boundaries (Earth Surface)

Figure 4.2 Types of boundary conditions in atmospheric models.

When the model coverage is global, as is the case for a GCM in applications of climate change projections
and a Global Weather Model (GWM) in weather prediction applications, the model does not have lateral
boundaries. Therefore the need for lateral boundary conditions does not arise. This leads to an important
ability for these models: given initial conditions they can simulate future atmospheric conditions without
any future boundary conditions. Therefore global atmospheric models can make predictions in the real
sense of the word.

Regional models

In regional studies, another type of model is used, namely a Limited Area Model (LAM). Such as model is
called RCM when used for applications of climate change projections and Regional Weather Model for
numerical weather prediction. As the name implies, regional models have lateral boundaries and
therefore depend on the specification of the lateral boundary conditions. These boundary conditions can
come from two sources:

— In the case of historical studies they can be based on past observations. However, in order to combine
different types of observations with inevitable error sources in a physically consistent way, data
assimilation is used with the help of prior knowledge of the state given by a numerical atmospheric
model (Wang et al. 2000). For historical studies such reanalysis data are used as lateral boundary
conditions (often also for initial conditions). For more information on the basics of data assimilation
and reanalysis the reader is referred to Shea et al. (1994).

There are several publicly available reanalysis datasets:

o One is the global reanalysis data from the National Centre for Environmental Prediction (NCEP),
which are dating back to 1948 and continuously updated (Kistler ef al. 2001): http://www.esrl.
noaa.gov/psd/data/reanalysis/reanalysis.shtml.
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o Interesting is the NCEP FNL Operational Model Global Tropospheric Analyses ds083.2 dataset, a
6-hourly dataset covering the globe at 1 x 1 deg resolution (CISL, 2011) at 26+ atmospheric layers
from the earth’s surface to 10 hPa (about 30 km) height. They use the Global Telecommunications
System (GTS) and other data sources and perform reanalysis using the Global Forecast System
(GFS), which is an operational GWM.

o Other global reanalysis datasets are the 40-year reanalysis data (ERA-40) from the European
Centre for Medium-Range Weather Forecasts (ECMWF) at 2.5 deg resolution covering
the period 1957-2002 (Uppala et al. 2005), and the continuously updated ERA-Interim dataset
covering the period from 1979 onwards: http://www.ecmwf.int/products/data/archive/
descriptions/e4/index.html.

o Nextto these global datasets, some regional datasets are available, for example for Europe (E-OBS;
Haylock et al. 2008), India and East Africa (Yatagai et al. 2009) and South America (Silva et al.
2007). Another useful source of daily rainfall data is the Global Historical Climatology Network
(GHCN) — Daily, which contains records from over 75000 stations in 180 countries and territories,
with lengths that range from less than 1 year to more than 175 years: http://www.ncdc.noaa.
gov/oa/climate/ghcn-daily/

o One has to note that these reanalysis/historical data are more reliable for more recent periods. A
strong increase in the accuracy is expected from the 1980s due to the availability of satellite
data. Serious inaccuracies may, however, remain in recent years. For example, Uppala et al.
(2005) found a serious bias in ERA-40 rainfall data due to the Pinatubo eruption of 1991,
which caused significant artificial shifts in some of the assimilated satellite streams and
reanalysed rainfall fields.

— For analyses involving future forecasts as in climate modelling but also in operational weather
forecasting, the regional models (RCMs or RWMs) depend on predictions made by global models

(GCMs or GWMs).

Figure 4.3 shows a taxonomy of atmospheric modelling applications. As outlined above, the two traditional
classes of applications are weather modelling and climate modelling. They have little overlap in the temporal
range, and strongly differ in spatial scales. Weather prediction modelling typically covers spatial scales from
mesoscale (strict technical sense meso-gamma scale, ~10 km) all the way to global scale. Typical examples
of models used for such short range predictions are RAMS (Pielke, 1992), MMS5 (Grell, 1994) and WRF
(Skamarock, 2005). The typical usage of these models is at the scale range from the meso-gamma scale
to the synoptic-scale (~1000 km) as they use specified lateral boundary conditions, with a forecast range
of several days to weeks. In special research applications the models are sometimes employed at smaller
spatial scales (e.g. <1 km, microscale or smaller). They also can be used as global models with special
setups. However, the most prevalent use of these models remains within the mesoscale range. This
application therefore is also known as Mesoscale Meteorological Modelling (MMM) (Pielke, 2002).

For climate models, because they consider long term changes in the atmospheric system, the spatial
domains are large compared with the spatial domains covered by the weather prediction models, as also
shown in Figure 4.3. They indeed go from global to synoptic-scale level. There also would be the option
to use climate models for the smaller mesoscale range, hence to limited-area application domains. This
would be useful in applications of urban hydrology. Most useful for these applications would be to
restrict the spatial domain to the area of a single city or urban area. Whether this is practically feasible
will be discussed in Chapter 5. Atmospheric models bounded to the smaller mesoscale will hereafter be
referred to as LAMs. This name refers to the atmospheric model, independent on whether it is used for
weather prediction or climate modelling.
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Figure 4.3 A taxonomy of atmospheric modelling applications. Weather modelling applications, while
covering micro scale to global scale, rarely attempt to predict more than several weeks into the future. On
the other hand, climate models typically cover temporal ranges from days to centuries, but are rarely
applied at spatial scales smaller than regional. See the text for the different acronyms used in the figure.

4.2 CLIMATE FORCING SCENARIOS

Climate change impact estimation of variables including extreme rainfall requires prediction of the
statistics of the response of the atmosphere for external forcing through changes in GHG emissions or
concentrations. In Section 4.1, this type of prediction was called “predictability of the second kind” or
projection. It requires scenarios to be defined for the future trends in GHG emissions or concentrations.
These are determined by driving functions such as demographic, socio-economic, technological and
social development (Nakicenovic & Swart, 2000). Based on various overall scenarios, Nakicenovic and
Swart (2000) developed 40 storylines that each describe a possible path. Together the paths span over
wide intervals of human population, wealth, GHG concentrations and thus climate. These were
summarized in a limited set of scenarios, which are well known as the IPCC Special Report on
Emissions Scenarios (SRES) A1, A2, B1, B2, A1B, and so on. (Table 4.1; Nakicenovic et al. 2000).

All the SRES scenarios are baseline scenarios in the sense that they do not include any explicit climate
policy (mitigation), although emission reduction may result from other environmental concerns that are
taken into account in some scenarios. The CO, emissions from the most frequently used SRES scenarios
are shown on Figure 4.4 (coloured lines).

In conclusion, a wide range of possible emission futures remains plausible from a scientific viewpoint. It
is important to note that SRES scenarios do not account for the fact that populations might significantly
adapt their behaviour due to climate change experiences and/or communication/sensitization. For that
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reason, there are changes regarding scenarios in preparation for the 5th Assessment Report (ARS) of the
IPCC. The new process will be an important change from previous assessments. The move originates
from a need to replace the SRES scenarios, and to cover the whole range of published scenarios,
including strong mitigation cases. The central concept of this new framework is a set of 4 benchmark
scenarios referred to as Representative Concentration Pathways — RCPs (Moss et al. 2008). By contrast
to the SRES emission scenarios, the RCPs are not based on storylines defining the drivers behind the
emissions. Rather, the RCPs are defined by selecting concentration pathways and the associated radiative
forcing in 2100 so as to cover the full range of scenarios available in the scientific literature. The radiative
forcing is a measure of the imbalance of incoming and outgoing energy in the earth-atmosphere system,
due to climate altering factors. The RCPs are referenced by the radiative forcing reached in 2100, namely
RCPS8.5 (8.5 W/m?, representing the largest emissions or high reference position), RCP6, RCP4.5, and
RCP3-PD. In the name of the “RCP3-PD” scenario, PD stands for Peak-and-Decline: rather than
increasing then stabilizing to a certain value, the radiative forcing is passing through a peak (at 3 W/m?),
then declining and eventually stabilising (the radiative forcing in 2100 was set to 2.6 W/m? following an
evaluation of the plausibility of such low scenarios). The two lower scenarios are in the range of
concentrations typical for mitigation scenarios, and the lowest one is representative of emissions that
would follow from substantial mitigation efforts compatible with a limitation of global warming around
2°C, so that the coverage of possible futures is much more comprehensive than with the non-mitigation
SRES scenarios (Figure 4.4).

Table 4.1 SRES scenario summary.

Scenario Description

A1 Fast growing economy, new/efficient technologies, population peak around
mid-century and decline thereafter. Three storyline subgroups: fossil intensive (A1Fl),
fossil energy sources (A1T) and balanced use of all sources (A1B).

A2 Heterogeneous world, preservation of local identities, continuous population growth.
Economic/technological progress is more fragmented and slower than in other
scenarios.

B1 Global population as in A1, services and information society, clean and resource
efficient technologies.

B2 Global population as in A2 but slower evolution, intermediate economic development,

more diverse evolution in technology than in the A1 and B1 storylines.

A key idea is that this set of pathways can be used to run climate models while new socio-economic
scenarios are simultaneously developed. This parallel process is illustrated in Figure 4.5. When new
socio-economic and emission scenarios will be ready, it is expected that it will be possible to link these
to the RCPs so as to obtain climate change information from the climate runs based on the RCPs, thus
avoiding a need for new climate simulations. A practical consequence for impact and adaptation studies
is that they do not only need to wait for the climate simulation results, but they may also need to wait for
the availability of consistent socio-economic information from fully defined new scenarios with
associated storylines. The RCP process helped to start this process more quickly than would the
previously used “linear” approach (Figure 4.5) but it should be clear that the RCPs themselves do not
provide complete socio-economic information so that further development is still needed in this area.
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Figure 4.4 Coloured lines: Total carbon dioxide emissions for the SRES scenarios (A1, A2, B1, B2 and A1f:

A1 Fossil Intensive scenario (IPCC, 2007). Grey lines: illustrative carbon dioxide emissions for each of the
representative concentration pathways (Moss et al. 2008).
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Figure 4.5 Approaches to the development of climate forcing scenarios: (a) previous sequential approach for
the SRES emission scenarios; (b) parallel approach of the RCP based scenarios. Numbers indicate analytical

steps (2a and 2b proceed concurrently). Arrows indicate transfers of information (solid), selection of RCPs
(dashed), and integration of information and feedbacks (dotted) (from Moss et al. 2008).

Downloaded from http://iwaponline.com/ebooks/book-pdf/523747/wio9781780401263.pdf

bv auest



Climate models 55

Figure 4.6 shows the main differences in the processes involved when applying SRES emission scenarios
versus AR5 RCP based scenarios. The figure is based on the main stages in developing a model of the
hydrological impacts from climate change as described by Ward et al. (2011). The SRES scenarios
worked “forward” from socioeconomic projections to radiative forcings (sequential approach;
Figure 4.5). This made it easy to get bogged down in questioning the socioeconomic, technological, and
physical assumptions of the scenarios. In contrast, the RCPs are intended to work backwards from
assuming forcings of magnitude to the wide range of circumstances that might result in such forcings.
This means that the RCPs are “agnostic” to the specifics of the socioeconomic projections; no matter
how socioeconomic, politics, and technology are going to evolve during the 21st century. The higher
steps in Figure 4.6 of emission scenario definition and carbon cycle modelling thus are eliminated from
the ARS scenario definition. In this book, climate forcing scenarios is used as a common term for both
the SRES emission and AR5 RCP based scenarios.

Hypothetical scenario /
numerical experiment  OR Future climate projection
Prescribed conditions [ Emissions scenarios ]
(e.g. Atmospheric CO,
concentration) [ Carbon cycle models ]4-

Climate-calrboncycle

ARS scenarios start here —b[ Climate forcing ] complingmathods
A

Generalcirculation | ‘
models
|
v v
[ Dynamical AND [ Statistical downscaling

downscalingmodels | JOR models
[ |

¥
[ Hydrological models ]

Catchment-scale hydrological projections

Figure 4.6 Simplified chart of the main processes involved in modelling hydrological impacts from climate
change. Note: Dashed lines around climate-carbon cycle coupling methods indicate that not all models are
coupled (after Ward et al. 2011).

4.3 GCM SIMULATIONS

GCM simulations have/are carried out by several climate modelling groups around the world. Twenty of
these groups are involved in the Coupled Model Intercomparison Project (CMIP) of the World Climate
Research Programme (WCRP). They carry out coordinated GCM simulations in support of the
Assessment Reports of the IPCC. CMIP4, the Coupled Model Intercomparison Project Phase 4
contributed to the 4th Assessment Report (AR4) of the IPCC (IPCC, 2007a). The GCM simulations they
produced are for the greenhouse gasses increasing as observed through the 20th century (called 20C3M

Downloaded from http://iwaponline.com/ebooks/book-pdf/523747/wio9781780401263.pdf

bv auest



56 Impacts of Climate Change on Rainfall Extremes and Urban Drainage Systems

scenario experiment) and for the 21th century IPCC SRES scenarios. These simulations are provided by the
[PCC Distribution Data Centre:

http: //www.mad.zmaw.de/[PCC_DDC /html/SRES_AR4/index.html;
http: //www.mad.zmaw.de/IPCC_DDC /html/ddc_gcmdata.html.

Currently (2012) the CMIP5, Coupled Model Intercomparison Project Phase 5, is ongoing. This project
will deliver many more simulations for the 21st century RCP scenarios as a contribution to the Sth
Assessment Report (ARS) of the IPCC. These simulations are done using GCMs which are coupled to a
global ocean circulation (atmosphere-ocean general circulation models; AOGCMs).

The simulations cover given periods, both historical periods (called control simulations or baseline
periods; e.g. 1961-1990) and future periods (called scenario simulations or periods; e.g. 2071-2100), or
are transient for long continuous periods, for example from 1950 till 2100. The control and scenario
periods are most often about 30 years or longer, because a 30-year period is likely to contain wet, dry,
warm and cool periods (see Section 3.2) and thus is generally considered sufficiently long to define the
climate for a given location. A 30-year “normal” period as defined by the World Meteorological
Organization (WMO), for example 1961-1990, is recommended by the IPCC for use as a baseline period.

GCM modelling was once strictly limited to the specialized research groups who had access to
supercomputers. However, today there are situations where the GCM simulations can be performed by
enthusiasts from disciplines outside climate science. For example, EdGCM is a research-grade GCM
created by Columbia University and based on the Goddard Institute for Space Studies’ General
Circulation Model II, which is computationally efficient enough for use on personal computers. EdAGCM
has a friendly user interface, making it suitable for educational use (Chandler, 2005).

However, for the standard IPCC climate scenarios, the GCM results that are readily available from the
IPCC AR4 and ARS archives make it unnecessary to run GCM experiments for the sole purpose of
obtaining the results of standard runs.

The outputs from these climate model simulations are, however, subject to significant uncertainties, due to
scaling problems and to the limited knowledge of the physical processes and the obvious high uncertainties in
the climate forcing scenarios. Even given the wide range of demographic, socio-economic, technological and
social development scenarios considered by the IPCC, the actual future developments may differ
significantly from the scenario projections. For example, the SRES scenarios that currently are most often
considered do not account for the fact that populations might significantly adapt their behaviour due to
climate change experiences and/or communication/sensitization. In terms of climate processes, the
increase in GHGs and aerosols will lead to radiative warming, but also to cooling (the so-called global
dimming effect, as discussed in Pathirana, 2008). Depending on the specific processes included in the
models and their specific descriptions, the results from different GCMs differ, despite their common basis
(the fundamental equations). Generally models tend to agree on the direction (i.e. sign) of the change, but
differ with respect to the magnitude and/or speed of the change. This again emphasizes the importance of
uncertainties in climate projections.

Another potential source of uncertainty are the initial conditions of the climate model. A GCM starts from
an unknown and arbitrary initial condition in the pre-industrial era (mid-1800s). Simulations with the
same type of GCM, differing only in the initial conditions, will correspond better or worse with the
historical climate evolution and will give also different results for the (especially near) future. For
general climate features, the uncertainty related to initial conditions of the same GCM may be as large as
the uncertainty related to the type of GCM (e.g. Kjellstrom et al. 2010). The impact of initial conditions
on precipitation extremes in the Rhine basin for different time scales down to daily was studied by Kew
et al. (2011), using a set of 17 runs with the ECHAMS GCM, forced by emission scenario AlB,
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differing only in initial conditions. Future changes in daily extremes were found to differ by up to 25% for
individual members. Similar conclusion was obtained by Willems and Vrac (2011), as will be shown in
Chapters 7 and 8.

GCM simulations based on the RCPs were not publicly available at the time this book was prepared.
They are envisaged to be ready soon in order to enter the AR5 writing process (to be finalized in
2013/2014). As soon as sufficient climate model runs based on the RCPs become available, it is clear
that additional research will be needed to study the effect of these changes in the scenarios (e.g. the
effect of mitigation) on the rainfall extremes and urban drainage systems. Questions that may need to be
answered are (among others): Is the range of GCM simulations, currently provided sufficiently complete,
and are climate simulations available to widen the range if needed? Could impact studies based on the
SRES scenarios be somehow “connected” to the new RCP process, and if not, what would be necessary
to allow this? It will take time before a full evaluation becomes possible, including linking of the new
scenarios selected for the ARS to climate simulations, detailed assessment of extremes for a set of
models, and a range of impact studies. The treatment of uncertainty from scenarios and models, and the
possible inclusion of lower emission scenarios in future work are further discussed in the next chapter.

4.4 DISCUSSION

This chapter has discussed climate models as systems of differential equations based on the basic laws of
physics, fluid motion, and chemistry. These numerical models represent and couple atmosphere, ocean,
land surface and sea ice processes based on assumptions of GHG concentrations in the atmosphere, land
use and other critical variables that determine the rate of physical processes in the atmosphere. Future
trends in these variables are in turn estimated based on climate forcing scenarios. The changes imposed
by these changes in forcing (due to changes in anthropogenic emissions) should be compared to the
inherent natural variation of precipitation.

GCMs typically have poor accuracy in simulating precipitation extremes. Moreover, they produce results
at spatial and temporal scales that are far too coarse for urban drainage applications. This can be done
through the use of high resolution RCMs nested in GCMs. This method is called dynamical downscaling
which is presented in the next chapter.
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Chapter 5

Dynamical approach to downscaling
of rainfall

The previous chapter explained that various types of climate models exist and are broadly classified as
either GCMs or RCMs. RCMs account for the sub-GCM grid scale topographical features and land
cover heterogeneities. They use initial and boundary conditions from the output of GCMs for selected
time periods of the global run. This is commonly known as the nested regional climate modelling
technique or dynamical downscaling. Up to now, this approach has been one-way, with no feedback
mechanisms from the RCM simulation to the driving GCM. In this simulation scheme, the role of the
GCM is to simulate the response of the global circulation to large scale forcing (i.e. GHG
concentrations). The RCM accounts for finer scale forcing, like topographic features, in a physical
manner, and enhances the simulation of the climatic variables at these finer spatial scales. Although the
GCM boundaries in general have a very strong influence on the RCM results (including the effect of
changes in GHG forcing on the global climate), RCMs may have a significant role during periods of
convective precipitation due to the local convection effects (Rummukainen, 2010). Apart from
precipitation, RCMs can provide host of other hydrometeorological variables, on the surface (e.g. solar
radiation, sensible and latent heat flux) and three dimensional atmospheric space (e.g. humidity, cloud
densities, temperature). These outputs are generated from the physical simulation and hence physically
consistent with each other.

When using climate models in studies on climate change, sensitivity studies can give the modeller a
thorough insight into the sensitivity of the model output to changes in one or more input parameters or
their drivers. Such sensitivity analysis is often undertaken through controlled numerical experiments.
Some examples are impact of sea-surface temperature on storm generation over coastal areas, impact of
urban growth (as a driver of land use change) on changes of urban microclimates leading to altered
rainfall patterns, impact of atmospheric aerosols on rainfall processes and impact of mountains on
extreme rainfall.

In this chapter, a brief overview is given of the dynamic downscaling approach (Section 5.1), followed by
a discussion of the main tools used in that type of dynamic downscaling by means of RCMs (Section 5.2).
Specific attention is given to the method of calculating precipitation (extremes) in these models. Also the
concepts of nesting, how local data can be used to improve dynamic downscaling with RCMs, and
sensitivity studies, are discussed. Several case studies on fine-scale rainfall simulation from recent
literature are presented (Section 5.5) that may help the reader to better understand the concepts discussed
in this chapter.
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5.1 DYNAMICAL DOWNSCALING

GCMs often run at coarse resolution and are not capable of producing local scale features of rainfall (among
other meteorological variables). Therefore, techniques are used to interpolate these results at smaller scales
with varying degree of success in reproducing or mimicking local scale features. Dynamic downscaling is
where a RCM is used with GCM results as boundary conditions to produce more detailed and locally
representative meteorological fields for a specific (limited) domain.

Whereas GCM results are for standard climate forcing scenarios (see Chapter 4), the situation regarding
regionally downscaled data is quite different. While several data centres provide a number of sets of regional
model results for large regional domains (see Section 5.2), such as Europe, North America, Australia and
Japan this is not for every region in the world the case. The resolution of the RCMs obtained for large
regional domains, moreover, do not have the required resolution for urban drainage impact studies (see
further Section 5.2). This is especially the case for urban rainfall applications where the required
resolutions are well below meso-gamma scales. Further, there are often many specific local-forcing
conditions (e.g. land use changes) with which the urban scientists would like to model. In this context,
being able to perform limited area atmospheric simulations under specific conditions is an important
asset for the urban hydrometeorologist.

Historically numerical modelling of the atmosphere even at the regional scale was an exclusive field
that was available only for highly specialized research groups and operational forecasters who have
access to expensive computational facilities. In addition to the computational expense, early atmospheric
models were not readily accessible to the non-specialized user (e.g. urban hydrologist who is interested in
the models for the purpose of rainfall downscaling). However, the situation was largely changed through
the pioneering work of the National Center for Atmospheric Research, Colorado, USA, who started
supporting MM4 (which is the predecessor of MMS5) as a community model, providing training workshops
and tutorials. This type of models do allow hydrologists to run their own regional climate simulations, not
only at the synoptic scale but also at the smaller meso-scale area (or even at the scale of a single city).
Today a model like WRF provides a convenient point of entry to limited area modelling for the new user.
In the following section, the specific subject of RCMs is discussed. Further in Appendix C, the technical
details on how to use WRF (a popular state-of-the-art local atmospheric model) on personal computers
are presented.

5.2 REGIONAL CLIMATE MODELS (RCMs)
RCMs in general

Regional climate models, as the name implies, cover a specific horizontal extent on the atmosphere and
therefore depend on the specification of lateral boundary conditions (Figure 4.2) in addition to the initial
conditions (Pielke, 2002). They numerically solve the differential equations representing the five
conservation relationships described in Section 4.1, within the three dimensional space of the model
domain to predict the state in the atmosphere in the future. There are a large number of atmospheric
models that have been developed during the last several decades that differ in their spatial representation,
in the simplifications used in the numerical representation of the conservation equations and in the
representation of specialized processes such as boundary layers, cloud processes, and so on. Without
attempting to be comprehensive, in this section the discussion here is limited to the widely used class of
regional models represented by RAMS (Pielke, 1992), MMS5 (Grell, 1994) and WRF (Skamarock, 2005).

The horizontal coordinate system of these models consists of square grids (there are also RCMs that use
advanced spectral coordinate systems) on a projected coordinate system where distances are specified in
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kilometres. The vertical coordinates are typically based on a curvilinear system that follows the surface of
the earth (see Figure 5.1 for the vertical coordinate system used in the WRF model).

Py, = constant
0 1
0.2
04
n

0.6
0.8

i Phﬂ

1.0 sl -

7= (Pn — Pnt)/(Prs — Pnt)

Figure 5.1 Terrain-following n coordinate system used in the WRF model for the vertical representation (after
Klemp, 2008).

These models typically use explicit finite difference schemes to numerically solve the governing
equations in the three dimensional space. This makes these schemes conditionally stable (Chapra, 2006),
with the computational time step being smaller than some function of the grid dimension (known as the
Courant — Friedrichs — Lewy condition or CFL condition). For example, in the case of the WRF model, a
computational time step in seconds should typically be less than six times the horizontal grid size in km,
for stability reasons. This means that for a 10-km grid resolution the computational time step should be
less than one minute.

Precipitation computation in RCMs

As stated before, atmospheric models simulate the physical processes in the atmosphere by numerically
implementing the governing equations of atmospheric motion. However, in the case of cloud processes,
the above statement is in fact a simplification. Important atmospheric processes lead to cloud evolution
at relatively small spatial scales. For example, cumulus formation, an important cloud process leading to
rain storms, occurs at around 0.1 km—10 km horizontal scales. It is unrealistic to represent such small
scale models at low grid resolutions (e.g. ~100 km) used particularly in global models. Therefore
atmospheric models routinely use a scheme called cumulus parameterization where the task is to
represent the collective influence of clouds (e.g. rainfall, radiation budget) within a larger area (single
grid) parameterized in terms of the large (grid) scale environmental variables. This enables the models to
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simulate convective rainfall. However, it is important to remember that the primary purpose of cumulus
parameterization is not to produce accurate rainfall, but to release model instabilities.

On the other hand, when model grid sizes are small enough, it is possible to represent the cumulus process
explicitly by the model physics. This is called explicit rainfall. It is generally agreed that model grid sizes
larger than 10 km need some sort of cumulus parameterization for reasonable rainfall outcome as well as
model stability. It is generally agreed that scales finer than 3 km do not need cumulus schemes.

While cumulus parameterization has improved greatly over the last few decades (see Arakawa, 2010,
for a comprehensive review), still it is a parameterization method as opposed to a primarily physically
based computation. It is not advisable to depend on cumulus parameterization in an atmospheric model
to produce rainfall magnitude or location accurately. Precipitation focused RCM studies can benefit from
grid sizes small enough to safely avoid using convective parameterization (typically <5 km). Examples
of such fine-scale precipitation experiments are reported by Nakamura et al. (2008) using a 1-km
non-hydrostatic regional model for western Japan that explicitly resolves cloud processes, and Beaulant
et al. (2011) applying a 2.5-km non-hydrostatic model for enabling generation of Mediterranean
heavy precipitation.

Nesting in RCMs

GCM results, that RCMs use for lateral boundary conditions, are at quite coarse resolutions. In order to
achieve high grid resolutions for the local area of interest, RCMs use nested grid systems. Figure 5.2
shows an example of a telescopic grid (36 km, 12 km and 4 km) to cover the central mountain region of
the island of Sri Lanka (Pathirana er al. 2006). Cumulus parameterization was used for the 36 km and
12 km grids, but not for the 4 km grid. Only the results of the 4 km (innermost) grid were used for the
purpose of analysis, which was to understand the influence of aerosol forcing on rainfall. For this
simulation FNL data (CISL, 2011) at 1 degr. grids were used as boundary conditions.

Figure 5.2 Three level telescopic nesting used to resolve the innermost model domain covering the central
mountainous area of Sri Lanka at 4 km grid size, while the outermost domain covers an area of approximately
1500 km x 1100 km.
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Local data for RCM simulations

Two types of data are needed to complete a RCM simulation setup, namely, static or geographic data and
dynamic, initial and boundary condition data. For example, the WRF model needs the following static data:

(1) Surface elevation;

(2) Land use;

(3) Soil properties (type, annual mean temperature);

(4) Monthly albedo variation including maximum snow albedo.

It is possible to obtain most of these static data from global datasets. WRF can use, for example, the global
datasets from the USA Geological Survey and the American Geological Institute: the USGS Global GIS
database: http://webgis.wr.usgs.gov/globalgis/datasets.htm, and the global databases provided by the
Moderate-resolution Imaging Spectroradiometer (MODIS) on NASA satellites: http://geospatialdatawiki.
wikidot.com/modis-data-sets.

It is, however, important to supplement these data with local information, particularly at the fine scales
involved in urban rainfall studies. Having accurate elevation information, for example, can have a major
influence on rainfall quantity and distribution.

Almost always, the initial and boundary condition data primarily consist of some sort of global model
result (e.g. GFS) or a reanalysis dataset (e.g. FNL). However, operational weather forecasters routinely
supplement these data with local observations such as weather balloon soundings. Incorporation of such
data in a physically consistent way to the “main” dynamic datasets is done by data assimilation. Data
assimilation is the technique by which observations are combined with a weather forecasting product
(the first guess or background forecast) and their respective error statistics to provide an improved
estimate (the analysis) of the atmospheric state. Variational data assimilation achieves this through the
iterative minimization of a cost function. Differences between the analysis and observations/first guess
are penalized according to their perceived error. Three-dimensional variational assimilation (3D-Var)
uses observations made at a specific time to iteratively nudge the model results (first-guess field). Four-
dimensional variational assimilation (4D-Var) can use observations made at different times, and hence
involves time as a fourth dimension. Details about data assimilation are beyond the scope of this chapter;
the reader is referred instead to Bouttier and Courtier (1999) for an accessible discussion and Daley (1991)
for a comprehensive treatment. In Section 5.5 case studies are given with examples of using 3D-Var (or
3D nudging) to prevent RCM results from drifting off from large-scale forcing (coarse global model results).

5.3 RCM SIMULATIONS

RCM simulations for the IPCC SRES scenarios are available for several regions in the world. They are
driven by a set of AOGCMs and are provided by several data centres.

For Europe and northern Africa, RCM simulations can be obtained through the EU projects PRUDENCE
(http://prudence.dmi.dk/data; Riisdnen et al. 2004; Christensen et al. 2007; Christensen & Christensen,
2007) and ENSEMBLES (http://www.ensembles-eu.org/; van der Linden & Mitchell, 2009). The
PRUDENCE RCMs (spatial resolution of approximately 50 km) are mainly driven by the same GCM
(HadAM3H) forced with the SRES A2 and B2 scenarios (2071-2100 vs. 1961-1990). The
ENSEMBLES RCMs (approximately 25 km) are driven by the ERA-40 boundary conditions as well as
different GCMs forced with the SRES A1B scenario (1951-2100).

For North America, RCM simulations are provided by the North American Regional Climate Change
Assessment Program (NARCCAP) (http://www.narccap.ucar.edu; Mearns et al. 2009). These cover the
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domain of conterminous United States and most of Canada. The NARCCAP RCMs are run at a 50 km
resolution driven by NCEP reanalysis data and the SRES A2 scenario (2041-2070 vs. 1971-2004).
Some of these data are however only provided to the partners of the project and not to the public yet.

More limited RCM databases have been set up for regions as Australia and Japan. For Australia, RCM
databases are provided by the Commonwealth Scientific and Industrial Research Organisation (CSIRO):
http: //www.marine.csiro.au/marq/edd_search.Browse_Citation4?txtSession=8180. These are available
with restricted access (usually for CSIRO staff). They cover data for the period 1971-2095, created with
the CSIRO CCAM (Cubic Conformal Atmospheric Model 805) RCM by dynamically downscaling the
GFDLSST GCM output to 60-km resolution over a target area centered over Australia, for the SRES
A2 scenario.

For Japan, simulations by means of three RCMs are available from the Japanese downscaling project
called S-5-3 (Ishizaki et al. 2012). The RCM boundaries were limited to one GCM: MIROC-H.
Simulations are provided for the 20th century (20C3M scenario) and the SRES A1B scenario.

Another international ongoing downscaling project is CORDEX (COordinated Regional climate
Downscaling EXperiment) of the WCRP. One of its aims is to provide a quality-controlled data set of
RCM simulations for the recent past and 21st century projections, covering the majority of populated
land regions on the globe. They are based on GCM projections produced within the CMIP5 (see Section
4.3). Their data archive can be found on: http://cordex.dmi.dk/.

There are also several public databases that contain model simulations by one specific institute or data
centre or by means of one specific model. One example is the database of the University Corporation for
Atmospheric Research (UCAR), which contains results with the NMC Eta model (NCEP, 2005) at 40 km
horizontal resolution: http://dss.ucar.edu/datasets/ds068.0/. Another example from Oceania is the
CSIRO stretched-grid model (McGregor & Dix, 2001): http://www.ipcc.ch/publications_and_data/ar4/
wgl/en/chl1s11-4-3-3-southeast-asia.html.

So far, most RCM simulations are available at daily time scales and at 25 to 50 km spatial scales. Some
RCM outputs are also available at hourly time scales and at 10 km spatial scales. While earlier climate model
simulations were undertaken for limited periods (time slices) in the past (e.g. 1961-1990) and the future (e.g.
2071-2100), nowadays continuous, transient simulations are often available. In the ENSEMBLES project,
transient simulations are made for the period 1950-2100. Up until 2000, the external forcing of the climate
system comes from the observed GHG concentrations, while beyond that year it is based on climate forcing
scenarios (SRES A1B in the case of the ENSEMBLES project; van der Linden & Mitchell, 2009).

5.4 LIMITED AREA MODELS (LAMs)

The databases reported in previous section provide RCM results at synoptic scale, mostly for entire
continents (e.g. PRUDENCE and ENSEMBLES for Europe, NARCCAP for North-America). As
explained before, further downscaling by means of more local scale RCM simulations (LAM
simulations) might be useful for given areas (e.g. individual countries or even cities), especially in the
urban drainage context. It is, however, unlikely that such downscaled data are available for a specific
region with the required resolution. As explained in Chapter 4, for urban rainfall applications this
resolution is well below the meso-gamma scale (~10 km).

Computational times allow single mesoscale or sub-mesoscale LAM simulations to be conducted for a
given local area (see Box 5.1), but it is not practically feasible to conduct several runs for long simulation
periods (30 years or more) with different models. Therefore, for urban drainage impact investigations we
currently rely on the synoptic-scale RCM simulations available in public databases such as the ones
outlined in Section 5.3. The fine-scale LAM simulations provide detailed information that can be used in
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the current practise but only complementary to the set of synoptic-scale RCM runs. The fine-scale
LAM-based information can for instance be used as information for better understanding the quality of
the RCM results on extreme rainfall. RCM data quality is discussed in Chapter 6.

Box 5.1 Running LAMs on a personal computer

Until recently, simulation with atmospheric models, including LAMs, could only be undertaken with
dedicated super-computer facilities that were accessible for specialized research groups. However,
today researchers routinely run RCMs or LAMs on personal computers to perform downscaling and
sensitivity studies. A survey of recent literature on the simulations with meso-gamma scale LAMs shows
that almost always the period of analysis of these studies are much less than the norm in climate studies,
which is at least 30 years. The period of analysis sometimes is a few years, often less. For example
Shem and Shepherd (2009) in their study on sensitivity of rainfall to urban growth used two storm events.
Pathirana et al. (2007) used a series of five day simulations covering a period of six months to study the
impact of aerosols on rainfall over the central mountains of Sri Lanka. Lo et al. (2008) used a series of
7 day simulations covering one year to compare three approaches to dynamic downscaling. While it
could be argued that such studies are not representative enough to be considered as studies on “climate”
in the conventional sense, they nevertheless are useful in understanding the sensitivity of various
influencing parameters on high resolution hydrometeorological outcomes. Dynamical downscaling
studies covering periods comparable with the 30 years standard are rare in the recent literature.

In many situations it is possible to setup quasi-2D idealized model domains (e.g. with little domain width)
which are very economical in simulations. These therefore provide an economical way of running a
large number of simulations; see Colle (2004), Pathirana et al. (2005, 2007), among others, for
examples. The WRF model provides a convenient facility to perform idealized (sensitivity) studies (see
Skamarock, 2007).

An interesting point of discussion is whether researchers involved in surface studies (e.g. urban
drainage engineers, hydrologists, etc.) should attempt to study and master the use of LAMs for dynamic
downscaling and sensitivity studies or should it be left in the domain of the atmospheric scientist. Our
opinion on this is as follows: today, there is no need for such experts to master GCMs or RCMs for
synoptic scale simulations. Results from such models are routinely made available and could be
meaningfully used in other studies. However, when it comes to mesoscale LAMSs, the situation is quite
different. There are numerous applications of mesoscale or sub-mesoscale LAMs to which the “surface
expert” can meaningfully contribute and derive benefit. Therefore mastering LAM simulations can be
recommended as a useful goal. In Appendix C, instructions are provided on running a WRF model on
personal computers. This appendix does not attempt to be comprehensive, but only to provide a
“quick-start” guide for the topic and pointers to numerous excellent resources available in the public
domain which can be used to develop the expertise further.

5.5 FINE-SCALE RAINFALL RESULTS IN CASE STUDIES

As explained in previous section, it is useful in the context of dynamic downscaling to understand the impact
of global and local changes on the model projections, including rainfall, at the local scale. This can be done
by sensitivity studies. Sensitivity analysis in the context of dynamic downscaling is an emerging field in
global change studies. It deals with the analysis of the sensitivity of an input variable of the atmospheric
model, which is the magnitude of influence of a change in such a variable on the model output.
Traditionally the field of sensitivity analysis is routinely used to understand the uncertainty in the model
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result. Another important use of sensitivity analysis is to play what-if analyses exploring the impact of
varying input assumptions and scenarios. In fact, most climate model results available today can be
effectively considered as sensitivity studies (Jones, 2001), that is what will be the sensitivity of the
atmospheric system to a particular climate forcing, rather than predictions in a strict sense (Giorgi, 2005).

There are a number of examples of the use of numerical experiments with RCMs in the context of
sensitivity studies to understand the influence of various atmospheric and geographical parameters on
local-scale rainfall, from which the following are cited here: Buzzi (1998), Pathirana (2005), Singleton
and Reason (2006). These studies among many others examined the effect of mountains on local-scale
rainfall distribution using sensitivity studies. Deb et al. (2008) examined the sensitivity of sea surface
temperature on extreme rainfall over Mumbai city, India, focusing on the 2005 July torrential rainfall
event, which resulted in more than 1000 mm of rainfall in the vicinity of the city (Vihar Lake). Thielen
(2000), Shem and Shepherd (2008), Huong and Pathirana (2011) examined the sensitivity of urban
rainfall on the urban conglomeration size and urban growth.

Several illustrative case studies of using atmospheric models for deriving fine-scale rainfall are presented
hereafter.

Orography and rainfall

Mountains are largely responsible for high local rainfall in some of the world’s most rainy places. For
example, the precipitation of Mawsynram village in North-Eastern India (the location with the world’s
highest annual rainfall, of approximately 11,000 mm), is largely due to the interaction of nearby Khasi
hills with the moist monsoon air from the Bay of Bengal (Thapliyal & Kulshrestha, 1992; Murata et al.
2007). Traditionally high rainfall associated with mountains was largely explained by upslope
condensation due to upward forcing of moist air due to the topographic barrier. However, there are a
number of different mechanisms for orographic enhancement of precipitation (Houze, 1994), many of
which involve complex interaction of radiative heating with mountain topography, triggering convective
break-up. In the recent literature many studies describe using dynamic atmospheric models to understand
the sensitivity of topography and other influencing parameters on orographic rainfall.

Many early RCM simulation studies on the dynamics of winds and mountain interactions focused on
dry-air flow (Durran & Klemp, 1982, 1983; Nance & Durran, 1997, 1998; Doyle & Durrran, 2001;
Pathirana et al. 2003). The first numerical experiments involving the rainfall aspects of orographic
interaction include Colle (2004) and Pathirana (2005). Both studies employed the MMS model with
special idealized model initiations. The initial and boundary conditions were ideally specified rather than
using global model projections or reanalysis data. The topography conditions were also idealized.
Figure 5.3 shows an example of such an ideal model setup. Figure 5.4 shows the details of rainfall and
related meteorological parameters that can be obtained from those simulations.

Better results from dynamic downscaling

A typical approach to dynamical climate downscaling employs a continuous simulation of a RCM with a
single initialization of the atmospheric fields and frequent updates of lateral boundary conditions based
on GCM outputs or reanalysis data sets. Due to the typical behaviour of RCMs, the simulations could
drift away from the large-scale forcing (the coarse pattern provided by the GCM output, which is
assumed to be correct) as the duration of the simulation increases. One solution to this problem is to run
the RCM only for a few days, after which the model is reinitialized with the large-scale data. This
controls the downscaling field tightly with the large-scale forcing and prevents excessive drifting.
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However, there is another problem that prevents frequent model re-initialization: RCMs need considerable
spin-up times to bring the atmospheric fields to dynamic equilibrium which can typically be from a few
hours to a few days. Therefore, frequent re-initialization can be quite wasteful in terms of computation
effort (Figure 5.5). For example if the model spin-up time is 2 days and the time with useful results is
3 days, covering a period 300 days, 100 model runs are needed, each running for a period of five days.
Therefore 500 days equivalent run time would be needed out of which 200 days (40%) will be “wasted”
as spin-up time.
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Figure 5.3 An idealized model setup for a sensitivity study on orographic rainfall (after Pathirana et al. 2005).
The lateral boundary conditions were constant speed moist wind profiles.

Another approach that can be used to reduce model drift is to use a data assimilation technique to nudge
the RCM projections with large-scale forcing fields. This technique is called analysis nudging.

Lo er al. (2008) examined the relative performance of the above three approaches to dynamic
downscaling, namely 1) continuous integration, 2) re-initialization of the model after a short run and
3) continuous integration with 3D analysis nudging. They used the WRF model setup for North America
using 178 x 144 grids with 36-km resolution. They used the FNL data (CISL, 2011) as lateral boundary
data for the simulation period covering the year 2000. The model spin-up time was set at 1 day. Therefore
in case 2 above, each reinitialized model run continued for 7 days and the first day’s results were
ignored. Figure 5.6 shows the results for daily precipitation over continental USA. The model results were
compared with observed daily rainfall series and the correlations of the two series at each point
were computed and plotted. As shown in Figure 5.6, the worst performance (due to model drift) is the case
of continuous integration without nudging. Re-initialization at every 6th day improved the model
performance greatly. However, the best results were obtained by continuous integration with 3D analysis
nudging.
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Figure 5.4 Typical output of RCM simulation of orographic rainfall (after Pathirana, 2005). Top: Cloud and
rainfall on longitudinal cross section (200 min after model start). Bottom: Rainfall accumulated in the next
10 min.
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Figure 5.5 An illustration of spin-up time, model-drift and reinitialization. (a) Ts —Model spin-up time, Tu—
Time with useful results (before starting to drift significantly). (b) How a series of model runs (re-initialized)
can be sequenced to cover a continuous time period. Optimal simulation period for each model run should
be Ts + Tu. The results of the spin-up period Ts should be neglected.
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Figure 5.6 Correlations of observed and simulated daily rainfall time series for continuous model integration
(top), re-initialization every 6th day (middle) and continuous model integration with 3D nudging (adapted from
Lo et al. 2008).

The 3D nudging was done for the whole atmospheric column except the planetary boundary layer (PBL).
When the PBL was included in the nudging the results somewhat deteriorated (not shown in Figure 5.6). The
deterioration in precipitation simulation due to nudging toward surface variables within the model PBL is
possible because of large differences in topography between the coarse-resolution FNL and the WRF
downscaling domain. Ignoring the unrealistic surface variables in the large-scale field in 3D analysis
nudging produces a better result in precipitation simulation.
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Urban land use change and local rainfall

Urbanization changes land use properties. It is well understood that these changes generally decrease the
flow resistance of the land-surface and reduce the infiltration capacity. These well-understood changes
increase urban runoff volumes and flow rates. The question whether there is any significant change in
the urban microclimate due to these changes, leading to significant impacts on urban rainfall, has been
examined since the 1960s. Today, there is increasing evidence that the changes in the radiation and heat
balance affected by changes in surface albedo and vegetation cover on the urban micro-climate can have
significant impacts on the precipitation patterns over urban centres and their surroundings. These
hydro-meteorological effects can be due to a) microphysical changes resulting from urban pollution, b)
increased boundary-layer roughness due to urban structures and c) heat anomalies resulting from changes
in albedo and latent heat flux. This was termed in Chapter 3 the UHI (Urban Heat Island) (Sagan et al.
1979). While the UHI effect on radiation, temperature and wind has been documented relatively early
(Taha et al. 1988; Landsberg, 1981), modelling investigations on the impact on rainfall appeared later in
the literature. A review of early attempts was summarized by Lowry (1998).

Numerical modelling experiments are extremely important in understanding and quantifying the possible
effect of UHI on rainfall, as this is probably the only way to conduct controlled studies at city and regional
scales to investigate the sensitivity of various influencing parameters. Shepherd (2005) noted that there had
been relatively few studies in this field. Since then there have been a number of reports on such experiments.

Lin et al. (2008) used the MM5 model to conduct numerical experiments on the sensitivity of the size of
the urban area on the hydrometeorological processes over the western plains of Taiwan. They introduced
artificial urban land use clusters of varying sizes to the land use map used by the MMS5 simulations. The
case study with an urban area of 15 km x 15 km showed a sensible heat flux of about 500 W/mz, which
is about three times that of the land use without such artificial urban areas. They found that the UHI
plays a significant role in initiating thunderstorm activity in the eastern plain of Taiwan when there is a
significantly sized urban cluster. This was largely due to the uplifting of air masses by convective
break-up in the urban area. However, when the urban area is absent, the mountains on the downwind
area played a role in uplifting the air masses, causing thunderstorm activity.

Lei et al. (2008) studied the effect of explicit representation of the urban energy balance in RCMs in
reproducing extreme rainfall results. They simulated the 26 July 2005 exceptional heavy rain event in
Mumbai, which caused 944 mm rainfall in a single day, using the RAMS model coupled with an explicit
urban energy balance scheme. They concluded that the extreme rainfall event was triggered by the urban
processes over India interacting with winds influenced by sea-surface temperature gradients in the Indian
Ocean.

Shem and Shepherd (2009) conducted sensitivity experiments on three land use scenarios for Atlanta,
USA. They used the WRF model combined with the Noah land surface model, in a telescopic three-level
nesting system to simulate a region around Atlanta at a 3.3 km grid resolution. Cumulus
parameterization was used for the outer domains, but was switched off for the innermost domain. They
conducted simulations with three land use scenarios: a) Atlanta city’s current land use, b) a future land
use scenario with high urbanization and c) urban land use removed from the model domain. They
observed that the model simulations with urban land use produce 10% to 13% percent more rainfall than
the scenario with no urban land use.

Pathirana et al. (2012) used Dynamica-EGO, a dynamic land use simulator to “project” the urban growth
of the city of Mumbai up to the year 2035 (Figure 5.7). Using these projections to provide land use data, they
used the WRF-Noah model to investigate the influence of urban growth on extreme rainfall intensities.
Figure 5.8 shows the rainfall accumulations over the Mumbai area for the simulation of the extreme
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rainfall event of July 2007 (using FNL data as initial and boundary conditions), with current and future land
use conditions. Based on the simulations of several historical rainfall events, they concluded that if the land
use change due to urbanization takes place as modelled, the current 100 year return period rainfall (of
duration 1 h) would have a return period of approximately 40 years in the future.
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Figure 5.7 Urban growth of Mumbai city by 2035 (right), based on past growth patterns (1992, right and 2005,
middle) (after Pathirana et al. 2012).
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Figure 5.8 Accumulated spatial rainfall from the simulation of the 2007 July rainfall event over Mumbai city.

Left: Simulation with current land use. Right: With future land use. The arrows show the prevailing wind
direction during the event.
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5.6 DISCUSSION

In this chapter we discussed the use of regional meteorological models (RCMs and LAMs) to study the
sensitivity of local rainfall and other hydrometeorological variables to the changes in model input. When
the changed parameters are the boundary conditions for the RCM, given by a GCM, we call this
technique dynamical downscaling. However, many other types of sensitivity studies are also undertaken,
including investigations of the effects of changes in land use or temperature (e.g. urban heat island effect).

There are several points that are useful to reiterate regarding RCM simulations. First and foremost is that
cumulus parameterization should not be relied upon to provide reliable rainfall estimates. Therefore it is
essential to use a small enough grid size (typically <5 km) in the analysis to be able to switch off the
cumulus scheme. Most of the accessible GCM projections today are at resolutions of around 100 km if
not more. To have a model domain that is large enough to be sensitive to this coarse resolution and at
the same time fine enough to be useful at urban scales (and to safely switch off cumulus schemes), it is
almost always useful to use a telescopic nesting scheme. Finally, most of the modern RCM simulations
use a detailed LSM scheme instead of a simple surface model. This is particularly important in studies
where surface changes play a central role. Modern RCMs/LAMs provide convenient ways of linking
with a LSM. For example WRF can be easily coupled with Noah-LSM.

The results shown above demonstrate that mesoscale and sub-mesoscale LAMs such as city scale LAMs
have their importance. This importance will further increase in the future with better knowledge on
fine-scale rainfall generating processes and improved model parameterizations. In the current practise of
urban drainage impact analysis, we have to rely on the synoptic scale RCM simulations provided by
public databases, given that only these allow to obtain in a reasonable time span sufficiently long
simulation runs (30 years or more) for a set of models and simulations. However, shorter, fine-scale
LAM simulations are useful as a complementary source of information to get insight in how local scale
features affect fine-scale rainfall intensities. The fine-scale LAM not only introduces a structure in the
climate change signal, for example due to the fine-scale topographical variations. Gao et al. (2008)
demonstrated that the stronger topographic forcing of fine-scale climate model may also simulate
significantly different climate change patterns compared to the driving RCM or GCM. They emphasized
the importance not only of using high resolution models to realistically capture the topographical
forcing, but also the importance of using large domains to include relevant forcings and allow the
regional model to more freely develop regional scale circulations.

In any case, before using the results from RCMs or LAMs for climate change impact studies, their
reliability needs to be assessed. This can be done using several approaches, as discussed in the next
chapter. For the study of urban drainage impacts, the primary question is: how reliable are the RCM
results for rainfall extremes at fine spatial and temporal scales?
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Chapter 6

Evaluation of dynamically downscaled
rainfall

The dynamical downscaling technique presented in Chapter 5, uses physically-based regional climate
models (RCMs) with GCM output as boundary conditions to simulate the atmospheric processes at a
higher resolution than that of the GCM output. Before the results of such climate model simulations are
used for climate change impact investigations, there is a need for evaluating the accuracy of the rainfall
results. While comparisons of RCM results with observations have in many cases demonstrated good
agreement, especially at large spatial scales (e.g. Réisénen, 2007), this is not necessarily the case for the
smaller spatial scales. Moreover, results for extreme rainfall are less reliable than for mean rainfall
conditions or for variables such as temperature (Rdisdanen, 2007; Hawkins & Sutton, 2010). Section 6.1
presents different approaches for evaluating the accuracy of RCM rainfall results due to the reasons
explained in Section 6.2, and reviews some typical results. Section 6.3 outlines how uncertainty in RCM
simulation results can be addressed. The focus obviously is on urban-scale rainfall extremes. Focus in
this chapter, however, lies on the sets of RCM simulations available in the public databases (see previous
chapter), which provide sets of simulations for 30 years or more. As previous chapter explained, smaller
scale LAMs may be useful as a complementary source of information to the urban hydrologist. Such
LAMs can be validated using the same methods as discussed in this chapter.

6.1 RELIABILITY OF CLIMATE SIMULATIONS BY GCMs AND RCMs

Evaluation of the accuracy of the rainfall results of climate model simulations can be undertaken using
several approaches. The standard approach is to evaluate the climate model’s ability to accurately
simulate the current climate. It is a standard practice of climatologists to initialize the models with
pre-industrial control simulations, to impose the natural and anthropogenic forcing thought to be
important in climate evolution for the past decades, and to verify the climate model outputs in particular
with respect to their consistency with the statistical characteristics of the present climate. This requires
the control simulations to be compared with historical rainfall observations, through comparison of
mean and extreme intensities at the temporal and spatial scales of the climate models. Accurate
modelling of long-term cumulative rainfall effects is important for modelling of river catchment water
balances, including groundwater. In the urban drainage context, the event-based occurrence of high
rainfall intensities is more important.
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Validation of climate model simulations has to be undertaken for periods of several decades. As
explained in Section 4.3, a 30-year control period is most often considered to sufficiently capture the
natural variability. Data from several decades are also required when one wants to compare statistical
characteristics between historical and future climatic conditions. Such comparison indeed needs a
sufficiently long period to get representative statistics. Another reason is related to the numerical
computations: climate model runs start from arbitrary initial conditions, which are not necessarily “in
phase” with the real climate. The effect of these phase errors is reduced when considering longer periods.

Given that rainfall intensities strongly differ depending on time and space scale, comparison of
climate model results with observations should be done for identical scales. This can be easily done for
the temporal scale, but is more difficult for the spatial scale, as explained in Section 2.7. Accurate
rainfall observations are often only available at the point scale, while climate models produce results at
much coarser scales. Spatial disaggregation methods or areal reduction factors could be applied to the
results of climate models or upscaling methods to the observations. These methods were presented in
Chapter 2 (Sections 2.3 and 2.7). Surprisingly, these methods are seldom applied in the current practise
of climate model validations, possibly because hydrology and climate science are two separate worlds.
Another reason is that application of these down- and upscaling methods is time-consuming, while their
added value is rather limited because the scale difference will be covered by the statistical downscaling
steps that are applied next (after the model validation) when it comes to climate change impact
investigations.

A first example shown on the validation of RCM results is taken from the ENSEMBLES project (van der
Linden & Mitchell, 2009). The RCMs participating in that project were evaluated using different
performance measures for their ability to simulate current climate conditions (Christensen et al. 2010).
Six measures were analysed, including large-scale circulation patterns (F1), seasonal mean temperature
and precipitation (F2), distributions of daily and monthly temperature and precipitation (F3), extreme
daily precipitation and daily minimum and maximum temperature (F4), long term trends in temperature
(F5), and annual cycle of temperature and precipitation (F6). The results are shown in Figure 6.1. No
model performs best with respect to all measures, and the differences between the models are largest for
simulation of seasonal patterns and extremes (F2 and F4). These results emphasise the general
conclusions from performance studies of climate models, that there is no single best model, and the use
of a set of climate models, called ensemble, is recommended to provide more reliable conclusions on
climate change impacts (see Section 6.3).

When the climate model simulated rainfall characteristics (e.g. mean intensities, variances or quantiles)
deviate significantly from the historical values, the climate model simulation may be considered inaccurate
and removed from further analysis. Evaluation of the significance of the deviations is typically based
on hypothesis testing or estimation of confidence intervals. In the methods based on hypothesis
testing, the null hypothesis of no difference is tested and climate model simulations rejected when the
null hypothesis is rejected at a given significance level (such as 5%). The confidence intervals on the
observed statistics are most often based on resampling methods. For instance, Dibike er al. (2008)
applied the Wilcoxon rank-sum test to examine the significance of the median difference, and estimated
confidence intervals using bootstrap simulations. Confidence intervals based on the observed extremes
can be used to evaluate the significance of the under- and overestimations of the extreme value statistics
of the RCM/GCM results (see example in Figure 6.4).

For the Uccle station in central Belgium, Baguis et al. (2010) calculated the mean error and the mean
squared error in the daily rainfall intensities, as well as the number of days per year with more than
10 mm, 20 mm or 40 mm, or less than 0.1 mm of rainfall, the daily rainfall quantiles and the regional
rainfall covariance. They did not only test the current and past climate conditions, but also looked at
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outliers in the future projected climate change. Outliers were defined as having more than 3 times the
interquartile range higher or lower than the upper or lower quartile in comparison with the complete
set of climate model simulations considered. From the 31 RCM simulations they analysed, three
were rejected.
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Figure 6.1 Performance measures for the 15 RCM models in the ENSEMBLES project (data taken from
Christensen et al. 2010). Larger performance measures correspond to better performance. The
performance measures have been normalised so that the sum of a measure for the 15 models equals 1.

From the accuracy evaluations available, it appears that some RCMs have a strong bias towards
overestimated frequency of wet days, generating very frequent but very small rainfall amounts (Riisinen
et al. 2004), although this problem of “constant drizzling” also depends on season and region. In some
regions/seasons it is the other way round. The bias might be due to the grid scale. Area-averaging over a
grid cell means that the grid cells have more days of light rainfall (Frei et al. 2003; Barring et al. 2006),
and also reduces the magnitude of extremes compared with point rainfall.

Although testing of short-term rainfall on the RCM grid scale based on high-resolution gauges has not
been undertaken very often, some results can be found in the literature. Figure 6.2 shows a typical result
when comparing extreme rainfall statistics from climate model results with rain gauge observations. The
quantiles based on rain gauge observations are larger, especially at fine temporal scales. As illustrated in
Figure 6.2, this difference might be even larger than the climate change signal itself.

The difference in the rainfall results of GCMs and RCMs and rain gauge observations as plotted in
Figure 6.2 has been shown by several researchers. The bias in extreme rainfall characteristics is generally
increasing for decreasing temporal scale. For the Uccle station in central Belgium, Willems and Vrac
(2011) compared extreme rainfall statistics for durations between 1 and 15 days with the same statistics
derived from 17 GCM runs with the ECHAMS model using the A1B emission scenario (Figure 6.3).
The results are presented in the form of IDF relationships (see Section 2.5). In Figure 6.3, the historical
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IDF relationships at Uccle (based on 10-minute rainfall intensities for the period 1967—1993, and published
in Willems, 2000) are compared with the results from the ECHAMS runs for daily or longer time scales.
Significant differences are observed with the GCM results showing lower rainfall intensities than the
historical observations. The differences are greatest for the daily time scale and reduce towards the larger
time scales.
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Figure 6.2 Example of estimated IDF curves based on observed and RCM output of extreme rainfall
intensities (after Arnbjerg-Nielsen, 2008).
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Figure 6.3 Comparison of historical IDF relationships at Uccle, Belgium, with the results of 17 ECHAM5
control runs (mean and range of the 17 runs are shown) (after Willems & Vrac, 2011).
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Another comparison between climate model results (two different GCM models with the A2 emission
scenario) and historical point rainfall data has been analysed for Dorval station in Quebec (Nguyen et al.
2008b) for the period 1961-1990, and for coastline areas in northern Canada (Dibike et al. 2008). The
differences were in these cases only studied for daily or coarser time scale, but again systematic
underestimations (dependent on the return period) were found. See Section 7.3 for more information on
these studies and Figure 7.8 for some results.

Olsson et al. (2009) found for the grid cell covering a rain gauge at Kalmar, Sweden, that RCM results
overestimate the frequency of low rainfall intensities, and therefore the total volume, but that higher
intensities are reasonably well reproduced.

Hanel and Buishand (2010) compared 1-day and 1-hour precipitation extremes in five ERA40-driven
RCM simulations with radar-observed estimates during a 10-year period. Distinct errors in the 1-hour
RCM-simulated extremes were found, whereas the 1-day extremes were simulated quite well.

In a study by Sunyer et al. (2012) daily rainfall extremes were extracted from four different RCM/GCM
models from the ENSEMBLES database for Denmark. The extreme value statistics from the four models
were compared to the statistics based on observations (see Figure 6.4). The extreme value statistics
derived from the four climate models vary considerably and provide both higher and lower rainfall
depths compared to the observed extreme value statistics.
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25 : : — |
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Figure 6.4 Estimated extreme value statistics of daily rainfalls of the observed record (= = =<) and RCMs for
the control period: HIRHAM-ARPEGE(—+—), HIRHAM-ECHAM5 ( ), REMO-ECHAM5 (—e—) and
ALADIN-ARPEGE (—+—). The 95% confidence intervals for the observed extreme events are shown as
dotted lines (-----) (after Sunyer et al. 2012).

Mishra et al. (2012) recently showed that RCMs with both reanalysis and GCM boundary conditions
behave similarly and underestimate 3-hour precipitation maxima across almost the entire USA. The
results indicate that RCM simulated 3-hour precipitation maxima at 100-year return period could be
considered acceptable for stormwater infrastructure design at less than 12% of the 100 urban areas
investigated (regardless of boundary conditions). RCM performance for 24-hour precipitation maxima
was slightly better, with performance acceptable for stormwater infrastructure design judged adequate at
about 25% of the urban areas.

For Southern South America, Menéndez et al. (2010) analysed one GCM and five RCMs and concluded
that the models succeed in reproducing the overall observed frequency of daily precipitation, but that most
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but not all models underpredict rainfall amounts. Their models tend to underestimate the number of events
with strong or heavy rainfall. Menéndez et al. (2010) moreover have shown for three periods with
anomalous climate conditions that the models have regime dependence, performing better for some
conditions than others. Marengo et al. (2010) compared Mann-Kendall based trend testing results
obtained from GCM 20C3M scenario simulations versus observations at 104 stations in South America,
covering the period 1960-2000. They found that the models may give strong under- or overestimation of
the trends. Independent on this bias, the models they studied exhibit in general a larger frequency of
extremes compared to observations.
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Figure 6.5 Comparison of the change (called anomaly) in quantiles of daily rainfall extremes (of return period
larger than 1 year) at Uccle, Brussels, in the winter season Dec.-Feb., for a 30-year window (1961-1990),

before and after approximate elimination of the multidecadal oscillation effects on the total historical trend,
for the PRUDENCE RCM results for 2071-2100 vs. 1961-1990.

While discussing the need to compare and validate climate model results with observations, there is
another important issue to consider. Validation using climate model control runs based on past climate
records, does not guarantee that the climate model will be able to reliably simulate the impacts of
changes caused by specific climate forcing scenarios. A close and physical consistent match of the RCM
simulation results with observations provides insufficient evidence for credible future projections
(Gutowski et al. 2008). The ability of the model to reliably simulate the impacts of changes caused by
specific climate forcing scenarios can be partly tested based on transient historical runs for several
decades and then comparing the observed and simulated trends in climate (taking into account the recent
historical increases in GHG concentrations). As the latter increases are limited in comparison with what
is projected for the future, the skill of the model to project relative changes under changing GHG forcing
can never be fully verified. Another option is to compare the magnitude of the recent trends observed in
historical climate records with the magnitude of future projected changes. This has been done in
Figure 6.5 for daily rainfall extremes in Belgium. In Section 3.2 it was explained how for these data,
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significant trends were identified for recent years after approximate elimination of the influence of natural
variability (multi-decadal climate oscillations). When the historical trend in extreme rainfall quantiles is
plotted starting from the 1961-1990 baseline period (which is equal to the climate model control period)
up to the most recent year of available observations, for moving time windows of 30 years, then
increasing historical trends were found that are consistent (in sign and order of magnitude; see
Figure 6.5) with the future projections made by RCMs in the PRUDENCE database (see Section 5.3).

Another study which compared the magnitude of recent trends observed in historical climate records
with the magnitude of future projected changes is the one by Gregersen et al. (2011). Based on a
transient RCM simulation for a period of 151 years (1950-2100), they concluded for Denmark that the
increase in the frequency of the extreme events predicted by the model (0.4% pa) was significantly lower
than the increase observed during the past 31 years (2.5% pa). This did not come as a surprise if one
takes the underestimation of the RCM in describing rainfall extremes (Arnbjerg-Nielsen, 2008) into
account. That (future) extreme rainfall projected by models may be underestimated because most models
seem to underestimate observed increases in precipitation due to warming was also suggested by Min
et al. (2011).

6.2 REASON OF DIFFERENCES BETWEEN GCM/RCM RESULTS
AND OBSERVATIONS

As explained above, there are two main reasons for the differences between the climate model results and the
observations. The first reason is that the present generation of RCMs does not include proper descriptions of
physical properties such as convective rain cells and cell clusters (Section 5.2). This leads to a bias in the
estimated extreme rainfall intensities from the climate models. The second reason is the difference in
spatial scales between the climate model results and the rain gauge observations.

Related to the coarse spatial scale, RCMs use parametric representations of the physical processes
describing precipitation. These parameterizations are modules based on observations and physical theory,
to represent processes with scales too small to be resolved on the spatial scale of the model grid. They lead
to precipitation results of limited accuracy, especially for generation of convective and extreme rainfall.
This is, on the one hand, due to our limited understanding of the essential processes involved in
precipitation formation. These range from large-scale atmospheric dynamics, mesoscale convective
circulations, to the local precipitation microphysics at the smallest spatial and temporal scales (Baker &
Peter, 2008). At smaller scales, the natural internal variability or “noise” unrelated to external forcings
increases (Hawkins & Sutton, 2009). There are still many important small-scale processes at these scales,
which are unresolved or not represented explicitly in the models, such as the representations of clouds,
convection and land-surface processes (Randall et al. 2007), including the complexity of the feedbacks
involved. Extremes may also be impacted by mesoscale circulations that AOGCMs and even current
RCMs cannot resolve, such as low-level jets and their coupling with heavy rainfall intensities (Anderson
et al. 2003; Menéndez et al. 2010). Another issue with small-scale processes is the lack of relevant
observations.

On the other hand, it is also due to our limited ability to model these processes in global and regional
climate models. The spatial resolution of the climate models is coarser than the spatial extent of
convective clouds (typically 1-10 km?; Niemczynowicz, 1988) that generate high rainfall intensities over
short durations. Some cloud processes of high importance for urban rainfall generation, like droplet
formation, draughts and turbulent mixing, take place on an even smaller scale (Baker & Peter, 2008).
Furthermore, local, short-duration precipitation-generating mechanisms are difficult to resolve because of
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numerical stability and computational efficiency considerations, hence limiting the temporal and spatial
scales in the models, although some short time scale convection-resolving experiments are being
performed. van Meijlgaard et al. (2008) reported that the RCM simulation time step can be as small as a
few minutes, but that the results are very uncertain at this temporal scale. The spatial scales can be as
small as 1-2 km, the scale at which clouds and convection are resolved, using non-hydrostatic mesoscale
models, but simulations are only feasible for short periods of only a few months or a few years at most
(Grell et al. 2000; Hay et al. 2006; Hohenegger et al. 2008; Knote et al. 2010). For larger spatial scales
of less than 10-20 km, double-nesting may be required by embedding the very high-resolution model
within a coarser-scale RCM. Less common is the use of stretched grids with variable resolution.

Due to the parameterizations applied to solve the scale problems, climate models simulate the frequency,
distribution and intensity of extreme rainfall less well than other variables such as temperature (Réisdnen,
2007; Fowler et al. 2007; Fowler & Wilby, 2007; Hawkins & Sutton, 2010). For the same reason also the
changes in extreme rainfall due to anthropogenic changes are simulated less well (e.g. Randall et al. 2007,
Alexander & Arblaster, 2009; Maraun et al. 2010). This often leads to a wide range of changes or strong
inconsistency across climate models (Tebaldi et al. 2006). For a given climate forcing scenario, the
accuracy of the (relative) changes in extreme rainfall might, however, be higher than the accuracy of
the absolute extreme rainfall values themselves. This is because the changes are mainly controlled by the
large-scale anthropogenic forcing, while the absolute values are strongly controlled by small-scale
processes and local conditions. Variability internal to the climate system plays a larger role on regional
scales than on global scales.
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Figure 6.6 Validation of daily precipitation extremes at Uccle, Brussels, in winter (DJF) and summer (JJA)
months. Top row: PRUDENCE RCM runs. Bottom row: ENSEMBLES RCM runs (after Staes et al. 2011).

Downloaded from http://iwaponline.com/ebooks/book-pdf/523747/wio9781780401263.pdf

bv auest



Evaluation of dynamically downscaled rainfall 81

Climate science, however, evolves fast, such that newer generation models may have a higher accuracy
compared to older generation models. This is illustrated in Figure 6.6 comparing the PRUDENCE and
ENSEMBLES results for all RCM runs with available results for the main Belgian meteorological station
at Uccle. It is clear from Figure 6.6 that, while the PRUDENCE runs show systematic overestimation of
daily precipitation extremes in the European winter (DJF) season, these are strongly reduced in the more
recent ENSEMBLES runs. For the summer (JJA) season, the systematic underestimation remains, which
may be due to the fact that current RCMs are still too coarse to resolve convective precipitation. Also for
the winter season, lower rainfall intensities are expected for the RCM results in comparison with the
observed point intensities, because of the spatial scale difference (grid-averaged precipitation versus point
precipitation), so that the results suggest that precipitation is better represented in the last simulations
performed.

The improvements in the RCM outputs may be due to improvements in the RCMs and/or improvements
in the GCMs in which the RCMs are nested. Note that the importance of these two contributing factors can be
studied by replacing the GCM based boundary conditions by historical reanalysis data (Section 4.1).
Figure 6.7 shows the results from the CLM3.0 model (http://www.clm-community.eu). In order to
eliminate the influence of the GCM in which the CLM is nested (i.e. the influence of the boundary
conditions), CLM results driven by lateral boundary conditions from reanalysis data (ERA-40 and NCEP)
were considered. This focuses on the ability of the RCM to produce extreme precipitations with statistical
properties that match observations (the state of the atmosphere at large scales is similar in both models
and observations, therefore the model — observation differences resulting from natural variability are
strongly reduced). Figure 6.7 shows that CLM3.0 ERA40 results match well the Uccle historical daily
rainfall extremes, also in the summer season. This shows that this RCM is able to reproduce rainfall
extremes well when the model is forced by historical large-scale atmospheric circulation information at its
boundaries. However, there may still be some differences because grid-averaged extremes differ from
point-scale values. The rainfall biases in the RCM results (PRUDENCE, ENSEMBLES; see Figure 6.6)
thus appear to mainly result from biases in the GCM forcings. This is consistent with other studies that
found that the GCM explains a large fraction of the biases, although the regional model may have a larger
role in summer due to local effects such as convection (e.g. Rummukainen, 2010).
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Figure 6.7 Validation of daily rainfall extremes, based on the CLM3.0 ERA40 results for the grid cell covering
the Uccle meteo-station, Brussels. Left: DJF (winter); right: JUA (summer) (after Staes et al. 2011).

Rainfall intensities aggregated over time scales of one day or longer are shown by IDF curves in
Figure 6.8. As for the 1-day time scale, the ERA40 forced CLM3.0 results tend to show smaller biases
than the mean value from ENSEMBLES simulations, although some overestimation of the larger events
(10-year return period) is noticeable, especially for the shorter time scales shown (1 day).
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Figure 6.8 Comparison of rainfall IDF relationships for Uccle, Brussels, with ENSEMBLES and CLM3.0
ERAA40 results. Three return periods are shown: 0.1 year (red line), 1 year (blue line) and 10 years (green
line) (after Staes et al. 2011).

6.3 UNCERTAINTY IN CLIMATE IMPACT PROJECTIONS FROM VARIOUS
GCMs/RCMs AND DIFFERENT SCENARIOS

Due to the large uncertainties in climate modelling of rainfall extremes (as described in the previous section),
future climate change impact projections will also be highly uncertain. The uncertainties in future
projections are larger than for the past climate simulations, due to additional uncertainties in the
estimation of future climate forcing and unknown feedback mechanisms in the climate system (see
Chapter 4).

Given the compounding nature of these uncertainties in modelled climate projections, it is important to
understand where (or when) particular factors are dominant. Hawkins and Sutton (2009) gave a useful
assessment of the three main sources of uncertainty in current GCM projections of global temperature
change and related this to the timescale of the projection. The sources of uncertainty they considered were:

(i) internal variability (natural climatic variability and short-term changes that can cause temporary
departures from longer-term trends);
(i) model uncertainty (differences in numerical schemes, modelling assumptions, coupling processes,
parameterization, etc.); and
(iii) scenario uncertainty (differences in projected climate forcing and the resultant forcing).

They showed that in the short term internal variability dominates and in the medium term (several decades)
model uncertainty dominates the overall uncertainty in temperature projections. However, the relative
influence of scenario uncertainty grows rapidly over time and by 2100, scenario uncertainty dominates
overall uncertainty. Results for Europe are shown in Figure 6.9.
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Uncertainty in Europe, ANN decadal mean precipitation
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Figure 6.9 Relative contributions to total uncertainty of climate projections for Europe from internal variability
(orange), model uncertainty (blue) and scenario uncertainty (green). Left panel: temperature, right panel:
precipitation (after Hawkins & Sutton, 2009; 2011: Retrieved 31 March 2012, from http://climate.ncas.ac.
uk/research/uncertainty/).

A similar analysis of uncertainty in future precipitation changes was undertaken by Hawkins and Sutton
(2011), who found that, unlike temperature, a combination of modelling uncertainty and internal variability
heavily dominates projected global and regional changes in precipitation up to 2100 (see Figure 6.9). This
supports earlier research by Covey et al. (2003) and Arnell (2003) who found that the variability in
long-term hydrological projections were dominated by modelling differences rather than by climate
forcing trajectories. Déqué et al. (2007) concluded that for Europe the uncertainty in mean changes in
rainfall relating to the choice of the driving GCM is generally larger than that due to the choice of the
RCM, the climate forcing scenario or natural variability. However, for summer rainfall in Europe the
choice of the RCM was found to be of equal importance as the choice of the GCM (Déqué et al. 2007,
de Elia ef al. 2008). The choice of the RCM is also more important for changes in extremes rather than
changes in mean values (Frei et al. 2006; Fowler et al. 2007).

In short, the current GCMs have large uncertainties in the projection of long-term precipitation changes.
This is in part due to the fact that precipitation, unlike temperature, is a secondary variable or output from
GCMs. This is unfortunate because while it might be a secondary output from a GCM, precipitation is a
primary input to hydrological models.

This means that climate impact projections depend highly on the specific GCM and/or RCM used as well
as the specific climate forcing scenario considered. For these reasons, in any climate change impact study
several climate models and several forcing scenarios should be considered. This ensemble modelling
approach allows ensemble-based probabilistic projections, which are more useful than deterministic
projections using “best guess” scenarios (Palmer & Riisdnen, 2002; Tebaldi et al. 2005; Smith et al.
2009; Semenov & Stratonovitch, 2010). However, this approach may be difficult in practice for urban
impact studies, because of the large computational resources often associated with hydraulic modelling.
Moreover, there is always a risk of underestimating the overall uncertainty due to lack of knowledge of
key processes (Walker et al. 2003). Different models share the same level of process understanding and
sometimes even the same parameterization schemes and code (Knutti et al. 2010). It therefore must be
recognised that the total uncertainty of climate projections is likely to be larger than that exhibited by an
ensemble of models.
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For central Belgium, Figure 6.10 shows the results of changes in extreme rainfall characteristics based on
31 climate model simulations with 11 different RCMs. Climate factors (i.e. the ratio between future and
current statistics; see further Chapter 8) were found to depend strongly on the RCM simulation
considered, hence showing that climate change impact investigations based on only one or a few climate
model simulations may not be reliable.
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Figure 6.10 Climate factors versus return period for 31 PRUDENCE RCM simulations for daily rainfall as
function of the exceedance probability at Uccle, Brussels, during the summer season, 2071-2100 vs.
1961-1990 (adapted from Ntegeka et al. 2008).

When analysing Figure 6.10, one can note that the differences between different climate models increase
with increasing return period. This is not only due to the higher uncertainty of the models in describing
rainfall extremes, but also due to natural variability. The empirical return periods in Figure 6.10 are
computed based on rank statistics after sorting the rainfall extremes in the 30-year simulation periods.
Rainfall intensities of longer return periods have a higher uncertainty when empirically derived based on
rank statistics.

Another factor to be taken into account when analysing rainfall changes based on long-term RCM runs, is
the influence of climate oscillations, as discussed in Section 3.2. Figure 6.11 shows the comparison between
the multidecadal oscillations derived from the observations at Uccle, Brussels (see Section 3.2) and the ones
obtained from the CLM3.0 model with lateral boundary forcing from ERA40 re-analyses data for the period
1961-2000. Despite the limited time period considered, it appears that the CLM results follow the historical
observations quite closely, showing part of an oscillation. This confirms that given the appropriate
large-scale conditions, RCMs can provide the correct temporal oscillations in extreme rainfall statistics.
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Figure 6.11 Anomalies in daily rainfall extremes based on the CLM3.0 results at Uccle, Brussels, driven by

ERA40 data, and comparison with 17 ECHAM5/MPI-OM A1B runs ESSENCE project (after Staes et al.
2011).

Figure 6.11 includes another comparison with the results from an ensemble of 17 ECHAMS GCM
simulations driven by the SRES A1B emission scenario, each with slightly different initial conditions.
The results also show an oscillatory behaviour in which the period and amplitude characteristics are
similar to past observations for at least some of the ensemble members, although the amplitude of the
oscillations provided by the model may be smaller, and oscillations may sometimes be faster. This
preliminary analysis thus suggests that GCMs may represent the physical processes that are responsible
for the oscillations, and could therefore be a useful tool to investigate their origin. This is encouraging
but further investigations are necessary to confirm that the oscillations found in the model results are due
to the same mechanisms as the ones operating in the real climate system. The climate models may
indeed not fully capture the decadal and multi-decadal variations, given that the primary drivers of the
oscillations are often largely unknown.

In any case, the oscillations shown by the GCM are not in phase with the observed ones, but this was
expected since the oscillations are attributed to (unforced) natural variability (the initialisation of the
model does not relate to a particular date in the past, and differs between the ensemble members). The
fact that the RCM simulations forced by reanalysis were in phase with the observations confirms that the
oscillation signal is found in the large-scale atmospheric circulation (although its origin is likely to
involve other climate system components).

These multidecadal oscillations must be taken into account when building climate change projections and
conducting impact analyses. Indeed, if the study period is shorter than an oscillation, the impact modeller has
to keep in mind that the results may be biased from the long-term averaged climate. Due to the oscillations,
an input series period covering an oscillation peak may provide overestimated risk figures (but the maximum
will be addressed), while using an input series that covers an oscillation low would result in underestimation
of the risk. This is also important for model validation if it is not performed on the basis of reanalysis forcing
(e.g. in the case of GCMs), because if the validation period does not cover an integer number of oscillations,
then phase differences between the model and the observations may result in model-observations
differences, even in the computed average climate statistics, while there is no actual model deficiency
(bias) behind these differences.
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There is ongoing research to find the drivers of the oscillations such that they can be better taken into
account both in the historical trend analysis (Chapter 3) and to include these drivers in the climate
models. In Australia, two major research projects of this kind have been started recently. The first is the
South Eastern Australian Climate Initiative (SEACI) which aims to improve understanding of the causes
and impacts of climate change and variability in south-eastern Australia, and improve projections of
future climate. This project extends over the entire Murray-Darling Basin (which alone covers 14% of
Australia’s landmass), the state of Victoria and southern South Australia (www.seaci.org). A major aim
of the SEACI research project is to determine the extent to which climate change and variability are
affecting rainfall and runoff in south-eastern Australia. SEACI has investigated the relationship between
south-eastern Australian rainfall and the Sub-Tropical Ridge (STR) intensity and position. For example,
a range of datasets and methods indicate that the tropics are expanding, pushing the downward
descending arm of the Hadley circulation further south. These observed changes are changing the nature
of the rainfall across south-eastern Australia: rain bearing systems affecting south-eastern Australia are
less often due to mid latitude cyclones and increasingly due to larger systems centred further north. This
signal is seasonally dependent and peaks during summer and autumn, providing insight into the observed
autumn rainfall deficit.

The second major Australian project is the Goyder Institute for Water Research’s Climate Projections
Project (http://goyderinstitute.org/index.php?id=31). In terms of climate drivers, this project examines
the influence of the ENSO cycle, the PDO, the IOD, and the SAM on rainfall and other hydro-climatic
variables. It also investigates how these modes of variability interact and potentially moderate each other
and examines their influence on local synoptic systems (such as cut-off lows, atmospheric blocking and
tracks of low and high pressure systems).

Further insight into these issues of natural climate variability and climate drivers may possibly come also
from ongoing research efforts regarding predictability of seasonal-to-decadal scale climate change, which
will be addressed in IPCC’s ARS.

6.4 DISCUSSION

Validation of GCM or RCM results for local conditions is required before these models are used as
input for local climate change impact studies. This is commonly done by comparison with statistics
obtained from long-term historical rainfall series. The review of GCM and RCM validation results
presented in this chapter for rainfall extremes has shown that climate models may strongly deviate
from observations. This is partly due to differences in spatial scales. Accurate rainfall observations are
often only available at the point scale, while climate models produce results at much coarser scales.
Second reason of the strong deviations is the poor accuracy of the climate models in simulating rainfall
extremes.

Statistical tests can be applied to the initial set of available climate model runs and after testing, rejected
runs could be removed, which are the ones that are inconsistent with the current or past climate observations.
However, it became clear from the discussions in the chapter that one has to be careful with such rejections
for several reasons: natural variability and limited length of the available time series, difference in spatial
scale, influence of climate oscillations. Moreover, results in this chapter have shown that for rainfall
extremes of short duration, including convective storms, deviations from historical values might be
systematic for most if not all climate models and bias correction is needed to avoid rejection of the
majority of models.

The spatial scale differences can be resolved by statistical downscaling methods, as discussed in next
chapter. They can be combined with bias correction, as also described in next chapter. The discussion in
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next chapter will make clear that bias correction can be implemented without explicit quantification of the
bias, when the assumption is made that the bias in current and future climates is the same. This is another
reason why care is required before rejecting climate model runs based on control run validations. It explains
why some experts (e.g. Baguis et al. 2010) rejected climate model runs only when they have both a high bias
for the control period, and at the same time predict future climatic changes that deviate from the range given
by other climate models or runs.

This chapter has moreover shown that climate change impact analysis does not translate into the simple
task of focusing on one single impact scenario (e.g. design storms to be increased by a single percentage
change in magnitude). The need to cover a broad range of scenario changes is due to our current lack of
knowledge regarding the exact nature and magnitude of future climate change impacts, although these
impacts are likely to be significant. This is explained further in Chapters 8 and 9.

It is clear that there is a need to adapt the results of climate model simulations (at spatial scales of
hundreds or tens of kilometres and at monthly, daily or hourly temporal scales) so that they can be
meaningfully used at the more detailed scales (spatial scales of a few kilometres and temporal scales as
low as 5 or 10 minutes) of urban drainage models. This can be done using statistical methods, which are
also a potential way to tackle the uncertainties and biases in dynamically downscaled urban rainfall
extremes, as explained in the next chapter.
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Chapter 7

Statistical approach to downscaling
of urban rainfall extremes

Previous chapter concluded that the output from GCMs and RCMs cannot be used directly to assess
the influence on rainfall extremes relevant for urban drainage, and announced that the problem can be
overcome by statistical downscaling techniques. These techniques aim to scale the outputs from climate
models, both in space and time, down to the scale of urban hydrological impact modelling. The
downscaling can even be done furtherdown to the point scale in order to provide comparable values with
historical rainfall series; this is needed for the verification task discussed in Chapter 6.

Statistical downscaling commonly refers to both types of adjustments of GCM/RCM results. Section 7.1
briefly outlines some of the available techniques for statistical downscaling and includes a comparison with
dynamical downscaling. Different types of methods are presented in the subsequent Sections 7.2, 7.3, 7.4
and 7.5. These provide literature overviews and discussions on the underlying assumptions and their
applicability. Regardless of the method used, verification of the downscaling results is needed (Section 7.6).

7.1 MOTIVATION FOR STATISTICAL DOWNSCALING AS COMPARED
TO DYNAMICAL DOWNSCALING

It should be noted from Chapter 5 that although the term dynamical downscaling is used to describe the
application of RCMs or LAMs to produce rainfall at local scales, based on GCM output, what is done is
in fact a full physical simulation of the atmospheric system within the model domain. The GCM output
fields are used as lateral boundary conditions and are not limited to precipitation. For dynamical
downscaling it is typically necessary to specify pressure, lateral velocity, temperature, moisture content
and elevation (geopotential height) as lateral boundary conditions. Clouds and rainfall are generated
within the model using the governing equations. While it is possible to specify hydrometeorological
variables like cloud density at the lateral boundaries, these are optional and often unnecessary to get
good rainfall simulation within the model domain. In this sense, dynamical downscaling is markedly
different from statistical downscaling techniques in that it “generates” rainfall based on atmospheric
physics (Figure 7.1). Note that both techniques should not be applied separately as the figure suggests,
but can be combined, which is most often done.

A primary advantage of dynamic downscaling is the ability to produce a complete set of meteorological
variables besides rainfall (e.g. cloud densities in a three-dimensional space, surface temperature on a
two-dimensional surface). Since the process of generating rainfall in dynamical downscaling is based on
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the atmospheric physics and calculated by solving the governing equations, it is guaranteed that the output
quantities are physically consistent with each other. For example, when heavy rainfall happens in a location
the cloud formation is always consistent with such a storm activity, so that the expected reduction of
shortwave radiation on the earth surface (due to cloud cover) is automatically ensured. While some
elementary relationships between various meteorological variables can be embedded in statistical
downscaling, it is impossible to achieve complete consistency among all variables.

o 'Interpolation’
Rg' fall
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Statlstlcal_ Output: Rainfall
Downscaling

Local-scale
CGCD Rainfall

Dynamic Large-scale
. 2 Qutput: all
Downscaling atmospheric atmospheric variables
—- Variables
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Figure 7.1 The two paths from GCM to local scale rainfall. Statistical downscaling primarily uses “large-scale”
GCM rainfall projections and interpolates these values. Dynamical downscaling uses primary atmospheric
variables predicted by GCMs and runs local-area models to physically simulate the atmosphere. The latter
provides the output of all the atmospheric variables at the finer scale (P: pressure; T: temperature; (u,v):
horizontal velocity components; 6: moisture content; BC: boundary conditions).

The dynamically downscaled rainfall is also consistent with local geographical features, for example,
topographic variations (Pathirana et al. 2005) and landuse (Shepherd, 2010). This is an important
advantage when generating rainfall products for local applications such as urban storm drainage modelling.

On the other hand, dynamically downscaled rainfall does not necessarily show consistency with the
large-scale rainfall generated by the GCM that provided the boundary conditions. Suppose a GCM with
100 km x 100 km horizontal resolution was used to provide boundary conditions to a RCM with
1 km x 1 km resolution. Aggregation of rainfall in the 10000 grid points of the RCM corresponding to a
grid point in the GCM would not result in rainfall volumes equivalent to those predicted by the GCM
grid. However, it is possible to use GCM rainfall to calibrate and validate the performance of the RCM.

Perhaps the most severe constraint in using dynamical downscaling is the computational expense.
Atmospheric models have three-dimensional grid systems. Therefore, the increase of resolution by a
factor of 10 (say 10 km to 1 km) will increase the number of computational cells roughly by a factor of
between 100 and 1000 (It is not always necessary to increase the number of vertical levels proportional to
the increase of horizontal grids). Due to the nature of numerical implementation of typical RCMs, the
computation time-step needs also to be reduced by the same factor to prevent numerical instabilities (say
from 10 s to 1 s). Therefore the total computational effort will increase by a factor of 1000 to 10000 when
the grid resolution is increased by a factor of 10. This poses considerable challenges in applying dynamical
downscaling with the objective of producing a high resolution rainfall product to be used at urban scales.
However, the last two decades have seen an explosive growth of computational power. Today, RCM
simulations are routinely performed on consumer grade personal computers. Of course, as explained in
Section 5.2, next to the increase in grid resolution and related numerical issues, physical parameterisations
have to be changed as well. Below grid sizes of about 3 km, cumulus and convective parameterization
are no longer needed and the processes can be modelled explicitly by the model physics, although some
problems with non-stationary behaviour remain. Another problem is that the high resolution model is
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nested in a coarser driving model that involves different parameterization schemes. The RCMs moreover
most currently do not include coupling between ocean and atmosphere (Wang et al. 2004). Questions
also remain about the extent to which RCM biases in rainfall results are inherited from the driving model.

Climate model users most often apply dynamical downscaling up to the level of the highest resolution
RCMs available, after which point further statistical downscaling may be required. This is not always a
good approach. The previous chapter discussed how high resolution RCMs may fail to adequately
describe the local surface processes over heterogeneous regions. In these cases, one could argue that a
better approach would be to make use of the lower resolution climate model results and an extra
statistical downscaling step (Dibike e al. 2008). Other authors have shown that in some cases the RCM
based dynamical downscaling method slightly outperforms statistical methods in projecting daily rainfall
extremes, as was the case in the test made by Vrac ef al. (2007a). The question is whether, due to the
parametric representation of the precipitation processes, simulation results from current RCMs should be
extracted at very fine scales. Below which scale the climate models should not be used is, however, a
debatable question (about 30 min or 1 hour and about 3 km?). It depends on the spatial scale at which
cloud formation and convection processes can be simulated explicitly without the need to use physical
parameterisations (see Section 5.2).

Less debatable is that below the scales of available RCM runs, further downscaling needs to be done
using statistical methods. The basic principle of statistical downscaling is to use empirically-based
relationships to convert the coarse-scale climate model outputs to rainfall data at the finer urban drainage
scales. In this approach, the coarse-scale climate model based information is used as basis for the
prediction. These are called predictors, while the fine-scale rainfall results are termed predictands.

Figure 7.2 shows that, while for other hydrological applications such as water supply, irrigation, river
hydrology and rainwater harvesting, no temporal downscaling is required, urban hydrology should
involve both spatial and temporal downscaling. The rainfall generating processes indeed occur over
temporal scales ranging from multi-decadal to sub-minute resolutions with corresponding changes in
spatial scales. For urban drainage one has to go down to the minute resolution.
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Figure 7.2 Statistical downscaling of RCM outputs down to the scale required for urban hydrological impact
studies requires both temporal dowscaling (a—b) and spatial downscaling (b—c) (adapted from
Arnbjerg-Nielsen, 2008).
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The statistical model can only be based on historical data, thus assuming that the transfer from the
predictors to the predictands will not significantly change under changing climatic conditions.

Statistical downscaling methods have the advantage of being computationally inexpensive, and are
potentially able to produce finer spatial scales than dynamical methods that use RCMs. Different types of
methods exist, each with very specific underlying assumptions. These are presented in the following
sections.

Section 7.2 starts with the delta change method, being a fundamental statistical downscaling principle.
Other statistical downscaling methods can broadly be classified into the following three types (Hewitson &
Crane, 1996; Wilby et al. 1998; Nguyen et al. 2006; Fowler et al. 2007; Vrac & Naveau, 2007):

* Empirical transfer function based methods (Section 7.3);
* Re-sampling methods or weather typing (Section 7.4);
* Conditional probability-based or stochastic modelling methods (Section 7.5).

7.2 DELTA CHANGE AND CLIMATE FACTORS

At the interface between climate science and urban drainage, hence when transferring climate model outputs
as predictors to inputs in urban drainage models as predictands (Figure 1.1), either the climate model rainfall
results are used directly, or only the information regarding the rainfall changes. The rainfall changes can be
represented in the form of change factors, which are also called climate factors or perturbation factors. The
climate factor is calculated as the ratio of a statistical (extreme) rainfall intensity characteristic (e.g. mean,
variance or a certain quantile) in the climate model scenario simulation to the statistical characteristic in the
climate model control simulation. Climate factors for extreme rainfalls corresponding to a certain return
period can be calculated by applying extreme value analysis to the control and future scenario results
using the methods described in Section 2.4. Climate factors can also be calculated for the number of rain
storm events, proportion of wet days, dry spell length, dry-wet transition probability, and so on. To
account for seasonal differences in the changes, monthly or quarterly change factors are typically
estimated and applied in the statistical downscaling.

The climate factor represents the percentage difference in the rainfall characteristic due to climate change
(i.e. a climate factor of 1.2 represents 20% increase in the considered rainfall characteristic). In the urban
drainage context, the climate factor is investigated for rainfall intensities at the characteristic time scales
of urban drainage systems. These should correspond to the times of concentration (response times to
rainfall) for different locations in the system. For urban drainage flood risk studies, these may be limited
to the most critical locations for urban flooding and sewer surcharging along the urban drainage network.
For most systems, the relevant times of concentration range between a few minutes and a few hours
(Butler & Davies, 2010).

The future rainfall characteristics are then estimated by superimposing the changes on the observed
statistics. This method is called the delta change approach or in short delta approach (Lettenmaier et al.
1999). Another name used is method based on Model Output Statistics (MOS) (Wilks, 1995). The delta
factors can indeed be seen as MOS values. When the observed values are considered at the scale
required for the urban drainage impact analysis or at the point scale, the method derives the changes at
the scale of the climate model outputs and applies the same changes to the finer scale observations.
Hence, when the delta approach is applied in downscaling, the assumption is made that the changes are
scale independent.

An implicit assumption of the delta approach is that climate model bias in the considered rainfall
statistic is unchanged in a future climate. Thus, the delta approach provides bias correction without

Downloaded from http://iwaponline.com/ebooks/book-pdf/523747/wio9781780401263.pdf

bv auest



Statistical approach to downscaling of urban rainfall extremes 93

explicit quantification of the bias. By using the differences between the current and future climate from the
climate model, there is no need to apply the absolute values of the climate model results in the climate
change impact study. This means that a model that has poor performance (i.e. a model with a high bias
in certain rainfall statistics), still might be useful for quantifying changes caused by increases in
anthropogenic forcing.

The climate factor may depend on the temporal scales (rainfall aggregation level), but the assumption is
often made that this dependence is small or can be neglected for the range of scales involved in the
interfacing between the climate model outputs and the urban drainage impact model (Figure 1.1).

In traditional delta change applications (e.g. Lettenmaier et al. 1999), only changes in the mean rainfall
intensity are considered, for example, applying change factors per month. While this approach is suitable
when considering impacts that are driven by changes in average rainfall conditions, it may be
inappropriate when changes in variability or extremes are important. The proportion of wet and dry days
and the temporal variability relative to the mean will remain the same as in the observed time series.
Therefore, more advanced methods have been developed that superimpose changes on variability,
wet-dry spell properties and other rainfall characteristics of the rainfall series.

Sunyer et al. (2012) applied a method that considers changes in both the mean and the variance of daily
rainfall. The observed time series is corrected by assuming a certain functional relationship between future
(P and observed (P°") rainfall (Leander & Buishand, 2007). Eq. (6) is used to estimate the time series for
the future. It depends on two parameters a and b. The parameters are estimated using the monthly mean
rainfall (P) and coefficient of variation CV(P) for the future scenario, respectively, P and CV(Pf“t),
which are calculated from the change factors of the mean and the variance. Parameter b is first estimated,
using a simplex optimization algorithm to solve Eq. (7). The value of a is afterwards estimated using Eq. (8).

Pfut — a(PDbS)b (6)
@)

Pfut=apobs)b
CV(P™) = CV((P™)) ®)

The time series for the future using this method will have a monthly mean equal to the mean of the
observed time series multiplied by the change factor of the mean and a monthly variance equal to the
variance of the observed time series multiplied by the change factor of the variance. As in the case of the basic
delta change method where only the mean is changed, the proportion of dry days will remain the same as
in the observed time series.

Ntegeka et al. (2008) applied a time series perturbation approach where both perturbations in the number
of events and in the probability distribution of rainfall intensities were applied at the daily time scale. For
each month of the year, the number of wet days in the rainfall series was calculated and perturbed by
removing or adding wet days. Given that the future climate for Belgium tends towards a smaller number
of wet days, some wet days had to be removed. A removal operation was tested and compared with
methods where isolated wet days that are situated in dry periods are converted into dry days. After the
wet day frequencies have been changed, the rainfall intensities of these wet days were changed following
a quantile perturbation based method. Rainfall intensity changes were applied depending on the
cumulative probability or return period of the daily intensity. Different delta changes are thus applied to
different days, depending on the probability of the rainfall intensity on that day (delta changes to
quantiles). It is the same methods as described in Box 3.2 for testing anomalies and trends in rainfall
quantiles, but now applied to climate model results for future and historical periods instead of historical
periods and sub-periods. Similar approaches, particularly aimed at high-resolution tipping-bucket data,
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have been made by Olsson et al. (2009, 2012b). In the latter, an event-based analysis is used to analyse
changes in the number of events. Based on the results, selected observed events are removed or
duplicated to represent the expected future changes.

When calculating change factors for probabilities (e.g. probability of wet or dry days, transition
probabilities, or autocorrelation), Burlando and Rosso (1991) proposed to apply the logit-function
transformation (x/(1—Ixl)) on the probability or correlation (x) before calculating the change factor, to
ensure that the estimated values for the future period will remain in the interval [—1, 1].

Removal/addition of wet/dry periods in a time series, or changes to the series of rainfall intensities to
match statistical properties such as wet/dry day frequencies, wet/dry spell lengths, distribution variance,
skewness, and so on can be performed using either deterministic or stochastic approaches. The stochastic
approaches will be presented in Section 7.5.

7.3 EMPIRICAL TRANSFER FUNCTIONS
General empirical downscaling

Empirical transfer function based methods make use of empirical relationships or transfer functions
between statistics of the predictands and the predictors. These are derived from historical (observed
or estimated) values of both the predictands and the predictors, and afterwards applied to the climate
model based future simulations of the predictors to generate small scale values. Generally an
explicit function is used to describe the cross-scale relationship between the coarse and small scale
statistics. The predictor variables should ideally be highly correlated to the predictand variables. The
transfer function can take many forms such as any type of regression relation, equations based on rainfall
time scaling laws, artificial neural network (ANN) models, GLMs, and so on. The predictor
and predictand variables can be considered as time series, such that the value in each time step can be
downscaled to obtain a time series of rainfall. This involves an approach to transfer the changes in
the statistics to changes in the full time series. This is often done using a method that is similar to the
delta change approach, but now the changes are obtained from the observed series and applied to the
climate model results whereas in the delta change approach they are obtained from the climate
model results and applied to the observed series. The generated series can then be used in urban
drainage continuous simulation models for assessing impacts such as flooding and CSO overflows; see
Chapter 9. Another approach is to pre-process the climate model output series and obtain statistics (e.g.
empirical frequency distributions or estimated probability distributions at specific temporal and spatial
scales), and to apply the transfer functions directly on these statistics or distributions to obtain the
small-scale results. From the discussion in Chapter 2, it is clear that the latter approach is most useful in
combination with an impact method based on design storms (e.g. impacts on sewer surcharges or
floods). This is because such a method will obtain rainfall statistics or frequency distributions rather than
full time series.

A typical example of a time series version is the popular regression-based statistical downscaling method
(SDSM) proposed by Wilby et al. (2002). It allows to consider several predictor variables: 2 m daily mean
temperature, near surface specific humidity, near surface relative humidity, mean sea level pressure, zonal
component of geostrophic airflow, meridional component of geostrophic airflow, geostrophic airflow,
vorticity, 500 hPa geopotential height, and also the predictand value from the previous day, and wether
the day is wet or dry. Another example is provided by Dibike et al. (2008), who used multiple regression
relations between daily precipitation predictand and climate predictors from the NCEP reanalysis data set
for the periods 1961-1990 (calibration period) and 1991-2000 (validation period). They considered the
commonly used predictors for downscaling of precipitation, which are (mean) sea level pressure,
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geopotential height, zonal wind velocity, and specific or relative humidity (at 500 and 850 hPa). Once the
downscaling model was calibrated and validated using the NCEP predictors, the corresponding GCM
predictors were used to downscale to daily precipitation.

Vrac et al. (2007b) used a non-linear and non-parametric technique considering same predictor variables
(this time taken at the ground, or vertically integrated for specific humidity), and extended with temperature,
dew point temperature, dew point temperature depression (representing the degree of saturation in water
vapour in the atmosphere) and wind direction. Daily precipitation was considered as predictand. The
dew point temperature and dew point temperature depression have shown good explanatory power
for downscaling precipitation by Charles et al. (1999), Vrac et al. (2007a) and Vrac and Naveau (2007).
Vrac et al. (2007b) concluded that these atmospheric variables provide more realistic downscaling results
when they are combined with some geographical predictors. They suggested the following four
geographical variables: elevation, diffusive continentality (which represents the shortest distance to the
coast), advective continentality (which represents the degree at which incoming air mass paths travels
over land versus over the ocean) and W-slope (which represents the degree of air mass uplifting, hence
potentially cooling and precipitating, due to the presence of mountains).

Olsson et al. (2004) used two serially coupled ANN models to downscale 12-hour catchment
precipitation from a gridded 20 x 20 km meteorological analysis, using as predictors wind speeds at 850
hPa and precipitable water. Kang and Ramirez (2009) used ANN modelling based on GCM results on
precipitation, sea level pressure, temperature and surface upward latent heat flux to obtain daily rainfall
predictand results.

Also Coulibaly et al. (2005) and Sharma et al. (2011) applied an ANN, more specifically a time-lagged
feedforward neural network. This is an ANN that includes a memory structure in the inputs. The
major assumption is that the local weather is not only conditioned by the present large-scale atmospheric
state, but also by the past states (Coulibaly et al. 2005). They explained that ANNs are highly adaptable
and are capable of modeling complex nonlinear processes. However, ANNs appear to have difficulty
downscaling rainfall owing to their inability to reproduce some of the two key features of a
high-resolution rainfall time series: intermittency and variability. Coulibaly et al. (2005) concluded
that their ANN model tends to generate too many small intensity rainfall days and consequently
underestimate dry spell lengths.

Olsson et al. (2012a) have shown that further advancements could be made by making the transfer
function depending on RCM process variables characterizing the current weather situation such as cloud
cover and precipitation type. They found that the RCM rainfall intensity results were lower than the rain
gauge intensities, and that the underestimation was more severe for convective precipitation events than
for stratiform events. They explained the differences by the typical spatial size for these two types
of precipitation events. A process-based approach was developed in which 30-min values of different
cloud cover variables were used to estimate the wet fraction corresponding to the different precipitation
types. These fractions were used to convert the grid average rainfall into a local intensity, with a
corresponding probability of occurrence in an arbitrary point inside the grid. It should be emphasized
that RCM-simulated precipitation types and cloud cover are highly uncertain, as are therefore
the estimated local intensity. Evaluation in Stockholm, Sweden, however showed a reasonable
agreement with observations and theoretical considerations, which supports the approach (Olsson
et al. 2012a).

It is important to note that while the rainfall variable can be used as a predictor in any of the
above-mentioned downscaling methods, some modellers prefer to exclude the rainfall climate model
output and instead they use other climatic variables for increased accuracy. Downscaled rainfall results
then can be obtained in a next step based on another downscaling method.
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Separation of downscaling and bias correction steps

The empirical downscaling approach presented above does not include bias correction. That is why these
methods also are referred to as Perfect Prognosis (PP) methods. The empirical transfer function performs
the downscaling, by applying it to the climate model results, assuming that the latter does not have a bias
at the scale of the predictor. This is different from the delta approach, where the downscaling step and
the bias correction step are combined.

Other methods separate these two steps. As a first step, empirical correction factors or functions are
applied to obtain bias corrected climate model outputs (for rainfall or other variables). This is followed
by a second step where the bias-corrected climate model outputs (rainfall and/or other variables) are
transferred to fine scale rainfall (downscaling). As is the case for all downscaling methods, the
transformation in the second step can account for differences in both temporal scale (e.g. from daily to
sub-daily rainfall) and spatial scale (e.g. from grid averaged rainfall to point rainfall). The first bias
correction step can obviously only be done in the case where the predictor and predictand variables are
at the same temporal and spatial scales. This would require observations to be available at the same
scales as the climate model predictor variable(s). In most cases, this does not pose a problem for the
temporal scale. When daily climate model outputs are considered as predictors (i.e. rainfall), daily
observations are required, which are available in most regions of the world. The main obstacle for
separating the downscaling and the bias correction step, is the spatial scale. Accurate ground
observations of rainfall so far can only be obtained by rain gauges (Sevruk, 1989; Groisman & Legates,
1994; WMO, 2008a), which are point measurements, while the climate model predictors are gridded. A
separate bias correction then requires ground station observations to be interpolated in space, which in
most practical cases can introduce quite significant interpolation errors (see Section 2.7). Further, data
from sufficiently dense station networks are often not available, particularly at sub-daily time scales.

Instead of using rain gauges, radar data can also be used to support the spatial interpolations. Preferably,
radar data are combined with rain gauge observations because of their higher accuracy in measuring rainfall
intensities (O’Connel & Todini, 1996; Collier, 1996; Grimes et al. 1999; Harrison et al. 2000; Sokol, 2003;
Einfalt er al. 2004). Recent advances in the measurement of rainfall at small urban scales are new radar
technologies and processing techniques, which allow a reliable means of obtaining rainfall data with a
spatial scale of 1 km? or less and a temporal resolution of 5 minutes or less (Einfalt et al. 2004;
Michelson et al. 2005). Radar technologies that are currently extensively tested for measuring rainfall
with high spatial resolution are the Local Area Weather Radars (LAWRs) or X-band polarimetric radars
(e.g. Thorndahl & Rasmussen 2011). These can be seen as an alternative to C-band and S-band radar for
local urban areas. Another promising technology under development is microwave technology in
commercial wireless links (e.g. Leijnse et al. 2010).

It may be considered to use freely available, continental-scale data bases of spatial precipitation
observations (e.g. E-OBS in Europe; Haylock er al. 2008) or meteorological reanalyses (e.g. ERA40;
Uppala et al. 2005), but their accuracy differs between regions and for a particular location careful
analysis is always required.

This upscaling of rainfall observations by areal rainfall interpolations can be undertaken for the full time
series, or for rainfall statistics (e.g. rainfall distributions or quantiles). ARFs are commonly used in
hydrology to downscale grid averaged rainfall to point rainfall, or to upscale from point rainfall to grid
averaged rainfall (see Section 2.7 for more details). Due to the many difficulties in the upscaling of point
rainfall, the bias correction and downscaling steps are most often combined.

Some modellers separate the temporal and spatial downscaling aspects. In the separation between the
downscaling and bias correction steps, the temporal downscaling step can be easily separated from the
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other steps of spatial downscaling and bias correction. The latter two steps can be combined by comparing the
climate model outputs with observations at the temporal scale of the climate model outputs, for example,
comparing gridded rainfall outputs with point rainfall observations. The temporal downscaling step
then remains.
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Figure 7.3 Daily rainfall quantile plots before and after bias correction and spatial downscaling based on a
second order polynomial correction function (Dorval station, Quebec): (top) correction of CGCM2 and
HadCM3 A2 climate model results for calibration period 1961-1975, (bottom) calibration of correction
function for period 1961-1975 (after Nguyen et al. 2008b).

Temporal-spatial empirical downscaling was applied by Nguyen ez al. (2008a, 2008b) to describe the
linkage between large-scale climate variables as provided by GCM simulations with daily extreme
precipitations at a local site. The SDSM approach of Wilby er al. (2002) was used together with a
temporal downscaling procedure to describe the relationships between daily extreme precipitations with
sub-daily extreme precipitations using the scaling General Extreme Value (GEV) distribution (Nguyen
et al. 2002; see Section 2.5 and Figure 7.3). Nguyen et al. (2008a, 2008b) demonstrated the feasibility of
this downscaling method using GCM climate simulation outputs, NCEP reanalysis data, and daily and
sub-daily rainfall data available at a number of rain gauge stations in Quebec (Canada). Combined bias
correction and spatial downscaling of the GCM-downscaled annual maximum daily rainfalls, based on a
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second-order polynomial function, was required to achieve a good agreement with the observed at-site daily
values (see Figure 7.3). After obtaining the bias-corrected downscaled annual maximum daily rainfalls at a
given site, further temporal downscaling to sub-daily maximum rainfall intensities was obtained by means of
scaling the GEV distribution (Nguyen et al. 2002). Based on the concept of scale-invariance, where
moments of the rainfall distribution (GEV in this case) are a function of the time scale, which has scaling
properties (Nguyen et al. 2007), probability distributions of sub-daily rainfall intensities were accurately
obtained from the distribution of daily rainfall intensities.

Quantile mapping

The bias correction step of Nguyen et al. (2002, 2008a, 2008b) is based on matching rainfall quantiles. This
can be undertaken based on empirical probability distributions or after calibration of theoretical distribution
functions to the data. Similar method can be applied to the downscaling step, to match large with small scales
quantiles. The method is often referred to as the quantile mapping approach (Box 7.1). When applied to the
SOM approach, it can be viewed as the delta approach applied to quantiles (see also Section 7.2). When the
focus in urban drainage is on rainfall extremes, the correction could be limited to quantiles above a
given threshold.

Box 7.1 Bias correction of RCM rainfall by quantile-quantile mapping based on the gamma
distribution

It is well known that RCM rainfall data are generally biased. A common situation is to have an
overestimated frequency of wet periods and an inaccurate frequency distribution of non-zero intensities
(e.g. underestimated extremes), as compared with observations. These biases may strongly affect the
results from impact models, not least the ones focused on hydrological consequences. Therefore
different methods for bias correction have been developed and applied.

One common approach is quantile mapping, which uses cumulative distribution functions (CDFs) for
observed and simulated rainfall to remove biases. Essentially, this approach replaces the simulated
rainfall value with the observed value that has the same non-exceedance probability. Both empirical
and fitted theoretical CDFs have been used. In the latter case, for daily (and possibly also sub-daily)
rainfall the gamma distribution often provides a good fit. The gamma distribution has the probability
density function:

f(x, a B)—waeﬁ
T T(a)pe
where «a is a shape parameter,  is a scale parameter and I'(a) is the gamma function. The CDF of the
gamma distribution has the form:

1 X
Fx, a, B) = —v(a, —>
boa B =\ 5
where y is the lower incomplete gamma function defined as:
X
y(s, x) = j t5'e tat
0

By construction, the gamma CDF has an inverse which we denote F~"(x, o, 8). The ML estimate of the
shape parameter o has a closed form formula while g has not. However, both equations for the ML
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estimators are numerically stable, so methods such as Newton’s method can be applied to find these
parameter values.

Let Xops be a time series of observed non-zero rainfall in a reference period and Xg',\‘,,G the
corresponding original (raw) data from an RCM simulation in the same period. Fitting gamma
distributions to the time series by the ML method yields parameters oogs, Boss and asmw, Bsim-
Corrected RCM precipitation xg,ﬁf is then generated by the transformation:

xgu: = FIF(xSRE, asim. Bsim). aoss. Boss]
Assuming that the bias is independent of the period considered, the transformation may be applied to
adjust future scenarios.

Some common issues associated with quantile mapping of daily (and sub-daily) rainfall are worth
emphasising. A common RCM bias is an overestimated frequency of wet days with very low intensities.
This may erroneously bias the distribution fitting towards low intensities and a common approach is
therefore to use a cut-off threshold that adjusts the simulated frequency of wet days to agree with the
observations. Further, it may be considered to use other distributions than the gamma distribution and
also to fit different theoretical distributions to different parts of the empirical distribution. For example,
extreme value distributions (e.g. Gumbel) may be suitable for values above some high precentile
(e.g. 95%).

Examples of recent applications of the type of quantile mapping outlined here include Piani et al. (2010),
ThemelRl et al. (2010) and Yang et al. (2010).

Yang et al. (2010) applied a distribution-based quantile mapping approach for adjusting daily RCM
outputs prior to hydrological climate effect simulations. In their approach the RCM outputs were
compared with gridded 4 x 4 km fields of interpolated precipitation observations in a historical control
period (typically 1961-1990). For precipitation, a cut-off was used to remove spurious low precipitation
amounts and a double gamma distribution was used to rescale the remaining intensities (one distribution
for “normal” intensities and one for extreme intensities, above the 95% quantile). In that approach, bias
correction and spatial downscaling were combined.

Rosenberg et al. (2010) applied the quantile mapping approach for bias correction of hourly RCM series.
The quantile mapping was, however, applied on the monthly values. The hourly values within the month
were rescaled correspondingly, but after the RCM results were truncated so that each month had the
same number of nonzero hourly values as the observed series.

7.4 RE-SAMPLING METHODS OR WEATHER TYPING

In the re-sampling or weather typing methods the downscaling is still performed based on relations between
the coarse scale climate model based predictors and the fine scale rainfall predictand, but they are not put in
the form of a regression relation or transfer function. The time series results are used such that for each future
event (e.g. day) in the climate model output, a similar situation is sought in the historical fine scale rainfall
series. The fine scale rainfall observation for that event is copied as a future rainfall event (Zorita &
von-Storch, 1998; Benestad et al. 2008). Predictions for the future are thus obtained by copying most
similar events (analogue events) from the past. Pressure fields from climate models are most often used
as predictors. Using a classification scheme, different weather types can be identified based on the
pressure fields and rainfall observations taken for days with the same weather type. Weather types are
selected for which relationships exist with the fine scale rainfall predictand. The weather typing approach
therefore is based on synoptic similarity. Bardossy and Caspary (1990) and Benestad er al. (2008)
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describe how to find robust weather types. A disadvantage of the technique is that no rainfall intensities that
are more extreme than the most extreme event in the past will be considered; only the sequence and
frequency of the events will be changed.

Several procedures exist for classifying weather types. They are based on either professional knowledge
(subjective classification) or statistical characteristics derived from the observations (objective
classification). They aim to differentiate long-term historical observations into several representative
climate patterns or weather types (WTs) to describe certain climate conditions in the study area. In
contrast to other downscaling approaches, multi-grid points rather than a single grid point are used to
capture the local climate circulations over a large area.

The subjective classifications are conducted with long-term collecting data and experts’ knowledge of the
local region. They are normally based on air pressure distribution over a certain window. One well-known
subjective classification is the one by Hess and Brezowsky (1969), used by the German Weather Service.
The Hess and Brezowsky WTs are classified using air pressure distribution over Western Europe and the
North Atlantic sector. Atmospheric circulations are differentiated according to the movement of frontal
zones, the location of high and low pressure centres, and the cyclonic and the anti-cyclonic rotations. Hess
and Brezowsky (1969) finally generated 29 WTs and one unclassified WT. The other important subjective
WTs include the Schiipp’s WTs for Switzerland (Schiipp, 1968) and the Lamb WTs (Lamb, 1972;
Jones et al. 1993) for the British Isles. Generating subjective classification requires long observation series
and a good understanding of local climatic phenomena, which is only feasible in a few countries.

The objective classification is a semi-automated or automated technique that pertains to mathematical
approaches, for example, hierarchical methods (Johnson, 1967), k-means methods (MacQueen, 1967;
D’onofrio et al. 2010), cluster analysis (Kysely & Huth, 2006), singular value decomposition (Gelati
et al. 2010) and correlation methods (Yarnal, 1984). Jenkinson and Collison (1977) developed an
automated classification technique, considering the 28 WTs of Lamb (1972), which were originally
determined by subjective classification. The Jenkinson-Collison classification method is automated based
on sea level pressure values at 16 locations in the North-West Atlantic region centred around the studied
location. From the 16 pressure values, pressure gradients and vorticity indices are computed and the
WTs determined (Jones et al. 1993; Demuzere et al. 2009). Comparison between the subjective and
objective Lamb WT classifications can be found in Jones et al. (1993). Automated classification methods
have become more and more important in the field of statistical downscaling due to their flexible
application for individual sites where no subjective classification exists.

For use in statistical downscaling, the WTs are most often defined for daily conditions. The daily WT
sequence is then formulated as a given condition for obtaining downscaled rainfall intensities. How the
conditioning is done, what WTs are used or which atmospheric variables are considered for defining the
WTs, differs strongly from one method or study to the other.

Yiou et al. (2008) determined dependencies between the parameters of precipitation extreme value
distributions for France and weather patterns obtained from pressure data over the North Atlantic. The
dependencies were found to be different for mean and extreme precipitation. A clustering algorithm
applied to geopotential height data over the North Atlantic was used to obtain the weather patterns. The
most extreme precipitation storms in summer coincided with the blocking weather regime, which tended
to favour dry summers and was characterized by an anticyclonic atmospheric circulation pattern. This
was explained by the fact that intense convective episodes, bringing flash precipitation, often occurred at
the end of heatwaves, which bear dry conditions over Europe. Vrac and Naveau (2007) made use of
precipitation pattern types (based on the application of cluster techniques to spatial rainfall data) rather
than weather types. They related the temporal changes in these types of precipitation patterns to large
scale atmospheric variables (using a Markov chain model), and related parameters of precipitation
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probability distributions to the precipitation pattern types. Based on daily rainfall data from Illinois, USA,
they found that such use of precipitation patterns is more efficient than the use of weather types based on
large-scale atmospheric circulation patterns.

Gelati et al. (2010) obtained WTs for downscaling of daily precipitation in Denmark and southern
Sweden using singular value decomposition based on geopotential height and relative humidity at
different pressure levels.

Willems and Vrac (2011) compared several types of weather typing based downscaling methods with the
direct use of precipitation results from climate models. This was undertaken specifically for urban drainage
applications, thus for downscaling down to 10-minute rainfall intensities. They found that the classical
weather typing based method, in which rainfall changes are being solely explained by changes in
atmospheric circulation, underestimates changes in short-duration rainfall extremes in comparison with
other statistical downscaling methods. They have further advanced the weather typing methods
accounting for the fact that precipitation change not only depends on change in atmospheric circulation,
but also on temperature rise. For the different weather types, rainfall probability distributions were
changed as a function of the change in temperature distribution. This was undertaken based on the
concept that the intensity of heavy rainfall events may increase with temperature at a rate proportional to
the Clausius-Clapeyron (C-C) relationship. The C-C relationship implies an increase in the atmospheric
moisture holding capacity of approximately 7% per deg. C of warming. The C-C dependence is
especially strong for extreme rainfall events, which can substantially deplete the atmospheric moisture
column (Trenberth er al. 2003; Lenderink & Van Meijgaard, 2008; Haerter & Berg, 2009; Berg et al.
2009; Lenderink et al. 2011). Rainfall events are indeed fed by atmospheric moisture transport in
convergence areas surrounding synoptic and convective storm systems (Trenberth et al. 2003).

Figure 7.4 shows some results by Willems and Vrac (2011) of the change in precipitation quantiles
(scenario versus control period) for time scales between 1 and 15 days for the direct precipitation results
of the climate model (mean of 17 ECHAMS AI1B runs), and between 10 minutes and 15 days after
statistical downscaling of these ECHAMS runs. When the advanced weather typing based method is
compared with a quantile perturbation based downscaling method (see Section 7.2), where changes in
sub-daily rainfall intensities are assumed identical to the changes in the daily intensity quantiles (control
versus scenario period), similar results are obtained.

Lall et al. (1996) and Rajagopalan and Lall (1999) applied resampling using the K-nearest neighbour
(K-NN) resampling approach, proposed by Young (1994). The K-nearest neighbours were selected in
terms of a weighted Euclidean distance between a number of circulation properties. Higher weights were
given to the closer neighbours. To incorporate autocorrelation, resampling was done dependent on the
simulated values for the previous day. Also Buishand and Brandsma (2001) used K-NN resampling, but
extended the approach for rainfall generation at multiple sites, accounting for the interstation correlations.
Sharif et al. (2007) applied this approach to generate daily rainfall, followed by a cascade model
type disaggregation step to obtain hourly rainfall series. Only data for events with a substantial amount
of rainfall were disaggregated because of the focus of their study on extremes. To overcome the major
limitation or resampling methods that they cannot produce more extreme values than the historical ones,
Sharif and Burn (2007) added a random component to the individual resampled values.

Instead of using climate analogues from the past, climate analogues from other locations can also be
considered. In such approach, locations are selected for which it is expected, based on the results of
climate models, that future climate conditions will be similar. The method is also called climate
matching. This method has been tested by Arnbjerg-Nielsen (2012), assuming the future climate in
Denmark in 2100 might become similar to the present climate in Northern France and Germany. Similar
changes in precipitation quantiles were obtained using the precipitation results from a high resolution RCM.
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Figure 7.4 Climate factor versus time scale (from 10 minutes to 15 days) for various return periods (based on
mean of 17 ECHAMS5 A1B runs, 2071-2100 vs. 1961-1990): direct climate model results (ECHAM); weather
typing based downscaling method (SD-B-7); quantile perturbation based method (SD-A-4) (adapted from
Willems & Vrac, 2011).
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7.5 CONDITIONAL PROBABILITY-BASED OR STOCHASTIC MODELLING

Conditional probability-based or stochastic modelling methods use stochastic rainfall models with
parameters conditioned on the coarse scale climatic predictors. A stochastic rainfall model is a model for
rainfall that takes into consideration the presence of some randomness in one or more of its parameters
or variables (rain storm intensity, size, velocity, direction, etc.). The stochastic rainfall generators
discussed in Section 2.1 are commonly applied. As discussed in that section, the stochastic models can
be pure rainfall generators (Schreider ef al. 2000) or can be conditioned on global climatic variables such
as atmospheric circulation or weather types (Wilks & Wilby, 1999; Katz et al. 2003; Fowler et al. 2000,
2005; Burton et al. 2008). In the generator by Fowler et al. (2000, 2005), the NSRP model parameters
can be conditioned, for instance, on the Lamb weather types.

Generators based on stochastic modelling are also called weather generators, given that they can be
extended to describe other weather variables next to rainfall. The parameters of the stochastic model
have to be obtained from statistical analysis of time series (observed or climate model based), and can be
altered in accordance with future climate model simulation results. For the Markov chain based
approaches, for instance, the parameters are the transition probabilities and the wet time step intensity
distribution. For the stochastic pulses generators (e.g. NSRP or BLRP), it are the distributions of the rain
storm properties as defined in Section 2.1. However, often the distributions are not directly changed but
the statistics to which the parameters of the generator are traditionally calibrated by optimization (see
Section 2.1). For the LARS weather generator (LARS-WG), the distributions of wet and dry spell
lengths and precipitation amount, which are defined as histograms, are changed. This is done by
multiplying the intervals of the histogram from the observed period using change factors derived from
the climate model results. Other approaches consider conditioning of the stochastic model parameters
based on large scale climate predictors or weather types, such that the parameter changes are obtained
through the changes in the predictors or weather types. Chun er al. (2009) made use of GLMs to
describe the wet day occurrence using a Markov based approach and the rainfall amount using a gamma
distribution, based on sea level pressure, temperature and relative humidity as predictors. They made use
of the GLIMCLIM software by Chandler (2011) (see Section 2.1). Gelati et al. (2010) applied a non-
homogeneous hidden Markov model to downscale atmospheric patterns to daily precipitation in
Denmark and southern Sweden, conditioned on WTs.

Changes in the stochastic model parameters and distributions or statistics can, directly or indirectly
through changes in the predictors or weather types, be derived from comparing the climate model control
and scenario runs. Sunyer & Madsen (2009), for instance, calculated change factors for the transition
probabilities (dry—wet and wet—wet) in the Markov chain model by Brissette et al. (2007) they applied
and for the statistics used to define the wet day rainfall intensity distribution, in their case limited to the
mean. The change factors were used to estimate the statistics for the future which were then used as
input in the weather generator. They also tested the NSRP generator by Cowpertwait e al. (1996) and
Burton et al. (2008). For this generator, they applied change factors to the following statistics that were
used to calibrate the parameters of the generator by means of optimization: mean, variance and skewness
of daily rainfall amounts, dry day probability, and lag-one autocorrelation. Next to the Markov chain and
NSRP generators, Sunyer and Madsen (2009) also tested the LARS-WG generator. The histogram
distributions in LARS-WG were changed but only for the mean wet and dry spell lengths and the change
in the mean rainfall amount. The frequency in each interval was not modified.

Sunyer and Madsen (2009) compared the three stochastic rainfall generators (Markov chain model,
LARS-WG and NSRP model) for downscaling of rainfall. It was found that all three models represented
well the increase in the number of extreme events, but only the NSRP model reflected well the change in
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extreme rainfall amounts. Sunyer et al. (2012) applied the three rainfall generators and two delta change
methods (see Section 7.2) based on, respectively, correction of the mean and a mean and variance
correction procedure for downscaling rainfall of four different RCM/GCM projections from the
ENSEMBLES data base. The estimated quantiles of the 20-ensemble (four RCMs times five
downscaling methods) projected daily extreme rainfall by 2100 are compared with the current extreme
value statistics in Figure 7.5. The applied downscaling methods resulted in very different extreme
rainfall estimates. The NSRP rainfall generator provided, in general, the largest increase in quantile
estimates. The NSRP was the only downscaling method of the five applied methods that explicitly
accounted for changes in the skewness, which is an important statistic for the simulation of extreme events.
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Figure 7.5 Estimated quantiles of POT rainfall extremes for the observed (= = = <) time series 1979-2007 and
for all generated time series for the future period 2071-2100 (box plot). Results of the five statistical
downscaling methods (change in mean (=), change in mean and variance (=), Markov chain (=), LARS (a)
and NSRP (-) applied to the HIRHAM-ECHAMS A1B results. The 95% confidence intervals for the
observed extremes are shown as dotted lines (-----) (after Sunyer et al. 2012).

Onof and Arnbjerg-Nielsen (2009) made use of the BLRP generator, to generate rainfall at the hourly
time scale. They followed a two-step approach where the rainfall generator captured the storm structure
at the hourly time scale, and where in a second step a disaggregator was used (based on multi-scaling) to
bring hourly rainfalls down to 5-minute scales. The BLRP model was also applied by Segond et al.
(2007) to downscale daily rainfall, obtained with a GLM, to hourly rainfall for an urban catchment in the
UK. The hourly rainfall patterns were then interpolated (between rain gauges) linearly in space using
inverse distance weighting to obtain hourly rainfall estimates over the whole catchment. Such
applications are often based on delta change methods, that is identification of properties/variables that
are assumed to be scale invariant from the regional climate model scale to the urban catchment scale.

Another option for this type of statistical downscaling is to directly use the coarse scale rainfall estimates
from the climate models as predictors of fine scale rainfall. The statistical downscaling techniques then are
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similar to the ones that are commonly used in statistical hydrology for temporal and spatial disaggregation of
rainfall; see Section 2.3 for an overview of these methods.

Recently, stochastic downscaling methods based on random cascade models (Section 2.2) have
been developed and applied in the context of climate modelling. Sharma et al. (2007) downscaled
bias-corrected GCM rainfall and applied it in hydrological impact modelling. Kang and Ramirez (2010)
developed a downscaling model based on random cascades intended for application to GCM-simulated
rainfall. In the model, a reference scale is identified above which the rainfall fluctuations are assumed
scale-dependent and below which they are assumed self-similar.

7.6 VERIFICATION OF STATISTICALLY DOWNSCALED CLIMATE
MODEL RESULTS

Regardless of the downscaling method employed, verification of the downscaled climate model results
under the present climate is always needed. This can be achieved in a similar manner to the verification
of the climate model outputs (based on hypothesis testing or confidence intervals); see Chapter 6.
However, in this case the verification is undertaken at the scales relevant for the urban drainage impact
modelling rather than at the scale of the climate model outputs. The most common method applied in the
urban drainage field is the comparison of quantiles or IDF relationships (e.g. Verworn et al. 2008;
Olsson et al. 2009; Willems & Vrac, 2011) that combine both frequency and intensity of the rainfall
events (see Section 2.5). Given that urban drainage design and planning is largely based on probabilities
of reaching certain severities, it is important that rainfall exceedance probabilities and related
probabilistic results are captured well by the downscaled climate model results.

Willems and Vrac (2010) compared historical IDF relationships with statistically downscaled RCM and
GCM outputs for central Belgium, see Figure 7.6. The comparison covers a range of durations from 1 to
15 days for 17 GCM runs with the ECHAMS model forced with the A1B emission scenario. The
historical IDF relationships are based on 10-minute observations of rainfall intensities for the period
1967-1993 (Willems, 2000). Figure 6.3 has shown that without statistical downscaling significant
differences were observed: the GCM results displayed lower rainfall intensities than the historical
observations, with the greatest differences occurring at the daily time scale. Using quantile perturbation
based statistical downscaling, the climate model results were downscaled from daily grid-averaged
precipitation to 10-minute point precipitation (Figure 7.6). After downscaling, the bias is greatly reduced.

Dibike er al. (2008) compared their downscaled and observed daily rainfall intensity distributions by
means of box plots of the distributions, and plots of observed versus downscaled quantiles; Figure 7.7
and Figure 7.8. They also compared the mean and standard deviation of these distributions and tested the
deviation in the mean based on the Wilcoxon rank-sum test, and the 90% bootstrapping based
confidence intervals.

Figure 7.9 shows the validation results of the downscaling method by Nguyen et al. (2008b) by means of
quantile plots. These validation results show similar accuracy as the calibration results shown before in
Figure 7.3.

Rosenberg et al. (2010) tested their bias correction method based on quantile mapping for two RCM runs
and found for the State of Washington that the bias in the average 1-hour annual maxima for 1970-2000
reduced from —33.2/—19.2% to —7.3%/—13.4%.

An interesting question addressed by Sharma et al. (2011) is whether statistical downscaling is beneficial
in comparison with dynamical downscaling, hence whether raw RCM data should be further downscaled
before use in impact models. They tested the SDSM approach and the ANN model of Coulibalyet al.
(2005) for one RCM run and the daily rainfall results at Chute-des-Passes and Chute-du-Diable in
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Figure 7.6 Comparison of historical IDF relationships for different return periods (1 month, 1 year and 10
years) at Uccle, Belgium, with the results of a quantile perturbation downscaling method based on 17
ECHAMS5 A1B runs (the mean, highest and lowest of the 17 runs are shown for the control period 1961—
1990) (adapted from Willems & Vrac, 2011; also in Willems et al. 2011).
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Figure 7.7 Box-plots of daily rainfall values of 1: observed series calibration period 1961-1990, 2:
downscaling results calibration period, 3: observed series validation period 1991-2000, 4: downscaling
results validation; statistical downscaling by SDSM using NCEP reanalysis data predictors, for Cape
Dorset station, northern Canada (after Dibike et al. 2008).
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Figure 7.8 Empirical quantile-quantile plots for the observed and GCM-based daily rainfall of the CGCM2 and
HadCM3 A2 results before and after statistical downscaling based on the SDSM model for 1961-1990 (Cape
Dorset station, northern Canada), for validation period 1961-1990 (after Dibike et al. 2008).
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Figure 7.9 Comparison in daily rainfall quantile plots of the CGCM2 and HadCM3 A2 results before and after
bias correction and spatial downscaling based on a second order polynomial correction function calibrated for
1961-1990 (Dorval station, Quebec), for validation period 1976—1990 (after Nguyen et al. 2008b).
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northeastern Canada. The data for 1961-1980 were used for calibration of the downscaling models and the
remaining period 1981-1990 for validation. SDSM-based downscaled RCM data were found to have lower
root-mean square error (8.3 versus 15.8 and 7.8 versus 13.6 for the two stations), mean absolute error and
mean relative error values for daily rainfall than raw RCM data. The ANN-based downscaled data also had
lower root-mean square error, but the mean absolute and relative error values were higher because of the
inability of the ANN to properly account for days with no precipitation (see also Section 7.3).

7.7 DISCUSSION

The statistical downscaling methods discussed in this chapter attempt to overcome the problem of scale and
high biases in rainfall characteristics at small scales in two different ways: by direct bias correction and
downscaling, or by estimating rainfall intensities using other climatic outputs (e.g. atmospheric or sea
level pressure, temperature, wind speed, humidity) as predictors. At the same time, they should not be
seen as the perfect solution. As Hundecha and Bardossy (2008) concluded, for the same reason as why
small-scale rainfall intensities are not well described by climate models, the statistical downscaling are
less reliable during periods when the local climate is determined by local convective processes than
during seasons when the local climate is determined by large-scale circulation.

A key aspect of quantile mapping is the access to good observations. These data should cover a long
period, a period of 30 years is often used as historical reference period (see Section 4.3). The
observations should have the same temporal resolution and preferably also the same spatial resolution as
the RCM data. Generating accurate spatial precipitation observations is however not trivial. Interpolation
from a sufficiently dense gauge network, taking into account meteorological and geographical conditions,
potentially supported by radar observations, conceivably provides the most accurate estimates. Also point
observations are sometimes used in quantile mapping, which then becomes a mixture of bias correction
and downscaling from RCM grid scale to local scale. This may work well for temporal resolutions down
to ~1 day, where the statistical properties of precipitation at the RCM grid scale and the local scale,
respectively, are generally rather similar. For gradually higher temporal resolutions the statistical
difference between spatially averaged and local precipitation may rapidly increase, reflecting different
dominant rainfall processes, which complicates bias correction and downscaling.

Regardless of the statistical downscaling method employed, it has to be assumed that the relations
between local scale precipitation and larger scale climatic variables remain valid under future climate
conditions. These assumptions so far cannot be verified or supported by reference to any climate
modelling. Limited support can be found by verifying that the relationships are applicable for a wide
range of rain storm conditions and climatic regimes. Some researchers try to tackle this issue by dividing
the total calibration period into sub-periods representing for example wet or warm years, expected to
represent future climate. They then calibrate on the remaining years and verify the performance on future
years. Using this approach, Timbal (2004) and Timbal and Jones (2008) succeeded to reproduce the
observed rainfall decline in the late 1960s in the southwest of Australia and in the mid-1990s in the
southeast of Australia.

As pointed out previously, good agreement of the statistically downscaled results with observations for
the past and current climate, does not, however, guarantee that the present-day downscaling relationships
will continue to be valid under future climate change. There is a way to partly test the latter assumption
by checking whether the statistical downscaling methods produce future projections that are consistent
with the RCM projections (driven by the same GCM simulations) (Vrac et al. 2007a). This validation is,
however, incomplete because it ignores the shortcomings/biases of RCMs. The method incompletely
assumes that these biases are already entirely generated by the GCM, such that it makes sense to
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compare dynamical and statistical downscaling results for the same GCM run. Another approach is to
compare the statistical downscaling results for the most recent decades with observations, after the
downscaling relationships have been calibrated to older records (that were less affected by anthropogenic
climate change). This was done by Dibike et al. (2008) considering the period 1961-1990 for calibration
of the SDSM downscaling method and the period 1991-2000 for validation.

Given the limited possibility to validate the statistical downscaling assumptions, good practice would
involve assessment of the uncertainties associated with the downscaling step. Given that future climate
conditions are highly uncertain, it is clear that such quantification is very difficult (which probably also
explains why few past studies have attempted to quantify downscaling uncertainty). Instead of
quantifying statistical uncertainties, it would, however, be possible to deal with scenario uncertainties. In
the same way as we can use an ensemble modelling approach using several climate model runs (several
climate models, climate forcing scenarios and initial conditions; see Chapter 6), it would be good
practice to apply several downscaling approaches (as e.g. considered in Sunyer et al. 2012). This would
require an ensemble of statistical downscaling techniques and scaling assumptions to be considered.

The dynamical and statistical downscaling methods discussed in Chapter 5 and in this chapter can be
applied separately or combined. Downscaling for hydrological impact investigations through the use of
RCM results basically involves both steps of downscaling: dynamical and statistical. It is based on the
view that the regional climate is conditioned by two factors: the large scale (global) state and the local
physiographic features. The large scale state (the predictors) is represented by the climate models
(GCMs; or dynamically downscaled by RCMs), while the local physiographic features are so variable in
space and time that they cannot be accurately covered at the moment (mainly due to numerical
limitations, but also due to lack of knowledge; see Section 6.1) by the climate models. Statistical
downscaling based on historical data is therefore often used instead.

In light of the dynamical and statistical methods described in Chapters 5 and 7 to downscale and verify
the (changes in) rainfall extremes for the small urban scales, the key question addressed in the next chapter
is: what do downscaled climate scenarios say about the future urban rainfall extremes?
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Chapter 8
Future changes in rainfall extremes

GCM model runs have been downscaled by a number of researchers to investigate climate change impacts
on local scale precipitation. Through intercomparison of the simulations with RCMs/GCMs for both current
and potential future climate conditions after forcing with climate scenarios (scenario simulations), and
possibly further statistical downscaling, changes in extreme rainfall conditions have been investigated.
Often the changes in precipitation extremes in the future are calculated as climate factors or changes in
IDF relationships (Section 8.1), which can vary strongly spatially (Section 8.2). Section 8.3 finally
addresses the issues of uncertainty, confidence and likelihood assessment in the rainfall changes.

8.1 AT-SITE CHANGES IN RAINFALL EXTREMES

Climate factors of extreme rainfall events were introduced in Section 7.2 as the ratio of rainfall intensity in
the scenario simulation to the intensity in the control simulation for the same exceedance probability or
return period. Such quantile-based climate factors are the result of both a change in the intensity of rain
storms and a change in the number of storms (Figure 8.1). Investigation of the dependence of the climate
factor on both aggregation level and return period allows climate change to be formulated in terms of
probability distributions of rainfall intensities, rain storm peak intensities, rain storm cumulative
volumes, wet/dry spell lengths, wet/dry day frequencies, and so on, or combined in terms of changes in
the rainfall IDF relationships (Figure 8.1). The calculation of quantile-based climate factors does not
only originate from the tradition in urban drainage to use design storms based on rainfall quantiles. It
also originates from the knowledge that it is very difficult to attribute an individual historical event to
specific causes (anthropogenic climate change in this case), whereas it may be possible to estimate the
influence of the climate change on the likelihood of such an event (Hegerl et al. 2007).

Figure 6.10 has shown an example of quantile-based climate factors derived by Ntegeka et al. (2008) for
31 RCM simulations for Belgium. They calculated these climate factors for the daily, weekly, monthly and
seasonal time scales. The calculations were undertaken both separately for each month of the year, and for
the winter (Oct. — Mar.) and summer (Apr. — Sep.) seasons. For each month or season, return period and time
scale, an ensemble set of 31 climate factors was thus obtained. Ntegeka et al. (2008) processed these
ensemble sets to obtain the highest, median and lowest factors (among the 31 factors). They also
calculated (for each climate model simulation and time scale) the mean climate factor for all extreme rain
storms having return periods of 0.1 year or higher. The climate factors for the summer rainfall extremes
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were found to decrease with increasing time scale, as shown in Figure 8.2. This decrease was due to a
decrease in the number of extreme rain storm events in summer.

Number of rain storms Intensity of rain storms
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| Rainfall quantile |
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Rain storm peak intensities Rainfall probability distributions
Rain storm cumulative volumes Rainfall extreme value distributions

Intensity-duration-frequency (IDF) relationships

Figure 8.1 Variables to be considered in urban drainage related to statistical downscaling.
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Figure 8.2 Climate factors for rainfall extremes (of return period higher than 0.1 year) at Uccle, Brussels, in
the summer season, and their dependence on time scale (adapted from Ntegeka et al. 2008). The three curves
are for the highest, mean and lowest impacts from a set of 31 PRUDENCE RCM runs.

Giorgi et al. (2011) has shown using a suite of GCM and RCM results, that such combination of increase
in (extreme) rainfall intensity and decrease in the number of rain storms is physically consistent with global
warming. It is observed for many regions of the world, in both the late 20th century observations (period
1976-2000) and in climate model projections for the 21st century. They looked into the mean
precipitation intensity during wet days (defined as days with precipitation amount above 1 mm/day),
the mean annual precipitation of all days and the mean annual dry spell length. They concluded that the
(extreme) precipitation intensity increases because of increased atmospheric water holding capacity (see
the C-C relationship in Section 7.4). The mean precipitation, however, decreases for many regions of

Downloaded from http://iwaponline.com/ebooks/book-pdf/523747/wio9781780401263.pdf

bv auest



Future changes in rainfall extremes 113

the world. This is because of the difference in time scale between, on the one hand, the slow and continuous
surface evaporation that increase the atmospheric moisture and, on the other hand, the quick intermittent
removal of atmospheric moisture by precipitation (Trenberth et al. 2003). Both the surface evaporation
and precipitation rates increase due to global warming, but the increase in surface evaporation (from
oceans and land surfaces) is lower than the increase in atmospheric moisture. This is because land areas
do not evaporate at their potential rate. Another reason is that the oceans warm at a slower rate than the
atmosphere, which decreases the ocean-air temperature gradient that determines evaporation. Therefore,
as explained by Giorgi ef al. (2011), a relatively long “recharge time” (and thus longer dry periods)
would be needed for this moisture source to replenish the atmosphere to the local saturation levels
necessary for precipitation.

As discussed previously, the currently available outputs from climate models most often have a daily time
resolution, thus climate factors can be obtained directly only for daily and longer time scales. Extrapolation
to finer time scales then requires downscaling (Figure 8.2). A limited number of studies have so far
investigated results from RCM runs with sub-daily time steps.

Larsen et al. (2009) and Arnbjerg-Nielsen (2012) studied climate factors directly obtained from the
hourly results of a 12-km resolution RCM. They found that the climate factors at the hourly scale are
significantly higher in comparison with the climate factors at the daily scale, and that the difference
increases with increasing return period (Figure 8.3).
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Figure 8.3 Estimated climate factors for Denmark for durations of 1, 3, 6, 12 and 24 hours (HIRHAM4,
2071-2100 vs. 1961-1990) (after Arnbjerg-Nielsen, 2012).

The process-based downscaling of Olsson et al. (2012a) (see Section 7.3) was tested and evaluated using
published IDF relationships in Stockholm, Sweden. IDF curves obtained from point precipitation
stochastically simulated by using the RCM cloud cover as an approximation of the grid “wet fraction”
showed a clear improvement compared with IDF curves obtained from RCM rainfall results at grid scale.
By further introducing a simple tuning procedure, the simulated IDF curves closely reproduced the
observed ones. Olsson et al. (2012a) concluded based on this approach that the “local factors” associated
with the 10-year intensity at sub-daily scales were generally 0.05-0.1 units larger than the “grid scale

Downloaded from http://iwaponline.com/ebooks/book-pdf/523747/wio9781780401263.pdf

bv auest



114 Impacts of Climate Change on Rainfall Extremes and Urban Drainage Systems

factors” (Figure 8.4). This suggests a 5-10% larger increase in local intensity than what can be inferred
directly from RCM output. A practical approach may be to consider “grid-scale factors™ as a conservative
estimate of the increase at the local scale.
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Figure 8.4 Climate factors for 10-year intensities in Stockholm, Sweden, for period 2071-2100 vs. 1961—
1990 for durations between 30 min and 1 day (1440 min) estimated directly from grid-scale data (50 x 50
km) and after (untuned and tuned) process-based downscaling to local intensity. Global model: ECHAM4;
regional model: RCA3. The curves represent averages over SRES emission scenarios A1B, A2 and B2
(after Olsson et al. 2012a).

Also for the city of Barcelona in Spain, Pouget ez al. (2011) found that local climate factors differ from the
GCM-based factors. They applied a statistical downscaling approach to the results of five GCMs and 4
SRES scenarios based on fractal theory, and found climate factors for hourly rainfall intensities and a
10-year return period in the range from 0.96 to 1.12 for 2033-2065, while the climate factors derived
from the daily intensity GCM results and the same return period varied between 1.01 and 1.04.

Semadeni-Davies et al. (2008) derived climate factors for 6-hour rainfall intensities at Helsingborg in
southern Sweden based on two RCM runs. The monthly climate factors were found to vary widely between
a 50% decrease and a 500% increase for the period 2071-2100 (depending on season and intensity level),
confirming that both season and intensity level need to be taken into account. Olsson ez al. (2009) took
this approach one step further by estimating a distribution of climate factors, being a continuous function of
the rainfall intensity expressed as quantile. An application for future summer rainfall in Kalmar, southern
Sweden, indicated for a selected RCM run climate factors up to about 1.2 for the highest intensities
and factors smaller than 1 for low and medium intensities below the 80-90% quantile (Figure 8.5).

Willems and Vrac (2011) studied changes in IDF statistics for time scales between 10 minutes and 15 days,
applying the method of Willems (2001) to 17 runs with the same GCM and SRES scenario, downscaled to
10-minute intensities of point rainfall for Uccle, Belgium. Results (Figure 8.6) showed that for the highest
change the return period of the 2-year IDF curve may become approximately 1 year by 2071-2100; and the
100-year IDF curve may have a 10-year return period. This means that when an urban drainage system is
currently designed for a 2 year return period to avoid urban flooding or sewer surcharge, these flood or
surcharge events may occur approximately twice that often by the end of this century. It also would
mean that to achieve identical surcharge or flood safety levels, either design storms have to be adjusted or
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design storms with longer return periods have to be used for the design. This assumes that no other changes
such as land use or water management and planning are considered. Note that the wide range of impact results
shown in Figure 8.6 (summarized in highest, mean and lowest impact) are due to differences in GCM initial

condition only.

Figure 8.5 Continuous climate factors as a function of percentile (i.e. intensity level) for 30-min summer
rainfall in Kalmar, southern Sweden, for periods 2011-2040 (FC1), 2041-2070 (FC2) and 2071-2100
(FC3) vs. 1961-1990. Global model: ECHAM4; regional model: RCA3; SRES emission scenario: A2 (after

Olsson et al. 2009).
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Figure 8.6 Change in IDF relationships for Uccle, Belgium, based on mean, highest and lowest change based
on 17 ECHAMS5 A1B runs for 2071-2100 and a quantile perturbation downscaling method (after Willems &
Vrac, 2011). For the highest change, the 1-month IDF curve shifts upward to the 2-month IDF curve; the
1-year IDF curve shifts to the 2-year curve; the 10-year IDF curve shifts to the 50- or 100-year curve (or

even above) depending on the aggregation level.
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8.2 REGIONAL CHANGES IN RAINFALL EXTREMES

Results from Section 8.1 show that the changes in rainfall extremes strongly vary from study to study. They
indeed vary depending on regional location and on local characteristics. In many parts of the world, the
overall change is a combination of two processes: 1) a tendency towards fewer rainy days because the
warmer air can contain more precipitation, and 2) when it does rain, there is a tendency towards higher
rainfall intensities (Voss et al. 2002; IPCC, 2012). Therefore some regions may experience a higher risk of
both flooding and droughts as contrasting extremes (Christensen & Christensen, 2003; Trenberth et al.
2005). Based on simulations for a set of climate models it is projected that rainfall extremes will become
more frequent and severe in the tropical regions and higher latitude areas (Trenberth et al. 2003; Mailhot
et al. 2007; Bates et al. 2008). For latitudes north of 45°N, climate models show a clear tendency for an
increase in wintertime mean precipitation and a concomitant increase of high quantiles in daily rainfall.
Obviously, there are strong regional differences in the net impacts, and indeed in some regions there may be
a decrease in rainfall extremes. Meehl et al. (2005) examined the processes that explain the geographic
differences. The increased rainfall intensity and frequency for the tropics is due to the general increase
in water vapour associated with positive SST anomalies in the warmer climate. For the midlatitudes,
the rainfall change is related to both the increased water vapor for areas with moisture convergence and
to changes in atmospheric circulation. For northwestern and northeastern North America, northern
Europe, northern Asia, the east coast of Asia, southeastern Australia and south-central South America,
advective effects due to SLP changes are most important in explaining the increase in rainfall intensity.

W No Amenca -3 . Nortn Arrerica - 4
a ®

Figure 8.7 Projected return periods for daily precipitation intensity of 20-year return period (1981-2000) for
two time horizons, 2046 to 2065 and 2081 to 2100, based on 14 GCMs and SRES emission scenarios B1,
A1B and A2 (after IPCC, 2012; Retrieved 31 March 2012, from http://ipcc-wg2.gov/SREX/).
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Figure 8.7 shows the continental results on the change in extreme daily precipitation quantiles. Rather than
the change in the rainfall intensity, the figure plots the change in the return period for a rainfall intensity that
has a 20-year return period for the late 20™ century climate (1981-2000; based on annual maxima). The
changes were derived from 14 GCMs contributing to the Coupled Model Intercomparison Project
(CMIP3) of the World Climate Research Programme (IPCC, 2012) using the emission scenarios B1, A1B
and A2. A 20-year return period rainfall intensity is “likely” to become a 5- to 15-year intensity by the
end of the 21st century in many regions. The term “likely” refers to a 66—100% probability. In most
regions the higher emissions scenarios (A1B and A2) lead to a stronger projected decrease in return period.

Other studies have made more detailed analyses of changes in smaller regions. Larsen et al. (2009)
analysed the impact of climate change on hourly and daily rainfall quantiles for return periods between 2
and 100 years, across the whole of Europe. A sample result of that study is shown in Figure 8.8. Their
analysis was based on one RCM simulation run with 12-km resolution using SRES scenario A2,
conducted as part of the PRUDENCE project (see Section 5.3). The estimated climate factors are
presented in Figure 8.9. The results show that there is a very high spatial heterogeneity that must be
smoothed before the results are used to predict a change at any given location. Furthermore, the results
indicate that climate change factors do depend on duration, return period and location (only dependence
on location shown in Figure 8.9). Scandinavia seems to experience the highest increase and southern
Europe a substantially lower increase. There is also a huge change noteable in the alpine/Mediterranean
and Baltic areas. For the Baltic Sea, a climate factor as high as 2 is obtained, but this might be
questionable given that the model has some problems simulating the temperature in the Baltic Sea
(Christensen & Christensen, 2007). Based on the same RCM, May et al. (2005) have shown that
changes are generally larger for heavy rainfall intensities than for average intensities.

Conlrol, 5 year Scenario, 5 year

Figure 8.8 The spatial variability in rainfall intensity over Europe for a 1-hour rainfall intensity for a 5-year
return period for the control period 1961-1990 (left) and future scenario period 2071-2100 (right), based
on HIRHAM4 RCM and SRES scenario A2 (after Larsen et al. 2009). The increased precipitation can be
seen as a general shift in colours.

The study by Larsen et al. (2009) is, as to the knowledge of the authors, so far the only study that looked at
regional differences for rainfall extremes at sub-daily time scales. Despite the lack of regional studies for
sub-daily rainfall extremes, several studies looked into the sub-daily local changes for a given station or city,
or to the regional changes in daily rainfall for a given country or district (see e.g. Figure 8.10 for Belgium).
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Figure 8.9 The spatial variability in the climate factor over Europe for a 1-hour rainfall intensity and a 5-year

return period for 2071-2100 vs. 1961-1990, based on HIRHAM4 RCM and SRES scenario A2 (after Larsen
et al. 2009).

Figure 8.10 shows that the rainfall changes for Belgium are rather uniform over the inland region. Only
for the coastal polder and the High Fens plateau region, climate factors are about 10% higher. The climate
factors for rainfall extremes in Belgium, derived by Ntegeka ef al. (2008) therefore were assumed applicable
for the entire country, except for the coastal and High Fens regions, where an enhancement factor of +10%
is applied.

Construction of maps as Figure 8.10 where climate factors are presented after statistical analysis of a large
number of RCM runs, face some difficulties. First difficulty is that different RCMs use different grids (as
illustrated in Figure 8.11). Processing the model data individually using the intersection of the grid of
each model with the study region proves inefficient in estimating the regional climate change signal
when based on different RCMs. On the other hand, staying within the same RCM, it is not clear in
which way the whole region is affected. Second difficulty is that the regional pattern of the change factor
can be quite different for different RCMs. The approach adopted by Baguis ef al. (2008) to solve these
problems was to project all the RCM data on a common and high-resolution grid (7 km) and then
calculate the perturbations based on the data collected over each cell of the new grid. These results were
presented for the highest, mean and lowest climate factors for the 31 PRUDENCE RCM results in
Figure 8.10. An interesting topic for future investigation would be to test whether the regional changes
in daily, supra-daily and sub-daily rainfall are identical or similar.

In The Netherlands, the daily rainfall intensity for a 10 year return period is expected to increase by 10 to
50% (van Luijtelaar et al. 2008) by 2100. A similar range of rainfall changes is reported by Arnbjerg-Nielsen
(2012) who found that within the next 100 years, rainfall intensities would increase for Denmark by 10 to

Downloaded from http://iwaponline.com/ebooks/book-pdf/523747/wio9781780401263.pdf

bv auest



Future changes in rainfall extremes 119

LRI B IR DL B B B B I

[ ——
0.46 o,azl 079 085 1.‘12

C T T —— 1 C T T ——
0.94 |.|zl 1.30 148 I.Iﬁs 084 112 1.30 148 1.155

CT T —
0.84 1.12 1.30 148 1.66
T TTEETE ST TS PP P | ST ST ST e e IS | Lisaniiaay Lisuuians

Figure 8.10 The spatial variability in the climate factor for seasonal daily rainfall over Belgium for 2071-2100
vs. 1961-1990, based on 31 PRUDENCE RCM runs. Upper row: summer Apr. — Sep., lower row: winter
Oct.-Mar. From the left to the right: low, mean and high scenario (after Baguis ef al. 2009).
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Figure 8.11 Sample of regional climate factors for three RCMs with different grids for Belgium (after Baguis
et al. 2009).
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50% (for return periods between 2 and 100 years, and durations between 10 minutes and 24 hours). For a
location north of Copenhagen, Denmark, Sunyer and Madsen (2009) concluded that besides the number of
extreme rainfall events, the variance of the extreme rainfall intensities will also increase. They projected
an increase of 62% in the number of extreme rainfall events and an increase of 101% in the daily
variance by 2100. Based on daily rainfall outputs from 4 RCMs, Sunyer et al. (2012) found climate
factors were in the range 0.74 to 1.61 and 0.63 to 2.06 by 2100 for return periods of 10 and 100 years,
respectively (see Figure 7.5). For the city of Roskilde in Denmark, Arnbjerg-Nielsen et al. (2012) stated
that a 40% increase in the design rainfall intensities would imply that a 100-year return period storm
would represent an 18-year event within the next 100 years. Also for Denmark, Grum et al. (2006)
showed that by 2100, extreme rainfall events would occur at least twice as frequently as in the recent
past. This means that the return period of a given rainfall intensity would be halved. Similar results have
been obtained recently for Belgium by Willems and Vrac (2011) who found that rainfall IDF
relationships shifted to such an extent that storms commonly used for urban drainage designs could have
their return periods halved by 2100.

For Kalmar City in Sweden, Olsson ef al. (2009) found that high 30-minutes rainfall intensities in
summer and autumn would increase by between 20 and 60% by the year 2100. In a recent national
analysis (unpublished) using 6 RCM runs, compared with period 1981-2010 the 10-year 30-minute
intensity was found to increase by ~5% until 2011-2040, by ~15% until 2041-2070 and by ~25% until
2071-2100, averaged over all scenarios and all of Sweden. Generally, the increase in western Sweden
was higher than in the east.

For the UK, for rainfall volumes and intensities of relevance for urban drainage impact assessments,
Ashley et al. (2008a) and Tait et al. (2008), report on increases of around 20% and higher spatial
clustering by 2085.

In the Ruhr area in western Germany, Staufer et al. (2008) pointed out that 10% to 15% of seasonal
precipitation volumes could shift from summer to winter by 2100, while snow days would almost cease
to exist. The intensity of the extreme rainfall events with durations less than 1 hour would change such
that a current 5-year event would become a 3-year event.

For the state of Washington in the USA, Rosenberg et al. (2010) analysed the WRF model based RCM
nested in two GCMs for hourly precipitation with spatial resolutions of 20 and 36 km. Changes in annual
maxima for different durations between 1 hour and 10 days between the 1970-2000 and 20202050 periods
were studied. The annual maximum 1-hour intensity increased with 14.3% for one GCM and decreased with
6.3% for the other GCM.

In Canada, Waters et al. (2003) concluded that by the end of this century the future 5-year, 1-hour rainfall
intensity for Kingston, southern Ontario might become equal to the current 10-year, 1-hour rainfall depth or
a 17% increase over the current 5-year, 1-hour value.

For Japan, Nakamura et al. (2008) found based on a 5-km grid cloud-system-resolving RCM, increases in
the frequency of 1-hour rainfall intensities exceeding 30 mm/h with about 90%. The changes were strongest
for Kyushu island in Soutern Japan. The high changes in rainfall extremes for Kyushu island in summer
were confirmed by Kanada ef al. (2005). They explained that the extremely high changes for that area
are due to the confluence of disturbances from the Chinese continent and the East China Sea, which will
occur more frequently in the future.

Interestingly, Nakamura et al. (2008) found that 1-km resolution simulations, which explicitly resolve
individual cloud cells, led to smaller increases in east Asia Monsoon rainfall extremes than 5-km
resolution simulations. It was explained by many authors that due to the complex topography and the
unique weather and climate system, the climate change signal over east Asia exhibits a complex spatial
structure which can be simulated only with high resolution RCMs (e.g. Gao et al. 2008).
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For developing regions, local urban drainage impact studies are rare, despite the fact that these regions
my get the strongest impacts. However, some exist. For the city of Khulna in Bangladesh, ADB (2011)
reported an increase of 6-hour rainfall intensities for 55 mm or more from 4.2 times a year to 4.25 (Bl
scenario) or 5.9 (A2 scenario) times a year for 2050. These values were obtained after statistical
downscaling of one GCM run by quantile mapping.

Several other studies exist that reported on changes in rainfall extremes, but without an explicit focus on
urban drainage applications. They most often focus on daily or supra-daily time scales. Some studies with
daily results are reported hereafter, because they give an idea of the changes in rainfall extremes in other
regions of the world. Sub-daily changes might differ from these daily changes, but most of the
aforementioned studies indicate same order of magnitude for the changes.

In southeastern Australia, Schreider et al. (2000) considered an increase in daily summer precipitation
between 0% and 8% by 2030 and between 0% and 20% by 2070. This was based on five GCMs (CIG, 1996).

For California in the USA, Bell et al. (2004) found based on one RCM run strong regional differences.
The changes range from 2.4 fewer heavy rainfall events per year to 2.5 additional heavy rainfall events per
year when doubling the CO, concentrations in the model. Also in western USA, Leung et al. (2004)
concluded that daily rainfall extremes during the cold season increase in the northern Rockies, the
Cascades, the Sierra Nevada and British Columbia by up to 5 to 15 mm/day (15-20%) for 2040 to 2060,
although mean rainfall was mostly reduced.

In South America, Marengo et al. (2009a, 2009b) and Nuiiez et al. (2008) derived from RCMs an
increase in the frequency of rainfall extremes in Southeastern South America (southern Brazil, Northern
Argentina) and western-central Amazonia by the end of the 21st century.

In the Artic region, Saha et al. (2006) found an increase of the 90% quantile daily precipitation by 30—
50% over Siberia and the north Atlantic by 2050. Also the number of extreme precipitation days increases.
Their results were, however, based on only one RCM simulation.

In Africa, Nyeko-Ogiramoi et al. (2012) did find for Lake Victoria catchments in Uganda changes in
daily rainfall extremes of 100% or more for the 2090s and a return period of 10 years. They analysed 24
different GCM runs. Changes in the number of wet days were as high as 300% or even more for some
GCM runs by the 2090s. Differences in GCM results were, however, extremely high, probably because
data limitation constrained the calibration of GCMs for that continent.

For east Asia, several studies reported that during the Monsoon period (May-Sept.) an increase of the
frequency and intensity of daily summer rainfall extremes are expected till 2100: for example Boo et al.
(2006), Im et al. (2008, 2011) for Korea; Kanada et al. (2005), Nakamura et al. (2008) for Japan; Zhang
et al. (2006), Fu et al. (2008) for China. Most of these studies are based on a single RCM simulation.
Zhang et al. (2006) simulated for the B2 SRES scenario an overall increasing trend in extreme
precipitation by 2100 over most of China, including the southeast coastal zone, the middle and lower
reaches of the Yangtze River and northern China.

8.3 UNCERTAINTY IN RAINFALL CHANGES

Chapter 6 has shown that climate change impact investigations based on only a few climate model
simulations may not be reliable. An ensemble approach is recommended where rainfall changes are
analysed for a large set of climate models, with different climate forcing scenarios, and maybe even a set
of initial conditions and statistical downscaling models. In this way, the uncertainty (in the GCM/RCM
results due to limited knowledge of the precipitation processes at small spatial scales, the limited
resolution of the models, the future climate forcing, the uncertain initial conditions, the future
relationship between the coarse and fine scale rainfall intensities, etc.) can be assessed. As described in
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previous sections, the uncertainty generally increases with decreasing duration and increasing return period.
It also strongly depends on the location. For instance, in the tropics the change due to the anthropogenic
factors is large relative to the model uncertainty. Also the natural variability is higher at higher latitudes,
even though the magnitudes of the trends might be larger at higher latitudes (Hegerl et al. 2007).

Impact modelling based on results from the entire set of available models may, however, be difficult in
practice for urban impact studies, because of the large computational resources often associated with
hydraulic modelling.

One pragmatic approach would be to summarize the different impact results in a limited set of (tailored)
scenarios. This was undertaken by Boukhris et al. (2008), who applied high, mean and low scenarios based
on the highest, average and lowest climate factors for the entire set of potential scenarios considered.
Another option is to use the limits of confidence intervals computed from the whole set of scenarios.
This was done by Ntegeka er al. (2008) to simplify the climate scenarios by constructing 3 sets of
scenarios to represent the range of model results: “high/wet”, “mean/mild” and “low/dry” (Figure 8.12).
The high scenario may be referred to as wet, and is thus adapted to studies of the risk of flooding, while
the low scenario may be referred to as dry, and is thus critical for dry weather conditions. It is notable
that their mean scenario represented mean conditions and not necessarily the best future guess. Their
definition of high/mid/low was not unique, but rather it was tailored to the application: it depended on
time scale, return period and season/month, and was based on the expected hydrological impacts. A
similar approach was followed by the CSIRO in Australia by defining scenarios for “most wet” and
“most dry” years (CIG, 1996).
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Figure 8.12 Climate factors versus return period for 31 PRUDENCE RCM wet day rainfall intensities as a
function of the exceedance probability at Uccle, Brussels, for the month of July. The constructed low, mean
and high scenarios are also shown (adapted from Ntegeka et al. 2008).
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The tailored scenarios by Ntegeka et al. (2008) were derived for Belgium, based on 31 RCMs runs from
the PRUDENCE project and 21 GCM simulations from the IPCC AR4 Archive (see Section 5.3) and four
SRES emission scenarios A2, B2, Al and B1. They found that the percentage increase in daily summer
rainfall extremes by 2100 may vary from —17% to 4+12% (on average for return periods higher than
0.1 year) or within a much wider range for higher return periods (see Figure 6.10). Also Nguyen et al.
(2008b) found that the use of different GCMs may switch the climate factor from a positive to a negative one.

While providing a simplified view of the range of model results with a limited set of derived climate
scenarios is very useful for impact studies, it is also relatively difficult due to the need for adapting the
selection of scenarios to the variables of interest and their application. For example, in hydrological
applications where multiple hydrological variables and/or multiple sites are considered, scenario changes
have to be provided for each of these variables and sites. For instance, in many hydrological
applications, besides the changes in rainfall also changes in temperature or potential evapotranspiration
(ET,) affect the impact assessment. In these cases, correlations between the changes in precipitation,
temperature and ET, have to be considered, or at least the changes have to be coherent. This means that
one has to ensure that the internal physical consistency of the climate system is preserved. The definition
of high/mean/low scenarios then needs to be based on the combined effect of changes in these
variables. In other words, the variables need to be combined to generate an impact, which can be
classified as high, mean and low. For urban drainage applications, the situation is fortunately rather
clear-cut as rainfall is by far the most important driver of high drainage system flow related impacts.
Changes in temperature and ET, are less important when studying these impacts, thus the issues of
correlation/coherency between variables and preservation of internal physical consistency is less relevant
in such cases.

In cases where more variables/sites have to be considered for the impact study, another approach to
obtain a reduced set of scenarios is by selecting a subset of all available GCM/RCM runs that are
expected to lead to high/mean/low impacts. Because the results for the multiple variables/sites are
obtained by the same model, the correlation between the variables due to the internal physical
consistency of the climate system is preserved, at least within the physical constraints of the model.
Selection of the relevant subset is naturally difficult as impacts are hard to assess beforehand, but may be
facilitated by using previous evaluation and experience from the full ensemble.

Next to the climate model projections, also the statistical downscaling step might introduce significant
uncertainties. To investigate whether application of different downscaling techniques might yield further
information about the actual uncertainty, Arnbjerg-Nielsen (2012) compared three different statistical
downscaling methods for estimation of climate factors for Denmark: one based on the BLRP generator,
one which made direct use of RCM precipitation results for precipitation extremes and one which was
based on climate analogues for monthly averages of temperature and precipitation. He studied the
climate factor for return periods between 2 and 100 years, and for durations between 10 minutes and
24 hours, and found that the different methods exhibit systematic differences. The rainfall changes
obtained by the BLRP method led to underestimations in comparison with two other methods. The
changes were roughly 50% of the changes estimated by the other two methods, that is a climate factor
around 1.1-1.2 rather than 1.2-1.4. This was explained by the fact that changes in the BLRP model were
estimated based on general rain storm properties (mean cell intensity, mean cell duration, rate of rain
storm arrival, etc.), but with less emphasis on changes in the statistics of rainfall extremes. However,
Burton et al. (2008) showed that the almost identical weather generator model NSRP was capable of
capturing hourly and daily rainfall extremes very well, and so the performance may be based on how the
estimation of the key parameters was carried out. This emphasizes the need for a range of impact results to
be presented based on ensembles of climate models, climate forcing scenarios, downscaling techniques,
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and that a careful evaluation of all other scenario uncertainties within the urban drainage context is required,
as mentioned previously.

Larsen et al. (2009) pointed out that in addition to the uncertainties in climate scenarios, there might be
additional uncertainties when statistical (extreme value) analysis is performed to calculate the rainfall
changes or in the estimations of IDF relationships. Parameter estimation of extreme value distributions
(Section 2.4), for instance, may indeed be significant. Figure 8.13 illustrates how this latter uncertainty
affects the average climate factor for Denmark. The figure shows that the probability of the climate
factor being larger than 1 is 68% for return periods between 2 and 20 years, and lower for higher return
periods. This shows that care is required before concluding that rainfall extremes will increase under
changing climate conditions, even if the climate models show positive climate factors.
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Figure 8.13 68% and 95% confidence intervals for the average climate factor for Denmark for 1-hour rainfall,
due to the uncertainty in the calibration of extreme value distributions for the control and scenario periods (after
Larsen et al. 2009).

When the full (or simplified/reduced) ensemble set of climate model runs, and possibly also several
downscaling methods, are considered, question is whether they can be used to provide uncertainty
estimates in the form of confidence assessments or likelihood statements, for instance on the urban
rainfall extremes and related urban drainage impact results. When the climate projections made by
different models show a higher congruence, the likelihood of accurately predicting the sign and value of
change is higher (IPCC, 2007b). This is of course only the case when the confidence in the models is
high. If the confidence is low, no likelihood assessment can be provided, even if the available climate
projections display a high congruence (Risbey & Kandlikar, 2007).

Likelihood statements implicitly include confidence assessments of the models considered and the
associated level of understanding. Confidence assessments can be made after comparison of model
results with observations, similar to the methods used for testing the model reliability in Section 6.1.
Wilby and Harris (2006), Tebaldi and Knutti (2007) and Tebaldi and Sanso (2009) have shown how
weights can be given to different climate models based on such confidence assessments. In this way,
probability distributions on climate change projections can be constructed. This is, however, not trivial
given that different climate models share the same level of process understanding and sometimes even
the same parameterization schemes and code, as explained before.
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An interesting approach to deal with the necessary arbitrariness of assessing uncertainty on a randomly
selected group of climate models was proposed by Leith and Chandler (2010). They adopted a hierarchical
statistical approach in a Bayesian framework. Their approach started from the assumption that in broad
terms all climate models represent essentially the same dynamical processes, and that climate model
outputs are intended to provide plausible, rather than exact, scenarios that agree with actual climate
statistically rather than in detail. Based on that assumption, it is expected that the time series outputs
from different climate models have a similar structure, which can be described using the same form of
statistical model, but with parameters that differ between climate models. They established ML
estimators for the distribution of these parameters starting from a prior distribution and applying the
theory of Bayes. GLMs were considered as statistical model. The method was, however, not tested for
rainfall, neither for extremes, but for monthly averages of temperature, sea-level pressure and relative
humidity. Leith and Chandler (2010) moreover reported a need for additional research regarding the
influence of the choice of the prior distribution, on how to incorporate information on climate model
performance based on historical observations, for example by downweighting under-performing climate
models, and how to allow for the communal bias in all climate models that arises from knowledge being
shared between modelling groups.

Due to these difficulties, most researchers prefer to work in the climate change context with scenario
uncertainty rather than statistical uncertainty, where the scenarios are considered as hypothetical future
conditions rather than predictions of the future.

8.4 DISCUSSION

This chapter has shown that there are strong regional differences in the impacts of climate change on small
scale rainfall extremes. The results for Europe for example show that Northern Europe is expected to receive
substantially higher changes in rainfall extremes than Southern Europe. The impact results also depend
significantly on the climate change scenario considered. However, the review of the changes in urban
rainfall extremes indicated that significant increases are expected for many regions of the world.

The impact estimates in this chapter were for all demonstrated cases provided in the form of impact
ranges, rather than single deterministic values. The ranges were obtained by ensemble approaches, which
were recommended in previous chapters, to account for the uncertainties involved in the climate forcing
scenarios, the knowledge on climate physics, the numerical limitations of climate models and the
statistical downscaling techniques.

However, detailed ensembles studies focusing on urban drainage have not yet been reported in the
scientific literature, mainly because of the extensive efforts involved in data base compilation and
statistical port-processing required to reach urban scales. Rather some arbitrary approaches based on
limited ensembles have been applied, for example by using a limited set of tailored climate scenarios and
one or few statistical downscaling methods. Whatever methods are adopted, the downscaled climate
model results should be interpreted as indicative of the magnitude of rainfall intensification that could be
expected over the next 20 to 100 years.

The overview provided in this chapter learns that typical increases in rainfall intensities at small urban
hydrology scales range between 10% and 60% from historical control periods in the recent past
(typically 1961-1990) up to 2100. Given that urban drainage systems receive runoff inflows mainly
from paved urban areas, strong increases in sewer flows and other urban drainage related impacts are
expected. But how large can we expect these impacts to become? A review is provided in the next chapter.
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Chapter 9
Future impacts on urban drainage

The focus of this book so far has been on the technical aspects of quantifying climatic change in terms of its
effects on precipitation. As described in the previous chapters, substantial changes in the water cycle can be
anticipated due to climatic change occurring on a range of scales. This chapter focuses on describing the
impacts in an urban drainage context. The performance of urban drainage systems is highly sensitive to
changes in the water cycle, notably precipitation extremes. While Chapter 8 presented a literature
overview of the regional differences in high rainfall extremes, this chapter describes the approaches for
transferring the changes in rainfall to changes in the inputs for urban drainage models (Section 9.1) and
analysing the impacts that these high rainfall extremes have on urban drainage flows, sewer floods,
surcharges and overflows (Section 9.2). Section 9.3 discusses the other types of climate change related
impacts on sewer and urban drainage systems, which have consequences for urban design, while Section
9.4 focuses on the uncertainties in impact analysis under changing conditions.

9.1 GENERATION OF RAINFALL INPUT FOR URBAN DRAINAGE IMPACT
CALCULATION

Event-based versus continuous simulation based approaches

To estimate climate change impacts on urban drainage systems, the accepted and downscaled climate
change scenarios need to be propagated through urban drainage models. This can be done directly using
the rainfall time series derived from the climate model outputs as drainage model inputs. After
simulation of both the series derived from the climate model control simulations (representing present
climate) and the scenario simulations (representing future climate), changes in the urban drainage results
can be investigated. Because local and fine scale variables are required as input to the urban drainage
models, the statistical bias correction and downscaling step (or combined into one method; see Chapter 7)
has to be applied to both the control and scenario simulation results. The bias correction should ensure
that, for the control simulations, drainage results will be obtained that do not systematically differ from
the results obtained after drainage model calibration and validation based on observations of the present
precipitation regime. To avoid the latter problem, a different method can be applied where the estimated
climate factors are applied to change or perturb the inputs of the urban drainage models. How such
changes or perturbations can be done was presented in Section 7.2. These perturbed inputs are usually
based on either historical observations or design storms. It depends on whether the impact study is
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undertaken in an event-based way through simulation of single historical events or synthetic design storms
in the urban drainage model, or whether continuous simulations are used.

For sewer runoff and flow simulations, as is done in sewer design applications, event-based sewer impact
calculations are most commonly applied (Butler & Davies, 2010). This is because of the direct relation
between runoff flows from paved areas in an urban catchment or peak flows at given locations of the urban
drainage system and the rainfall intensity at a given temporal scale (the catchment-system concentration
time; see Section 2.6). For impact calculation of combined sewer overflow (CSO) frequencies and impacts
on receiving surface waters, processes at a wider range of time scales interact which requires continuous
model simulations (Harremogés, 1988; Rauch ef al. 2002; Butler & Davies, 2010; Vaes et al. 2001). In this
case, simulation results need to be post-processed for analysing flood, surcharge and/or overflow
frequencies, or other types of impacts such as environmental and socio-economic impacts.

The urban drainage models can take the form of simulation models, which demand continuous rainfall
time series as input, either for single events (short duration) or longer duration time series. Other models are
(semi-)probabilistic where probability distributions of urban runoff discharge are calculated based on the
rainfall event distribution. These models are per definition event-based. Examples of such models are the
analytical probabilistic or semi-probabilistic models of Guo and Adams (1998a, 1998b, 1999), Adams and
Papa (2000) and Bacchi et al. (2008), where rainfall events are characterized by probability distributions
for the rainfall depth, storm duration and inter-arrival time. Based on these characteristics, event runoff
volumes, peak flow discharges and CSO volumes can be simulated. Most climate change impact studies,
however, make use of continuous simulation models. These typically take the form of full hydrodynamic
models or more simplified reservoir type of models. The full hydrodynamic models involve computation
of de Saint-Venant equations, which are a simplification of the general Navier-Stokes equation for one —
dimensional flow (Chow, 1964; Chow et al. 1988). They are typically solved by means of a finite
difference numerical scheme (Hall, 1984; Marsalek et al. 1998; Clemens, 2001; Butler & Davies, 2010).
These basic hydrodynamic equations are based on conservation of mass and conservation of momentum,
which are also considered as main processes in atmospheric models (see Section 4.1). As opposed to
atmospheric models, water is modelled as an incompressible fluid.

Among the studies of which sewer impact results are presented hereafter, several studies were based on
changes in design storms and event-based simulation of these storms in sewer system models. These include
the studies by Niemczynowicz (1989), Waters et al. (2003), Nguyen et al. (2008b, 2010), Willems (2011),
among others. Niemczynowicz (1989) applied changes up to 30% to two types of design storms: the
Chicago storm and a block storm (constant intensity during the concentration time of the system). He
simulated these changes in a model based on the SWMM software, for the sewer network of Lund,
Sweden. The system was provided with combined sewers in the city center and separate sewers in the
newer parts of the city and in the suburbs. For southern Ontario, Canada, Waters et al. (2003) changed
2-year 1-hour design storm intensities by 15% and simulated these for the the Malvern sewer network of
a residential area in Burlington, also making use of the sewer simulation software SWMM. Nguyen ef al.
(2008b) derived for Quebec (Canada) IDF relationships for the current period as well as for future periods
under various climate change scenarios given by two GCMs, after application of the spatial-temporal
downscaling method by Nguyen et al. (2007) (see Section 7.3). On the basis of the derived IDF
relationships, the design storms at a location of interest in the context of climate change and the resulting
runoff characteristics from typical urban areas with various sizes, shapes and imperviousness levels
were estimated (Nguyen et al. 2010). Also Willems (2011) applied changes to IDF relationships and
design storms for impact studies on sewer floods. They updated composite design storms based on
high-mean-low changes in IDF-relationships presented in Figure 8.6. The corresponding changes in
rainfall intensities and composite design storms are shown in Figures 9.1 and 9.2.
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Figure 9.2 Change in the composite design storm for a 2-year return period for high and mean climate
scenarios (after Willems, 2011)

Also in the class of event-based methods for propagation of rainfall changes, are the methods related to
the use of probabilistic impact models. Two examples shown are the studies by Grossi and Bacchi (2008),
who applied the semi-probabilistic model of Bacchi ef al. (2008), and Cobbina et al. (2008) who applied the
analytical probabilistic model of Adams and Papa (2000). They propagated changes in the distributions for
the rainfall depth, storm duration and storm inter-arrival time to changes in the event runoff volumes, peak
flow discharges and spill frequencies and volumes, and —based on these results —to changes in design
values for storage facilities.

Other examples of sewer impact results shown are based on continuous simulation approaches, such as
the results obtained by Semadeni-Davies et al. (2008), Olsson et al. (2009), Schreider et al. (2000) and
Willems (2011). The approach by Semadeni-Davies et al. (2008) applied for Sweden their climate
factors at a 6-hour scale to rescale a 10-year tipping-bucket series of observed 1-minute intensities. The
series were simulated in the combined sewer system model for central Helsingborg, South Sweden,
implemented in the MOUSE software. Later, Olsson et al. (2009) applied their continuous climate factor
approach at the 30-minute scale to rescale a similar time series prior to climate impact simulations, also
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applying the sewer simulation software MOUSE, but for the city of Kalmar in southern Sweden. Using that
method, contrasting future rainfall trends, such as decreases in total (seasonal) volumes but increases in the
(short-term) extremes, were applied to the observed series. In southeastern Australia, Schreider et al. (2000)
statistically downscaled changes in daily precipitation by means of two different approaches, the delta
change approach with seasonal change factors and a stochastic Markov process based weather generator
(Bates et al. 1993). Willems (2011) simulated for Belgium the impacts on sewer overflow frequencies
and overflow frequencies of ancillary structures to these systems such as storage tanks using a
continuous simulation reservoir-based model. This was done for a range of throughflow discharges that
are commonly applied: from 1 to 50 1/(s.ha), assumed constant or linearly depending on the storage
volume, and storage capacities which under current climate conditions correspond to overflow return
periods between 0.5 and 20 years. The 10-minutes historical rainfall input series were perturbed by the
quantile perturbation approach implemented by Willems and Vrac (2011).

All these studies have demonstrated the feasibility of linking GCM/RCM-based climate change
scenarios with short duration rainfall extremes and runoff processes from small urban catchments, using
different approaches.

Accounting for impact uncertainties

Whatever approach is implemented for the propagation of changes in rainfall to changes in urban runoff, it
will become clear from the results presented in next section that drainage impacts depend significantly on the
climate change scenario being considered. That is why the ensemble approach was recommended in Section
8.3. Instead of simulating the whole set of potential scenarios provided by the ensemble approach in the
urban drainage model, simulations might be limited to selected scenarios, as discussed in Section 8.3.
With such an approach, in case different climate forcing scenarios, GCM drivers, RCMs, downscaling
methods, initial conditions, and so on, are considered, it also might be useful to test the significance of
the differences in impact results for these different scenarios. In this way, one can gain a better insight in
the main factors that control the differences in impact results between scenarios. In case a large ensemble
set of scenarios is considered, they might be classified according to the type of scenario (climate forcing
scenario, GCM driver, RCM, etc.) and the significance of the differences in impact results between
classes tested. It might be useful to consider one representative scenario from each class rather than
simulating the full range of scenarios. Climate scenarios moreover can be considered for various time
horizons (e.g. 2020, 2050, 2100).

Next to the uncertainties in the climate models and climate forcing scenarios, uncertainties associated
with the urban drainage impact model have to be taken into account. Some groups conducted research in
this field and provided an assessment of the uncertainty in urban drainage impact models. Examples of
such studies are: Schilling and Fuchs (1986) for a sewer stormwater modelling of a hypothetical network,
Thorndahl and Willems (2008) and Thorndahl et al. (2008) for sewer surcharge, flooding and overflow
results of an urban drainage system in Denmark, Dotto et al. (2012) for a separate stormwater system in
Australia, Gaume et al. (1998) for an urban stormwater quality model of the combined sewer system of
Quebec City, Willems (2006, 2008, 2012) for a sewer water quality model in Belgium, Arnbjerg-Nielsen
and Harremoés (1996) for urban runoff and water quality modelling in Denmark, Freni et al. (2009) and
Freni and Mannina (2010) for urban runoff and water quality modelling in Italy, Korving et al. (2005)
for CSO volumes of a combined sewer system in The Netherlands, Willems and Berlamont (2002b) for
the impact of combined sewer overflow results on the water quantity and quality state of a receiving
river in Belgium, Mannina (2005) for combined sewer system modelling and impact analysis on a
receiving river in Italy. See also Delectic et al. (2011) for a review study. However, it should be noted
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that these uncertainty assessments on the impact model are largely based on simulations for historical periods
and after comparison with flow, water level and water quality observations. The uncertainty of the models in
making extrapolations to more extreme conditions probably would be larger. Careful calibration of the impact
models including extreme historical conditions might help (see Willems, 2009). However, as is also the case
for a climate model or any type of model, their performance in making extrapolations cannot be assessed in a
complete way. Van Steenbergen and Willems (2012) demonstrated that model performance for extreme
conditions can be partly tested by analysing impact changes as a function of different classes of rainfall
changes. They developed such a test by dividing the available historical rainfall and flow series in events,
by defining pairs of events belonging to different classes of relative rainfall changes, and testing the
performance of the runoff model in describing flow changes due to given rainfall changes.

Uncertainty assessment of the urban drainage impact model by Willems & Berlamont (2002b) learned for
a case-study of a combined sewer system in Belgium that sewer flows and CSO volumes for individual
historical storms can have errors up to 40%. Errors of same order of magnitude were found by Gaume
et al. (1998) for the combined sewer system of Quebec City, by Mannina (2005) and Freni et al. (2009)
for combined sewer systems in Italy, and by Dotto et al. (2012) for a separate stormwater system in
Australia. A large part of this model uncertainty is due to rainfall input uncertainty (Willems, 2008).
Hoppe (2008) warned the climate change impact modeller that the changes in rainfall intensity due to
climate change are of the same order of magnitude as the errors in rainfall input due to rain gauge
measurement errors, wind induced losses, wetting and evaporation losses or other rainfall input
estimation uncertainties such as the uncertainty involved in areal rainfall estimation. This does, however,
not mean that sensitivity analyses based on relative changes in the (uncertain) model input would not be
useful. As is the case for climate models, impact analysis of relative changes might be more reliable than
simulation of absolute model output results.

Greater care must be given to the water quality impact models. Willems (2008, 2012), Mannina (2005),
Freni et al. (2009) and Dotto et al. (2012) all have shown that the total uncertainty in the outputs of sewer
water quality models is an order of magnitude higher than for the sewer flow models. These authors have
shown that water quality concentrations such as biochemical oxygen demand, total suspended solids, total
dissolved solids, settleable solids and ammonia, can have errors up to 200% or more (for instantaneous time
moments and extremes). However, when quantiles are studied, the results have reduced uncertainties in
comparison with the model results for individual storms (Willems, 2006).

9.2 IMPACTS ON URBAN DRAINAGE FLOWS, SEWER FLOODS,
SURCHARGES AND OVERFLOWS

Impacts of climate change only

An urban drainage system may dampen or amplify the changes in precipitation, depending on the system
characteristics. Niemczynowicz (1989) found for the sewer network of Lund, Sweden, that the relative
change in urban runoff volumes is higher than for the rainfall input. They found for a 1-year return
period storm that 30% increase in the 40-minute rainfall intensity leads to 66% —78% increase in the
CSO volume (depending on the return period between 1 and 10 years and the type of design storm). The
flow volumes downstream the combined system increased by 20% —51% and downstream the separate
system by 32% —45%. They explained this increase by the increased contribution of runoff from
permeable surfaces and the increased leakages to conduits.

In Sweden, Olsson et al. (2009) found based on impact simulations in the sewer simulation model
MOUSE an increase in the number of urban drainage system surface floods of between 20 and 45% for
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Kalmar City 2100. For the city of Odense in Denmark, Mark et al. (2008) found that the flood depths and the
number of buildings currently affected once in every 50 years would correspond to a reduced return period
of 10 years in the future (based on the impacts discussed by Larsen et al. 2009, and Arnbjerg-Nielsen, 2012).
For the city of Roskilde, which is also in Denmark, Arnbjerg-Nielsen & Fleischer (2009) found that a 40%
increase in design rainfall intensities would lead to a factor 10 increase in the current level of damage costs
related to sewer flooding. The actual change of cost will depend on catchment characteristics. In a similar
study for another location with the same amount of increase in intensity, Zhou et al. (2012) reported a factor
2.5 increase in annual costs. One common conclusion, however, is that the main impact of an increase in
rainfall extremes is not primarily related to the additional cost of the most extreme events, but rather to
the damages occurring much more frequently.

A higher factor increase in sewer impacts in comparison with the factor increase in rainfall was also
reported by Nie et al. (2009) for Fredrikstad in Norway. They concluded that the total volume of water
spilling from the flooding manholes increases 2—4 times the increase in rainfall, and the total CSO
volume increases 1.5-3 times as much as the increase in rainfall. They also show that the number of
flooding manholes and number of surcharging sewers may change dramatically and irregularly with a
slight change of rainfall.

For the case of Bergisches Land in North Rhine-Westphalia (Germany), Hoppe (2008) found that a 5%
precipitation increase may lead to a considerable increase in the number of flooded nodes (+32%) in the
model. The sewer impacts though depended on the current utilization of stormwater capacities in various
parts of the system and the topographical variations in the region (Hoppe, 2008). For areas in the system for
which capacities still existed, precipitation increases may not lead to new areas that will be flooded. If the
capacities in these areas of the system were exceeded, the number of flooded nodes did increase, usually
rapidly, depending on the topography of the system. The same applied to the downstream stormwater
volumes mainly as influent to wastewater treatment plants but also as combined sewer overflow volumes.
Overall, an increase in precipitation was shown to have very different impacts on different sections of the
system, depending on the network’s current hydraulic capacity utilization and on the topography.

Willems (2011) found that for sewer systems in Flanders, Belgium, that were designed for design storms
with return periods in the range 2-20 years, the present-day composite storms increased for the high climate
scenario with a factor 1.15 (4+15%) up to 1.5 (4+50%) depending on the return period in the range from
1 month to 10 years (Figures 9.1 and 9.2). For the mean scenario, these changes were less: from 4+4% to
+15%. For the high scenario, the return period of sewer flooding increases with approximately a factor 2.

Impact results for a residential area in southern Ontario, Canada, by Waters et al. (2003) were based on
the 15% increase in rainfall intensity. This rainfall increase resulted in a 19% increase in runoff volume, and
a 13% increase in peak discharge, which caused 24% of the pipes in the system to surcharge.

For an urban catchment in British Colombia in Canada, using the SWMM model, Denault ez al. (2006)
found that peak design discharges by 2050 might increase by more than 100%. This finding was not,
however, based on projections from climate models, but by extrapolation of historical trends in
short-duration rainfall extremes.

In Australia, Schreider et al. (2000) performed hydrological modelling in three different catchments
upstream of Sydney and Canberra. They found that a 20% increase in daily summer precipitation by
2070 only has a minor effect on urban flood damages.

Impacts of climate change and/versus urbanization

In the studies listed above, climate changes were mainly assessed with respect to their effects on sewer
surcharge, urban flooding, overflow frequencies and risks, but Chapter 1 highlighted already that other
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changes may occur in an urban area, which might affect or strengthen the urban drainage impacts. One of
these are the changes in pavement, hence surface runoff, due to urbanization trends, which should not be
seen as isolated but related to population growth and increase in welfare, hence somehow interrelated
with anthropogenic climate change.

Semadeni-Davies et al. (2008) performed an analysis of the combined impact of climate change and
increased urbanization in Helsingborg, Sweden, and found that the combined effect on overflow volumes
could reach a 4-fold increase. Using a similar approach, Olsson et al. (2010) analysed future loads (until
2100) on the main combined sewer system in Stockholm, Sweden, resulting from both climate change
and population increase. Annual total inflow to the treatment plant was estimated to increase by 15 to
20%, CSO volumes to increase by 5 to 10% and critically high water levels to increase by 10 to 20% in
the first half of the century. As a combined effect of evaporation increase and the way population change
was modelled, no further increase of the total inflow was found until the end of the century. CSO
volumes and high water levels were however found to increase further reaching 20 to 40% and 30 to
40%, respectively, in the second half of the century. Both of these studies also highlight the importance
of not looking at climate change impacts separately, but combining them with other key non-stationary
drivers that are of equal importance. In fact, the study by Semadeni-Davies et al. (2008) clearly shows
that climatic changes are not the most important driver of increases in pollution levels, and that the
increases in damage may be effectively counterbalanced by measures not solely related to urban
drainage. This will be discussed further in Chapter 10.

In another study by Tait et al. (2008), it was confirmed that additional increase in urbanization (related to
population growth and increase in welfare) next to climate change is of great importance to changes in urban
runoff. They assumed for a system in the UK that by 2025 next to climate change the paved areas will
increase by about 25% of their current values and that roof areas will increase by about 10%. Urban
drainage model simulations showed that the CSO volumes for a typical urban area in the UK would
increase by about 15 to 20% when only the increase in paved areas is considered. These changes are
comparable to the changes expected from future climate change (see Section 9.2).

Also Huong and Pathirana (2011) have investigated how the importance of climate related trends relates
to the impacts of increased urbanization. They did that for Can Tho, which is the biggest city in the Mekong
River Delta in Vietnam and is a typical example of a city in the developing world. This city is not only
affected by change in short-duration rainfall extremes but also by changes in coastal levels and river
levels. Huong and Pathirana (2011) used a set of model simulations to assess the future impact of
climate change driven by sea-level rises and tidal effects, increases in upstream river runoff due to
climate change and increased urban runoff through increases in impervious areas. They also studied the
enhancement of extreme rainfall due to urban growth driven changes in the micro climate of the city
(e.g. urban heat island effect; Dettwiller & Changnon, 1976). The urban growth of the city was projected
up to the year 2100 based on historical growth patterns, using a land use simulation model. The urban
heat island effect on extreme rainfall was simulated with the limited area atmospheric model WRF
(see also Chapter 4 and Appendix C), coupled with a detailed land-surface model with vegetation
parameterization. Hence, their impact assessment was highly “integrated” and multi-disciplinary. Final
conclusion of their assessment was that the combined influence of the different effects leads to an
increase of about 20% in inundation depths and areas. The impact of climate change was found to be
more important than the impact of urbanization.

While the effects on sewer surcharge, urban flooding, overflow frequencies and risks are the primary
effects in urban drainage, there are many other secondary or indirect effects that are more difficult to
quantify. Examples of such related impacts are sewer back-ups in residential homes, wastewater on the
streets during urban flooding of combined systems, non-insured losses and psychological impacts of
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experiencing floods. The main conclusion is, that to a large extent the sewer system is designed to cope with
exceedances of the capacity, but that the surrounding urban environments are not. Therefore increases in the
amount and extent of design exceedances greatly impact assets such as buildings and key infrastructure in
urban areas.

9.3 OTHER TYPES OF SEWER IMPACTS

In addition to the impact of local short-duration high rainfall extremes on sewer surcharge, flooding, and
overflows, other types of impacts might also occur, which are not related to the change in peak storm
intensities but to other changes in climatic variables, such as change in cumulative rainfall volumes, dry
spell lengths, temperature, evaporation, and so on. The climate changes moreover will not only have
water quantity effects such as urban drainage flooding, but will also affect water quality and therefore
receiving water environments.

The most direct effect on receiving rivers is the increase in wash off from impermeable and permeable
surfaces due to increase in runoff and the higher frequency of CSO spills or stormwater outflows. These
effects were shown by Niemczynowicz (1989) for the sewer system of Lund, Sweden. They simulated
the impact of rainfall and runoff changes on pollution loads of total suspended solids, biochemical
oxygen demand, total phosphorous and heavy metals to receiving rivers from CSOs and direct
stormwater discharges from the separate system. They found for the 30% rainfall increase scenario, an
increase in the annual pollution load by 32% — 71% depending on the type of pollutant.

One of the additional expected climate change effects is the change in dry spells. As pointed out before,
due to climatic change rainfall variability might increase, such that increases in the flood frequency may for
some regions be combined with increases in the low flow frequency. In the case of longer dry spells or low
flow periods, water and wastewater will stay longer in the sewer pipes during those periods. Particularly in
low and flat regions, this will lead to impacts such as higher sedimentation rates, more pipe corrosion,
deteriorating water quality, and odour problems (Bates et al. 2008). According to Ashley et al. (2008a)
the prolonged sewer residence times could further lead to septicity where dissolved oxygen levels are
low and allow more in-sewer chemical transformations.

Higher sedimentation rates will cause elevated pollution concentrations in first flushes (during the first
storms after a long dry spell period) due to remobilization. This will lead to higher pollution loads in
combined sewer overflows and in the influent to wastewater treatment plants. The latter will lead to
higher solids loads to clarifiers, changed treatment efficiencies and higher pollution loads. Downstream
of the treatment plants, the receiving water bodies are also likely to be suffering from the long dry spells
and will therefore have reduced capacity to assimilate the changed effluent discharges. Prolonged dilute
loading of wastewater treatment plants due to low-intensity long-duration precipitation events can also
affect wastewater treatment due to the lack of substrate or nutrients for biomass maintenance. This has
potential major impacts on overall treatment (Plosz et al. 2009). It is clear that all these effects will
require more resources for operation and maintenance and possibly retrofitting of improved wastewater
infrastructure.

Similar conclusions were obtained by Parkinson et al. (2005) for the specific impact of reduced low flows
and higher sediment deposition on downstream treatment plants. The reduction in sludge production was
found to be insignificant. Impacts on CSO loads were, however, more significant. The study of
Parkinson et al. (2005) was not undertaken in the climate change context, but rather in a study of the
impact of re-using low WC flush and greywater on reduction in dry weather flows and related impacts.

In addition to the impacts due to altered rainfall and flow regimes, other climatic change effects such as
changes in temperature and wind speed might lead to additional impacts. Temperature changes might affect
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sewer quality processes (e.g. change in process kinetics due to temperature change). Ashley et al. (2008a)
studied the impact of temperature changes on downstream treatment plants (due to changes in temperature
dependent transformation processes) and effluent loads, but found the impacts to be very small. COD levels
even reduced due to enhanced transformation rates.

Besides the effect on transformation processes, increases in the temperature created by anticipated
climate change can increase the risk of sulphide production in the sewer pipes to undesirable levels. This
could lead to increased odour problems. Other climatic changes include the changes in wind patterns as
air temperatures increase. These can result in different amounts and characteristics of sediments on
catchment surfaces that are available for wash-off into urban drainage systems. Other long term changes
may include the amount and character of wastewater and trade inflows, but these changes will be driven
more by long-term societal changes than by climate change (Tait et al. 2008).

There is a strong non-linearity between rainfall change and change in flood and overflow frequencies.
Similarly, water quality impacts also depend on changes in rainfall or CSO volumes in a highly
non-linear way. In the study of UKWIR (2003), it was found that CSO spill volumes can increase
greatly with climate change, but that this generally only has a minor effect on receiving water quality.
This was due to the reducing duration of rainfall events under climate change. Of course, these changes
in CSO volumes should be modelled in an integrated way together with the changes in river flows and
concentrations (for the same period of the year) in order to obtain a more complete picture of the impact.
Given that CSO overflows mainly occur in the summer season in Europe and that river flows might
reduce in that season, CSO dilution effects might be less, thus increasing the impacts on river quality.

The interaction between ground water and the flows in an urban drainage system is also expected to
change. Changing groundwater levels may indeed affect groundwater infiltration into urban drainage
systems, particularly for pipes that are located below the groundwater table. For pipes that are located
higher, leakage of stormwater and sewage may occur into the surrounding soil. It is well known that
groundwater inflow may negatively affect the operation of a sewerage system and will usually increase
the costs of wastewater treatment (Karpf & Krebs, 2004). The increasing inflow may also increase the
frequency of combined sewer overflows, hence significantly influencing the impact to receiving waters
(Niemczynowicz, 1989). The impacts are likely to be further exacerbated by more rapid biological
degradation of the emitted pollutants.

In addition, flows in the urban drainage system are also likely to be influenced by changes in snowmelt
patterns in mountainous regions and in high latitude areas. Sea level rise will impact the risk of flooding
greatly in low-lying coastal areas. While the main driver is sea surges, there is also an increased risk of
indirect flooding due to snowmelt runoff in low lying coastal areas. Snowmelt by itself might be too low
to cause flooding, but it could do so in combination with storm surges if discharge into the sea is not possible.
ADB (2011) has shown for Khulna in Bangladesh that sewer floods and waterlogging will occur more
frequently not only due to increase in rainfall intensities but more importantly also due to sea level rise.
Higher mean sea levels would delay the drainage from the low lying areas. For an increase in 6-h rainfall
extremes after statistical downscaling of 1 GCM run and 40 cm sea level rise by 2050, they found that a
10-year sewer flood event will become a 5-year event in 2030 and 10-year flood event in 2030 will
become a S-year event in 2050. In the area of damaging floods, the mean flood depth for a 10-year
sewer flood event in the current climate increases from 41 cm to 63 cm in 2050. The population exposed
to this damaging flood increases from 24% to 58% in 2050.

An overview of such qualitative effects of climate change on in-sewer processes is given in Table 9.1
(Ashley et al. 2008a).

The higher temperatures and longer dry spells associated with climate change might also affect landscape
based stormwater management systems. These systems and their importance for climate change adaptation
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will be further discussed in Chapter 10. These vegetated Water Sensitive Urban Design (WSUD) systems
involve engineered structures that are designed to capture and retain larger proportions of precipitation in
urban areas. This is also done for the benefits of enhancing social amenity through greening of cities,
reducing urban heat island effects and enhancing urban biodiversity. In well-designed systems, this is
achieved without the need for watering with municipal potable supplies. However, these systems will
themselves be impacted by longer dry spells. Indeed under projected climate change, plants in these
systems are likely to suffer from the combined effects of increased water and heat stress. To investigate
this effect, Chowdhury and Beecham (2012) analysed dry and wet spell characteristics for the cities of
Adelaide and Melbourne in Australia by means of Markov chain models. Their study showed that:

— The design of vegetated WSUD systems, such as bioretention basins and swales, should allow for
increased inter-event dry periods to ensure plant survival,

— The statistical behaviour of spells, their distribution and critical length are important parameters that
need to be considered in the design of integrated urban water management systems;

— Appropriate design of storage capacity of WSUD components is also of great concern not only for
ensuring supply reliability but also for sustaining vegetation growth in bioretention basins and
other vegetated WSUD systems.

9.4 DISCUSSION

This chapter has shown that there are clear indications that the expected increased urban rainfall extremes in
the future will affect urban drainage systems. In summary, the consequences can be of the following types
(Berggren, 2008):

» Technical: damage to pipes, facilities, pump stations, infrastructure, land (erosion and landslides), and
poverty, which affects for example the system capacity, other parts of the technical infrastructure in
the urban environment and inhabitants in the city.

* Environmental: Spread of pollutants, nutrients, and hazardous substances in the water, soil and/or air,
affecting the ecosystems and species especially in the receiving waters.

* Economic: cost of damage, cost of treatment of a polluted environment, and secondary costs, for
example if people are hindered from doing their job due to infrastructure failure (roads, railways,
internet, etc), versus financing and economic aspects of adaptation measures.

*  Socio-cultural: In the city/municipality /country, some areas might be more affected by damage and
pollution than others, and if these are areas where poor people settle, then a class or social distinction
will develop within society. City centres are typically also carriers of the cultural heritage and such
values may be lost without specific climate change adaptation initiatives.

* Health: people become sick or are injured or killed by the damage and the polluted environment, and
also in connection to drinking water quality.

Although some studies looked at the impact on the flood cost, most studies limited their impact calculations
to the most primary type of impact: the impact on runoff peak flows, flood or surcharge frequencies, and
CSO frequencies and volumes. While the changes in short-duration rainfall extremes from the baseline
period 1961-1990 till 2100 are for most regions up to 10-60% (see Chapter 8), the impacts on flood and
CSO frequencies and volumes show a much wider variation. They can be as high as a factor 4 increase
or as low as 5% increase, depending on the system characteristics. Floods and overflows are due to
exceedance of runoff or sewer flow thresholds and react to rainfall and changes in rainfall in a highly
non-linear way. Due to mathematical reasons, when the exceedance probabilities are lower or the
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threshold higher — this means for systems with a higher safety level — the relative change often becomes
higher. There is no need to explain that the impact ranges can even by wider when studying environmental
Or socio-economic impacts.

A general comment that has to be made here regarding the impact analysis presented in this chapter is that
the projected impacts are uncertain, not only due to the uncertainties in the climate projections, but also due
to uncertainties in the impact models. Review in Section 9.1 of the studies that dealt with uncertainty
assessment of urban drainage impact models learned that the impact model uncertainties in runoff flows
are in general an order of magnitude lower than the climate change impact uncertainties reported in
Sections 9.2 and 9.3, although care is required when predicting the impacts of more extreme conditions.
Impact models have been calibrated and validated based on historical series of limited length, which may
have included only a few high extreme events. Extension of the model simulation to future conditions
should therefore be made with caution, especially when considering system performance under extreme
events that might become more common under climate change (Ashley et al. 2008a; Van Steenbergen &
Willems, 2012). Table 9.1 summarizes the need for more information to reduce uncertainties in the
model-based impact analysis of climate change on in-sewer processes.

In addition to the scenarios of future precipitation extremes, the impact analysis should also consider
scenarios of other key variables of change over time such as level of urban development, degree of
imperviousness, local management practices, and other factors in order to improve urban stormwater
management.

There may be other factors or trends that might be as or more important than climate change. For example,
Koutsoyiannis et al. (2009) described the chaos and uncertainty (internal variability) inherent in rainfall
patterns and compared this to the rather more certain projections of population growth and energy
shortages. They suggested that planners should at least give increased consideration to environmental,
social and economic changes other than to climate change alone. This view was supported by Ward et al.
(2011) who identified energy shortages as being at least as important as climate change.

The next and final key question considered in this book is: how can we adapt to these changing climates
and their associated conditions?
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Chapter 10

Climate change adaptation and flexible
design

Climate change adaptation is defined as initiatives and measures to reduce the vulnerability of natural and
human systems against actual or expected climate change effects (IPCC, 2007). Section 10.1 discusses the
scope and purpose of such adaptation in the context of urban drainage. This involves new design
philosophies and adaptation options, as further discussed in Section 10.2. Given the high uncertainty in
the future climate projections and corresponding impact results, there is a need for flexible designs
(Section 10.3). Section 10.4 finally discusses that adaptive management also involves active learning.

10.1 SCOPE AND PURPOSE OF ADAPTATION

According to Refsgaard er al. (2012), climate change adaptation options can be described in four
dimensions: intent (autonomous or planned), timing (reactive, concurrent, or anticipatory), spatial scope
(localized or widespread) and temporal scope (short or long term). Choosing a set of options defines a
strategy for climate change adaptation. The Stern Review (Stern, 2006) further highlights the principle of
no-regret options, meaning adaptation that contributes in a positive way to society regardless of whether
estimated climate change impacts actually materialize, by building resilience to society. In this context
he distinguishes between the developed and developing countries, mainly due to differences in planning
horizons.

Choice of adaptation strategy

Both mitigation and adaptation to climate change is an extensive task that will influence cities in many ways.
Urban drainage is but one of many sectors that will be impacted by climate change. Further, cultural
differences and available resources may lead to differences in choice of strategy. The development of
sewer systems in the middle of the 19th century was based on the following set of options:

* Intent: planned;

* Timing: reactive, acting upon cholera epidemics throughout many cities;
» Spatial scope: widespread;

* Temporal scope: long term.

Sewer systems constructed based on this strategy proved very efficient in improving public health and
protecting private and public assets. A propagation of this strategy will most likely lead to the same type
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142 Impacts of Climate Change on Rainfall Extremes and Urban Drainage Systems

of solution, however allowing for larger pipes to maintain the level of protection of assets. In this context the
main question is which level adaptation should aim at. Should the current frequency of floods be maintained,
should the climate change impacts only partly be mitigated by partial adaptation, or should adaptation lead to
an even higher safety level than what is presently accepted?

However, other strategies could also be chosen, leading to completely different adaptation options
(Arnbjerg-Nielsen, 2011; Chocat et al. 2007). Within the urban drainage community especially the
spatial scope is discussed, that is to study what role local solutions can play in climate change
adaptation. One of the first structured analyses of local solutions was presented by Stahre (2006),
highlighting that these solutions may be optimal given that synergies with other sectors are taken into
account. As such it is recognized, that considering only the urban drainage sector, local solutions are
more expensive than widespread solutions. However, as shown in one of the case studies, the local
solutions have had positive impacts in the neighbourhood and together with other initiatives decreased
crime rates, improved employment rate, and led to better integration between different groups of citizens
in the area.

It is beyond the scope of this book to give a comprehensive overview of adaptation in general, or even a
complete overview of all the ways urban drainage can and should contribute to mitigation and adaptation of
climate change. An example of such an overview is found in EU (2010). The choice of action in a specific
situation will depend on the overall strategy and this strategy will in turn be dependent on the development of
society as a whole. As such the scope of the present chapter is to highlight why urban drainage systems must
adapt to climate change impacts and how specific adaptation options will impact both the urban drainage
sector and other sectors. In general the focus will be on planned and anticipatory actions on longer time
scales as that is a common feature for adaptation within public planning of the urban drainage sector.
The main distinction then seems to be between centralized and local systems.

Need for adaptation within the urban drainage sector

Conventional practice involves long-term planning and design of urban drainage systems based on historical
meteorological observations and the assumption that these observations adequately represent future
meteorological conditions. It is clear that this approach is no longer feasible. Potential changes in climate
and their consequences have to be considered and there are also other drivers in society that threatens
business as usual in the urban drainage community, as discussed by for example Arnbjerg-Nielsen
(2011) and Chocat et al. (2007).

Based on a review of downscaled climate model predictions for extreme rainfall and their impact on
urban drainage systems (as described in Chapters 8 and 9), climate change may result in more
surcharging and flooding problems. The impact indicators considered include runoff peak discharges and
volumes, number of nodes surcharged or flooded, number of properties flooded, duration of flood,
economic loss due to flood damage, inflow to wastewater treatment plants, and (for combined systems)
CSO volumes and frequencies, and their quantitative and qualitative impacts on receiving surface waters.
The rapid conveyance of water outside of the city also leads to warmer cities, because evaporation of
water during dry weather helps cooling the city.

However, as shown in Chapters 8 and 9, the impacts have significant regional differences and also
depend on the climate model simulation considered. An ensemble approach where several climate
models, climate forcing scenarios, and statistical downscaling techniques are considered was therefore
recommended. This allows the order of magnitude of the uncertainty levels caused by these approaches
to be taken into account. As indicated before, the downscaled climate model results thus should in any
case not be considered as predictions, but should rather be interpreted as indicative of the magnitude of
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rainfall change that could be expected for future decades. Urban planners and designers or rehabilitators of
urban drainage infrastructure can use these results to begin to account for the effects of future climate
change. This can be done by adjusting the design rainfall statistics or perturbing rainfall series, following
one of the methods presented in Section 9.1. By means of urban drainage model simulations, changes in
design values can be obtained in order to achieve given impact standards or constraint levels (i.e.,
allowed overflow frequency, required runoff control strategy). These constraint levels have an important
influence on the update of the design values. When constraints become more stringent, small changes
in rainfall statistics require large changes in design parameters (Cobbina et al. 2008). Obviously also
the response behaviour of the urban drainage systems to changes in rainfall intensities strongly affects
the required changes in design values. This highly depends on the system characteristics, such as the
topography (flat/steep gradients) and the system configuration, which influences the hydraulic capacity
utilization.

Some studies have investigated the change in design values. For existing sewer systems in the UK, the
UKWIR (2003) study derived relationships between the proportion of storage volumes required by 2080 and
the proportion of present day rain to reduce the flood risk to current standards. Regionally, the results varied
significantly from a minimal amount to some 230% of current values. The annual CSO spill frequency and
volume were found to increase by varying amounts across the UK, with smaller increases in spill frequency
than in spill volumes (Ashley et al. 2008a). The models suggested that the storage volumes required to
maintain performance at current levels of spill volume were 10 times greater than those required to
maintain current levels of spill frequency. Willems (2011) considered changes in spill frequencies in
Belgium and found that up to 30% additional storage would be required to limit the overflow frequency
for a “high” climate scenario (see Section 8.3) by 2100 to the current level.

For Brescia, Italy, Grossi & Bacchi (2008) calculated the retention storage required for a fictitious
drainage basin for each of their climate scenarios, which involve an increase in the rain storm intensity.
They considered two options: increasing the average rainfall volume per event by 20%, or keeping the
average rainfall volume per event the same but decreasing the average storm duration by 20%. They
combined these changes with unchanged annual rainfall volumes, computed by multiplying the number
of events per year and the average rainfall volume per event, or increased annual rainfall volumes by
10% or decreased by 20%. The required water retention storage increased from 22615 mm (under
historical climate conditions) to values up to 27092 mm for a 10-year return period, and from 30018 mm
to 35976 mm for a 50-year return period.

Waters et al. (2003) studied for southern Ontaria, Canada, three retrofit options for the Malvern urban
catchment that provide the required peak discharge reductions of 13% corresponding to a 15% rainfall
increase scenario. The first option was disconnection of full/half roof areas. This provided peak
discharge reductions of 39 and 18%, for full and half roof areas respectively. As second option, surface
depression storage has to be increased by 45 m® per impervious hectare to provide a peak discharge
reduction of 14%. The third option they studied is reduction of the rate of stormwater inputs to the sewer
system by providing 40 m® of street detention storage per impervious hectare to reduce the peak
discharge by 13%.

Whatever adaptation measures are considered, they have to be based on the expected level of
performance (or acceptable level of risk) and the expected lifetime of the infrastructure/system. The
resulting design criterion ensures that the service level remains above the selected “acceptable” level
over a predefined portion of the infrastructure lifetime. It is argued that the definition of new design
criteria should be part of a global adaptation strategy combining various measures to maintain an
acceptable level of service in a long-term perspective (Mailhot & Duchesne, 2010). It also is clear that
constraint levels (i.e., allowed overflow frequency, required runoff control strategy) have an important
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influence on the update of the design values. When constraints become more stringent, small changes in
rainfall statistics require large changes in design parameters (Cobbina et al. 2008).

Apart from which scenario(s) to select for adjusting the design rainfall, and which design criteria to be
taken, a further question of course is how extensive and how urgent are the required adaptations to cope with
the projected climate change. The answer to this question is particularly difficult because of the high
uncertainties associated with future climate change and its subsequent impacts. The solution depends on
various factors including the severity of potential impacts, the socio-economic, environmental and public
health consequences, the operational lifetime of the urban drainage system, and the options for flexibility
in future adaptation.

Firm adaptation plans have already been established in Denmark and Sweden. Mark et al. (2008) reports
on the costs of these adaptation plans. For Denmark, if all Danish sewers were to be upgraded today to
comply with the rainfall foreseen in emission scenario A2, then the additional yearly investment in
Danish sewers would be in the order of magnitude of 20% of the yearly maintenance budgets.
Arnbjerg-Nielsen and Fleischer (2009) report for the city of Roskilde in Denmark that currently a total of
15 million DKK (2 million EUR) is spent annually on rehabilitation and maintenance of the city sewers.
This will be increased by 1.75 million DKK (0.2 million EUR) each year to account for the expected
gradual extension of the combined sewer systems. When design rainfall intensities are increased by 40%,
the additional annual cost would be about 50 million DKK (6.7 million EUR). Figure 10.1 shows how
the flood frequency and the sewer flood damage costs would increase for that city in relation to the
return period.
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Figure 10.1 Change in sewer flood damage cost for the city of Roskilde in Denmark when the design rainfall
intensities increase with 40% (after Arnbjerg-Nielsen & Fleischer, 2009).

For Sweden, the costs for adaptation of the wastewater systems have been estimated at 25 billion SEK
(2.9 billion EUR) for the next 25 years, on top of the regular rehabilitation, which is estimated to be 50
billion SEK (5.7 billion EUR) for the same period (Svenskt Vatten, 2007). Recommended regional
climate factors, describing the expected future increase of both annual precipitation volumes and
short-term maximum intensities, are included in the revised guidelines for precipitation data used in
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sewer system design (Svenskt Vatten, 2011). The importance of taking climate change into account and aim
at flexible solutions (Section 10.3) is emphasised in the guidelines for sewer system design.

An example from a developing region is provided by ADB (2011). They computed the adaptation cost for
Khulna in Bangladesh, which is the third largest city in Bangladesh. The region is highly vulnerable and
has a low resilience to climate change due to large population, high population density, inadequate
infrastructure, low level of social development and lack of institutional capacity. Drainage is already a
serious problem with frequent floods during the rainy season, and delayed drainage in low-lying areas
during high coastal levels. Sewer flooding moreover causes problems of health risk by contaminated
wastewater. The adaptation cost for improving the current drainage system of the city was estimated to
be 25.7 million USD to make 80% of each ward free from damaging floods (defined as areas with flood
depth higher than 30 cm) for a 5-year return period by 2050. About 7 million USD would be required to
improve the current system, and an additional 18.7 million USD to cope with the climate change by
2050. The cost is higher, 26.7 million USD, for a 10-year event. They also made a rough cost-benefit
analysis, of course based on several assumptions, and came to a benefit-to-cost ratio of 2.9 for a 5-year
return period and about 5 for a 10-year return period. Socio-economic developments were taken into
account in the analysis, based on scenarios for population growth, future water demand, GPD growth
rate and change in impervious area due to urban development.

10.2 NEW DESIGN PHILOSOPHIES AND ADAPTATION OPTIONS
IN URBAN DRAINAGE

Given that stormwater infrastructure generally has a long operational lifetime (up to 100 years) and that the
socio-economic, environmental and public health impacts of potential climate change are severe, adoption
of the precautionary principle is advisable. In other words it would be prudent to account for possible climate
change in the design. When doing so, optimization based on a given future scenario is highly questionable
given the high uncertainties in the future climate projections. Therefore, no-regret adaptation strategies or
policies that build generic resilience to extreme weather conditions should be considered (Pathirana, 2008).

Parts of the urban drainage system with insufficient capacity to convey future design flows can be
upgraded over the next few decades as part of a program of routine and scheduled replacement and
renewal of aging infrastructure. Upgrading at the time or later replacement can be undertaken for
relatively little additional cost and yet this will yield very high socio-economic benefits (Denault et al.
2002; Arnbjerg-Nielsen & Fleischer, 2009). This helps ameliorate the implications of climate change for
drainage infrastructure, because these changes can be managed through long-term planning that accounts
for future increases in flows.

Even less trivial is that long-term planning does not only require climate trends to be taken into account
but also climate oscillations. Section 3.2 explained that (multi-decadal) climate oscillations make it difficult
to detect climate change trends in historical time series. They also make it difficult to create awareness on
the potential impacts of climate change. Long periods of relatively lower probabilities for extreme
precipitation events and related floods also lower public and political awareness. It is moreover difficult
to explain to the public the difference between natural variability and patterns, and the superimposed
effects of climate change. Due to this complexity and difficulty, a risk exists that awareness of flood
vulnerability only appears in irrational waves of short-term actions that do not include long-term
perspectives. Decision makers need to be aware that climate oscillations may produce decades with
relatively less extreme rainfall in their region, but the risks associated with extreme rainfall are expected
to peak again, and that anthropogenic climate change might increase the magnitude of the subsequent peak.
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Decentralized local storage to cope with the increased rainfall variability

The use of vegetated areas and other storage options where human exposure can be foreseen cannot be
recommended for storage of combined sewage due to the hygienic risks to humans. Also stormwater
drained from roads might be significantly polluted, which should be taken into account when
considering adaptation solutions.

In many cities in the world, the rate of renewal of urban infrastructure is currently low, but this may need
to change in the future, in order for communities to cope with population growth and climate change. Urban
drainage systems need to be adapted in light of these societal and climate evolutions. At the same time these
changes need to be consistent with the concepts of integrated water resources management. In many regions
of the world, climate trends will lead to changes in the temporal variability of rainfall intensities: more
extreme high-intensity rain storms, but lower cumulative volumes due to a decrease in the number of
low-intensity rain storms. For southern and central Europe, climate impact modellers indeed anticipate a
decrease in the total rainfall volume in the summer season due to a decrease in the number of rainy days,
but if it rains the rain might be more intense, causing an increased variability of runoff discharges
(Middelkoop et al. 2001; IPCC, 2007b; EEA, 2007; Boukhris et al. 2008; Kysely & Beranova, 2009).
This leads at the same time to more floods and more droughts or water availability problems. Both types
of problem need to be dealt with in a combined way. For example, by implementing upstream storage of
stormwater in infiltration ponds, stormwater will be kept out of urban drainage systems, hence potentially
reducing the risk of urban flooding. Instead, the stored rainwater can be used for soil infiltration, thereby
increasing groundwater tables and reducing low flow problems in rivers. In Australia, such water
sensitive urban design is becoming a mainstream practice (Argue, 2004; Wong, 2005; Beecham, 2012).

The term Water Sensitive Urban Design (WSUD) was first referred to in various Australian publications
exploring concepts and possible structural and non-structural practices in relation to urban water resource
management during the early 1990s. Parallel design philosophies, such as Sustainable Drainage Systems
(SuDS) were also developing in the UK and other EU countries. In the USA, China and Japan, WSUD is
known as Low Impact Urban Design (LIUD), or just Low Impact Development (LID). WSUD, LID and
SuDS embrace the concept of integrated land and water management and in particular integrated urban
water cycle management. This includes the harvesting and/or treatment of stormwater and wastewater to
supplement (normally non-potable) water supplies. More generally WSUD focuses on the interaction
between the urban built form and the natural water cycle. It may be regarded as an alternative to the
traditional “catch and convey” approach to urban drainage. WSUD incorporates the economic, social and
environmental dimensions of managing the urban water cycle. It can use both structural and
non-structural approaches tailored to each specific development to deliver the best outcomes against
triple-bottom lined sustainability objectives (Diaper et al. 2007). In terms of typical structural WSUD
components Beecham (2010) includes green roofs, bio-filtration swales, bioretention basins, rainwater
tanks, infiltration trenches and basins, permeable pavements, wetlands and ponds.

However, non-structural measures are equally important. According to Pezzaniti et al. (2009), the
guiding principles of WSUD are centred on:

— Reducing potable water demand through water efficient appliances, rainwater and grey water reuse;

— Minimising wastewater generation and treatment of wastewater to a standard suitable for effluent
re-use opportunities and/or release to receiving waters;

— Treating urban stormwater to meet water quality objectives for reuse and/or discharge to surface
waters;

— Using stormwater in the urban landscape to maximise the visual and recreational amenity
of developments.
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The legitimacy and acceptance of WSUD in the community is a critical issue to address in successful
implementation and operation of WSUD systems. In many cases, WSUD can mean the local community
has to play a more active role in managing water services that were previously managed centrally. This
includes capital investment and maintenance of rainwater and greywater systems, behavioural changes to
conserve water, and appropriate use of alternative water sources. There is the need for ongoing
community education and engagement processes to ensure that the community understands the
importance of WSUD and its role in integrated urban water management. This understanding, along with
an appropriate suite of incentives, can increase the motivation of the local community to adopt WSUD
features and behaviour. These community and other stakeholder issues are discussed further in Section 9.4.

Whether it is WSUD, LID, SuDS or another new design philosophy, a common feature of WSUD
systems is often the disconnection of impervious surfaces combined with promotion of stormwater
retention and infiltration through technologies such as green roofs, rainwater tanks, permeable pavements
and bioretention systems (Kazemi et al. 2009, 2010 and 2011). Indeed, an interesting new development
in permeable pavements is to incorporate retention storage within the pavement system itself, thereby
creating a truly multi-functional land use. For example, in addition to its transport functionality, a car
space in a permeable paved car park can serve as a flood attenuation structure, a treatment device for
improving water quality and a storage reservoir for water reuse (Myers et al. 2011). This concept is
shown in Figure 10.2. The potential for urban drainage systems, through WSUD, to be integrated into
multi-functional urban land use is described by Beecham (2012).
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Figure 10.2 Permeable pavement system with water reuse (after Myers et al. 2011).

Sports fields, recreational parks, playgrounds, and other types of green spaces in the city can be used for
stormwater storage during extreme storm events. Given that these storm events only occur a few times per
year, these open spaces can be given multiple functions as described above. Each of these storage volumes
has a limited size and thus limited effect on the downstream runoff, but the combined effect of a great
number of such decentralized facilities may significantly reduce or attenuate the surface runoff (Sieker,
1998). Arisz and Burrell (2006) highlighted in this context that most storm drainage systems comprise
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minor and major drains. The minor drainage system is designed to convey stormwater runoff from more
frequent storms (smaller, less severe events) thereby providing safe and convenient use of streets,
parking lots, and other developed areas. For economic reasons, the hydraulic capacity of the minor
drainage system is limited (generally the hydraulic capacity is designed to convey a flow with a return
period of between 5 years and 10 years), and during extreme events there will be overflow in the street
and roadway system. The major drainage system is designed to convey stormwater runoff from less
frequent storms (larger, more severe events) when the capacity of the minor storm drainage system is
exceeded. The major storm drainage system generally consists of open channels, rivers and streams,
roadways, and detention/retention ponds. Arisz and Burrell (2006) stressed that the creation of a major
drainage system and the potential upgrading of the hydraulic capacity of the major system components
(drainage channels, retention/detention ponds, stormwater storage areas) requires space. It is easiest to
designate space for the major drainage system during the planning and layout stages of a new
development, as it is often very difficult to do so retroactively in existing developments.

In Figure 10.3, a few options are shown to create space for major drainage system or for decentralized
urban stormwater storage. Since the major concern is avoiding loss of assets due to floods of very rare
events the pollution is a minor issue compared to the situation where WSUDs are used to retain the bulk
of the stormwater.

/.\\I f\ Storage in public space

Bigger drains or
more open water capacity Extra storage underground

Figure 10.3 Examples of decentralized urban adaptation measures to cope with the future increase in
extreme rainfall (after van Luijtelaar et al. 2008).

The option chosen depends on the allowed frequency of urban flooding, damage, cost, natural conditions,
and the possibility of combining the measures with other land uses in the public space such as open public
green spaces, drain replacements, road reconstructions and urban renewal. Among the natural conditions are
the soil infiltration capacity and the topography. It is clear that in more flat urban areas, there is potentially a
larger storage capacity on roads and in green areas.

Other benefits associated with multi-functional land use can include enhanced landscape amenity and
biodiversity. Developments designed and implemented with a WSUD approach will often be perceived
as having a higher landscape amenity, than similar developments designed without water sensitive
features. Landscape amenity is improved through integrating design features, such as flood retardation,
into the natural landscape in a way that both satisfies the need to mitigate the impacts of flooding events,
while also providing green-space for public recreation. This green-space is important for social cohesion,
and physical and mental wellbeing. WSUD also offers the chance to use alternative water sources for
irrigation of gardens and public open space, which can improve the amenity of the local area, particularly
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when the use of drinking water is restricted for these non-potable uses. These factors whilst difficult to
quantify, impact the overall well-being of the community and are also translated into a higher price
premium for developments that incorporate WSUD (Diaper et al. 2007). Community and developer
interest in WSUD can be driven by the indirect benefits associated with the implementation of such
concepts in urban developments:

Improved amenity;

Improved well being, productivity and health;

— Potential for improved development or developer reputation, and
Potential for increase in property market value.

One of the public health benefits of vegetated WSUD systems is amelioration of the urban heat island effect
(UHI) by lowering surface and air temperatures (Lucke et al. 2011), largely through evapotranspiration. UHI
exacerbates heat wave intensity in urban areas, and has caused more deaths in the USA than hurricanes,
tornados, earthquakes, and floods combined (Golden er al. 2008). The functional characteristics of
vegetated WSUD are important in current urban development for mitigating both climate change and
UHI effects. Urban vegetation can also play a significant role in stormwater management, particularly by
reducing runoff and enhancing water quality by absorbing and biofiltering stormwater flows. This
provides essential protection for sensitive and fragile receiving waters. In addition, vegetated WSUD
systems can provide habitat and bio-links for urban flora and fauna and can provide aesthetic and
amenity values for urban dwellers, thereby improving the quality of life for urban residents. In a
systematic series of studies, Kazemi et al. (2009, 2010, 2011) clearly demonstrated that bioretention
systems improve urban biodiversity compared with even conventional urban green spaces from which
they have often been created. This finding challenges the statement that urbanisation always results in
biodiversity losses and biotic homogeneity and rather they demonstrated that urbanisation, through
proper planning and management of new development proposals, can contribute to the conservation of
biodiversity.

More efficient use of available storage capacities

In most cities, however, a major constraint is that the upstream capacity to capture and delay precipitation
extremes are not sufficient to substantially mitigate flood risks due to climate extremes. Hence local
retention measures can be implemented along with downstream control mechanisms, which can include
both structural [such as storage reservoirs, levees, and implementation of real-time control (RTC)
systems] and non-structural (such as contingency planning, education, and citizen awareness) measures.

Figure 10.4 gives an example (for the city of Bergisches Land in Germany) of how sewer overflow
discharges change with changes in precipitation (+20% change to the actual situation) versus the effects
of various types of system changes: change in throttle pipe dimensions (4+20%), change in sewer
infiltration volumes [+40.151/(s.ha)], the installation of a RTC system to reduce combined sewer
overflow volumes and pollution loads, and disconnection of paved areas combined with decentralized
percolation of stormwater (by 27.5% of paved areas). It becomes clear from the figure that the
disconnection of paved areas has the strongest effect, and can compensate for the precipitation increases.
Also RTC is useful for that system. For the city of Aalborg in Denmark, Arnbjerg-Nielsen et al. (2008)
found that flooding a single large local area used for recreational purposes once in 10 years, would
reduce the costs of flooding in a very efficient way (even though the capacity of the main sewer pipes
remained unchanged; only some flood control actions and installation of outlet facilities from the storm
sewer system to the green area are needed).
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Figure 10.4 Percentage change in sewer overflow discharges for seven overflow structures in the 320 ha
large sewer system of Bergisches Land in North Rhine-Westphalia (Germany) (after Hoppe, 2008).

Limitations of retro-fitting cities with decentralized storage and/or larger
sewer systems

In some cases it can be foreseen that in a high climate scenario it would be impossible to retrofit urban
infrastructure to limit the return period of flooding to acceptable levels (e.g. 2 to 10 years at the most
critical location of the urban drainage system). In these cases, it has to be accepted that the frequency of
sewer surcharge and urban flooding might be (too) high in the future. Adaptation would then involve
reducing the vulnerability to compensate for the increase in exposure. This involves limitation of the
damage the flood might cause. In some cases removal of buildings may be necessary, but often small
changes in system, road and building designs — mainly close to the most critical locations of the system
(which often only involve a limited number of locations)—can significantly reduce flood damages.
Examples of such changes are: increase of door steps of buildings, increase of road borders or sloping
kerbs, adequate height differences between the ground floor and ground level, small walls, no
underground parking lots, drainage facilities in cellars, and so on. It is clear that this does require
tackling mainly the genuinely vulnerable areas (the “hot spots”). Accurate high-resolution topographical
information can rather easily be obtained and provides much insight in identification of these vulnerable
areas and also helps to shape optimal solutions. In very flat areas, it is indeed a challenge to identify the
vulnerable locations, where small errors in topographical elevations could be fatal, causing or preventing
serious urban flood damage.

Another option is to plan for secondary drainage pathways to be used when the primary pathway, the
sewer, has insufficient capacity. These secondary pathways will have to convey the runoff to areas that
may be flooded without causing costly damages (e.g. Mark et al. 2008). All this requires municipalities
to aim for a water-aware layout of their aboveground infrastructure, to cope safely with extreme
quantities of rainfall (van Luijtelaar et al. 2008; Zhou et al. 2012). Examples of adaptation measures that
meet this requirement are shown in Figure 10.5. The measures chosen depend on frequency and quantity
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of water in the street, damage, cost, present drainage and buildings, development plans, and the possibility of
combining the measures with other operations in the public space (such as drain replacements, road
reconstructions and urban redevelopment). Also the degree to which the hazard of flooded streets is
accepted is of importance. In a questionnaire to 203 municipalities in the Netherlands, van Luijtelaar
et al. (2008) found that only a minority of municipalities consider flooding of residential streets a
problem (taking into account that the water remains on the streets maximum for a few hours after the
rain storm). The same was concluded for (exceptional) flooding of parks, gardens or paths behind
dwellings, loading docks of industrial premises, and so on.
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Figure 10.5 Two examples of options for coping with water in the streets and water-aware planning of the
municipalities’ aboveground infrastructure to prevent damage in case of increased frequencies of urban
flooding (after van Luijtelaar et al. 2008).

Urban flood forecasting and warning

Another option to deal with the higher urban flood frequencies, in which sewer surcharge and flooding
cannot be limited to acceptable levels, is to warn people about the floods by means of flood forecasting
and warning systems. It is beyond the scope of this book to give an introduction to the large field of
forecasting and warning systems, including how to link planning processes to operational management,
including contingency planning. An overview and introduction to the relevant actions can be found at
the United Nations programme on Disaster Risk Reduction (UN, 2012).

Water quantity-quality interaction

In addition to adaptation measures that focus on water quantity control, it is important to realize that
adaptation for water quality control is also required. Increased stormwater pollution loads in the influent
of treatment plants (e.g. during first flush) and in receiving water bodies often requires downstream
pollution control such as storage-sedimentation basins, screening or chemical treatment at combined
sewer overflows, and so on. Contaminated stormwater results in a range of negative social and
environmental impacts such as eutrophication, loss of fish and wildlife habitat, aesthetic degradation,
beach closings, and restrictions on fish and wildlife consumption.

Interaction with receiving waters

Urban drainage systems impact on receiving water systems, but the interaction may also be in the reverse
direction. Rainfall intensities might increase at the same time as both urban runoff and river flow
discharges. In these cases, floods along stormwater pipes will also increase due to backwater effects from
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the receiving river or due to limited drainage capacities. The same problems occur in systems that drain into
the sea (due to sea level rise) (e.g. Domingo et al. 2010).

Another potential problem is the change in groundwater levels in the catchment, which can lead to increased
infiltration into the urban drainage pipe network or leakage of sewer water into the soil (see Section 9.3).
This underlines that climate change impact and adaptation studies should not consider urban drainage as
an isolated system, but should take into account the interactions with groundwater and receiving waters.

Cross-disciplinary approach

These new concepts of urban drainage management put more emphasis on the cross-disciplinary skills of
water engineers, designers, planners. For example, designers will in the future be challenged by social,
cultural, technological and business developments, and there will be a constant need to find novel
solutions. In their professional practice, good designers of urban drainage systems will be distinguished
by their capacities for innovation. Required skills will include initiative and originality as well as critical
ability. In terms of field of practice skills, designers will require greater understanding of biological
systems and their interaction with water infrastructure (Beecham, 2010). Effective communication skills
will also be required to raise public awareness and to engage with stakeholders. This higher level of
multidisciplinary cooperation and stakeholder involvement will be further discussed in Section 10.4.
From an engineering viewpoint, more creativity will be required to look for the best site-specific
solutions rather than generic nationwide plans. Setting a general level of protection, or a strict application
of standards, may lead to excessive or unnecessary measures being taken (van Luijtelaar et al. 2008). For
example, a single design threshold across an entire city will indeed not adequately address the risks
associated with higher frequencies of extreme rain storms and the high uncertainties of potential climate
change impacts (Schimek et al. 2008).

As pointed out by van Luijtelaar et al. (2008), the new concepts also ask for a much broader approach
than the usual design framework based on hydrologic and hydrodynamic model simulations. More types
of information have to be collected and brought together. Information about the possible causes and
effects of urban flooding could be presented as a multi-layer map that includes GIS data of the location
of local ground level depressions, location of accessible basements under buildings, roads that function
like open channels, observations of residents, and so on. Overlaying this information could lead to a
better understanding of the mechanisms of flooding and how best to take precautionary measures. The
information can also be used if further development is planned and measures can be taken to climate
proof existing hot spots. The multi-layer GIS-based “urban flood risk landscape” that is created, can also
be used in feeding back relevant information about possible flood threats to the public and to local
stakeholders, thus helping to stimulate public willingness to support local measures (see Section 10.4 for
more discussion on the role of local stakeholders).

Hydrological and hydrodynamic models play an important role in that process, including models that
allow to provide two-dimensional flood maps. Whereas some years ago hydrodynamic models used for
the design of sewer systems were not yet suitable for the analysis of flooding in urban areas, nowadays
they can be combined with two-dimensional surface runoff modelling using high-resolution digital
terrain model data (Maksimovic¢ et al. 2009; Leandro et al. 2009; Simdes et al. 2011; Seyoum et al.
2012). In this way, the models do not only indicate where and when flooding will start, but also provide
information on the flood depth and where the flooded water will flow. The latter is difficult to simulate,
partly because of the level of detail and data required, including all small topographical variations, types
of obstacles (including traffic/speed humps), potential flow paths (such as drive-in garages), and so on.
Strong progress is, however, made in this field both in ongoing research and software development.
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The above discussion shows that in the context of climate change, knowledge and expertise will play a
more important role in the future design and operation of urban drainage systems. This means that next to
good knowledge on urban drainage design methods and advanced skills in the use of simulation models, the
role of good practical and local knowledge will increase in the decision making process (van Luijtelaar et al.
2008). This is illustrated by Figure 10.6, which is based on the learning stages of Dreyfus and Dreyfus
(1985). The figure shows that the role of expertise and craftsmanship is becoming more important, and
that this requires experts that use models in a flexible way to design change measures (developments)
based on facts (contexts, e.g. climate change).

developments
(change)

beginner(novice) | craftsman |

o = o =i

Figure 10.6 Learning stages of Dreyfus (after van Luijtelaar et al. 2005).

10.3 COPING WITH UNCERTAINTY: FLEXIBLE DESIGNS

Although the needs for future adaptation are in many cases clear, new designs or investments should account
for the high uncertainties associated with future climate change projections (within the time horizon of the
operational lifetime of the urban drainage systems). This requires a change in philosophy in terms of the
future planning, design and rehabilitation of urban drainage systems or in fact of the entire built
environment. It requires flexible/adaptive approaches that are resilient. New types of flexible designs,
which allow for changes in response to new knowledge, have to be considered. Examples of design
changes are increasing pumping capacity and incorporating additional storage capacity to cope with the
impacts of a future climate. Depending on the design objectives, the vulnerability and envisaged life
cycle of new facilities, the possibility of upgrading should indeed be considered in today’s design
practices (Verworn et al. 2008).

In order to be able to do this, designers have to take into account the ensemble range of future climate
projections, based on current knowledge of the climate system and an understanding of societal trends.
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This means that different plausible scenarios have to be simulated in urban drainage models, based on
up-to-date climate models and climate forcing scenarios. Sustainable urban water management requires
actions, measures and designs to be made that are climate-resilient, or in other words “which we will not
regret in the future”. The solutions or measures for adaptation should indeed be robust and able to cope
with a variety of future changes, within the uncertainty band on future projections. They need to be “no
regret” in that they should be potentially reversible, or abandonable, if they are found to be
inappropriate, ineffective or inefficient in the light of the future knowledge (Ashley ez al. 2008b; Brekke
et al. 2009).

Adaptive approaches mainly originate from the ecological sector where high uncertainties in the
knowledge of processes and responses are inherent, even beyond the climate change context. In ecology,
traditional engineering design approaches are often not applicable because of scientific uncertainties. As
described by Fotherby er al. (2008), this also involves challenging modifications to the roles of the
scientist, the manager and the engineer. As explained below, this list should be expanded to include
property owners and users, insurers, city and green area planners, socio-economists and politicians.

10.4 ADAPTIVE MANAGEMENT AND ACTIVE LEARNING

The concepts of integrated water management that are well established today require strong integration and
cooperation between all stakeholders including water managers, city planners, social scientists and
economical experts. This clearly becomes even more important in the context of climate change and
adaptive management. Ashley et al. (2008b) quoted Williams er al. (2007) that “without active
stakeholder involvement, an adaptive management process is unlikely to be effective”. While traditional
approaches in the urban drainage field include large engineering flood defence infrastructure, designed
and implemented by engineers and funded through specific governance and institutional arrangements,
climate change impacts and its associated high uncertainties require new ways of working between
stakeholders. Schimek ez al. (2008) point out that this requires a shift from a capital-focused approach to
a portfolio approach that adopts the principles of asset management.

According to Ashley et al. (2008b), this requires a commitment to ongoing active learning and
partnerships and collaborations via learning alliances. Active learning (also called social learning by
Pahl-Wostl et al. 2008) leads to a shared understanding of the water system and the challenges facing
this system. It can develop the capacity of various stakeholder groups to accept different interests and
points of view on risk and performance of water systems. It also enables utilization of various types of
response and if necessary at different times of implementation. Consequently it can lead to collective
management of water resources in a sustainable way. The usefulness and importance of adaptive
learning is shown by the fact that flood receptors (people, nature) have historically been able to adapt.
The history of human society indeed shows that communities have been aware of the need to live with
flooding and have adapted through experience.

Ashley et al. (2008b) point out that stakeholder participation and active learning processes require that
professional and institutional stakeholders behave differently in regard to the public and community
stakeholders by being more inclusive and willing to share knowledge at the appropriate levels. Many
urban communities have to change their current held view that flood risks are unacceptable and that
these risks have to be dealt with by governmental agencies. Also the role of the insurance industry has to
be considered. In many European countries, citizens are routinely insured against flood risks. The same
citizens, however, have to be aware that insurers are now re-appraising their position in areas where local
flooding is becoming more common and where flood insurance may become too expensive in the future
(Ashley et al. 2008b).
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An example of stakeholder cooperation is the increasing demand for upstream stormwater storage and
infiltration, which requires close cooperation with city planners. Given that it involves a decentralized
approach of rainwater source control (see Section 10.2), which often involves locating storages on
private land, the role of individual citizens is again shown to be of high importance (Staufer et al. 2008).
This often introduces the challenge of dealing with a far greater number of participants, who are often
supported by political representatives.

Following van Luijtelaar et al. (2008), 40% of the municipalities in The Netherlands say that public
acceptance of water in the streets has clearly declined. This shows that it is necessary that adaptation
strategies are combined with communication of adequate information on the controlled storage and
discharge of water in the streets with the aim to prevent property damage. Through such stimulation of
public awareness, individual property owners could also be convinced to contribute by restricting the
impervious areas and by allowing rainwater infiltration on their own land. They also could be provided
with relevant information about possible risks, thereby allowing the public to protect their own
properties. Citizens and property owners could also help in keeping drainage inlets clear of leaves and
debris during the flood season, to clear their own gutters, and to generally maintain the upstream
property drainage systems.

Social scientists are able to quantify the risk awareness of the population and its willingness to take part
in the change (e.g. German Klimanet project; Staufer et al. 2008). In cooperation with city planners,
ecologists and social scientists, engineers can determine how the installation of additional stormwater
storage and infiltration ponds can be integrated into the new urban form, thereby contributing to
community wellbeing. They can indeed be seen in connection with planning of new recreational areas or
other shared public spaces.

Given that these local scale measures will also affect more downstream water systems, cooperation needs
to be organized between the local “municipality level” stakeholders (including city planners and potentially
local property owners) and river basin or catchment authorities. As outlined above, the same applies to
cooperation with insurers, spatial planners and other stakeholders. Adaptive management can also help to
overcome conflicts which currently exist between these stakeholders, or between groups of stakeholders.
This can include conflicts between upstream and downstream water managers or between water
managers and insurers.

These adaptation strategies have to go hand-in hand with “institutional adaptation” as explained by
Crabbé and Robin (2006). These authors focused on the bureaucracies of Canada and the financial and
physical responsibility that local municipalities will need to bear in adapting infrastructure to climate
change. Attention was drawn on the institutional costs and the potential increases in both revenues and
expenditures for local and regional governments when adapting to climate change. They also pointed out
that there might be institutional barriers, such as a lack of skilled scientists and engineers and reliance on
management-by-crisis rather than long-term management and planning. Crabbé and Robin (2006)
proposed potential approaches that include easily understandable climate-change reporting, increased
citizen participation and financial assistance from regional governments.

10.5 DISCUSSION

This chapter explained how we can cope with the climate trends towards more extreme short-duration
rainfall extremes and related impacts in urban hydrology. Strong emphasis was put on the adaptive
approach, which is commonly used in the ecological sphere, particularly in ecosystem rehabilitation and
restoration planning, where uncertainties are very high and are scientifically acknowledged. Due to
similarities with the high uncertainties in future climate projections, application of this essentially
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ecologically focused approach to urban water and flood management would provide more timely
achievement of objectives and more cost effective and feasible solutions. As shown throughout the
chapter, adaptation involves the following three aspects.

— The need to change current water management strategies due to climatic evolutions. These include
operational and infrastructural changes, but also changes in public awareness and expectation.

— The need to have flexible, adaptable, resilient and abandonable approaches. The approach in the past of
using large infrastructure cannot be sustained as this will generally be unaffordable on the scale
needed. It will also “lock in” the use of the large infrastructure for many decades and perhaps even
centuries. The performance of any solution to the flood risk problem will degrade over time; hence,
there is a need to respond over time as the external climate drivers evolve and as assets deteriorate
with time (Ashley et al. 2008b).

— The ability to try different approaches or solutions, abandoning those that are found to be ineffective
or inefficient.

Given that climate change occurs gradually (most of the projections summarized in the Chapters 8 and 9
were for the next 50 to 100 years), there is no need to invest heavily today in upgrading all infrastructure
as soon as possible. Instead it is recommended that the potential consequences of current climate
projections are assessed and that this knowledge is incorporated into current and future maintenance plans.

Points of interest for adaptation are favourably located at the head of the urban drainage system. This may
involve source control through disconnection of impermeable surfaces, increased retention and infiltration,
as well as upstream pollution control. There will be a need for more natural urban drainage approaches and
installation of “green” stormwater infrastructure, all of which requires a change in design philosophy.
There will be an increasing need to incorporate roads and parks into the active urban drainage system.
This may be a new situation within parts of Europe, but as Grum et al. (2006) and Parkinson (2003)
pointed out that this is common practice in tropical regions. It also fast becoming mainstream practice in
Australia (Beecham, 2012). In addition, the design and management of urban drainage systems needs to
change. There is a current trend of reducing the role of experts. There needs to be more focus on
controlling local damage, for which specific knowledge and expertise is required which is in contrast to
the general perception.

Important to note in this respect is that, in contrast to many water management sectors, adaptation of
urban drainage systems is mainly undertaken at the municipal level. Municipalities and authorities
responsible for local drainage as well as wastewater collection and treatment are also responsible for
addressing climate change effects in their master plans for drainage, sanitation, development and area
planning. These authorities have the means to install alternative decentralized stormwater retention, local
infiltration and controlled surface flood ways and to regulate these measures through planning and
building laws. Through these means, municipalities can prevent undesirable building developments.
Through long-term area planning, a more controlled approach to planning can be considered. Hence,
climate adaptation measures can also help achieve other municipal sustainability goals and should not be
considered only as stand-alone actions to address climate change (Richardson, 2010).

The majority of the book is devoted to understanding the complex hydrological cycle with focus on
extreme precipitation and notably how to predict the frequency and size of future extreme precipitation.
However, this chapter clearly shows that there are other equally important drivers within the context of
design and performance evaluation of urban drainage infrastructure, namely intense city development
and change in people’s perceptions and preferences over time. The last 160 years there has been one
dominating concept of urban drainage: an underground piped network where the water is moved by
means of gravity. The service levels have been set by engineering communities without much public debate.
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This concept is now being challenged by both deteriorating infrastructure in the developed world and
difficulties in generating the capital costs needed for establishing the infrastructure in the developing
world. In combination with a higher demand for quick return of investment and higher awareness of
future changes there is a recognised need to rethink the concepts of urban drainage. Climate change
impacts on precipitation clearly show that a business-as-usual approach is not feasible in many regions
of the world. The issues raised in the present chapter point out, that it is in many situations necessary to
re-evaluate the entire concept of urban drainage rather than “just” upgrading the technical solutions we
have implemented over the last 150 years. It is necessary to establish and maintain hygienic barriers and
to build cities that interact with water in a healthy, environmentally friendly, and cost-efficient way. This
may include the use of sewer systems, but perhaps other solutions should be investigated as well.
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Chapter 11
Concluding remarks

11.1 KEY MESSAGES FROM THIS BOOK

This book provides an overview of the impacts of climate change on short-duration rainfall extremes and the
related consequences at the scales relevant to urban hydrology. Also the state-of-the-art practices to study
these impacts are presented. Key messages provided by the different chapters are:

Chapter 1:

o Current discussions of climate change impacts on hydrology generally focus on large scale
hydrological impacts, for instance on floods, low flows, groundwater recharge, and droughts
along major rivers.

o Future scenarios offer little information on the fine temporal and spatial scale hydrological impacts
of relevance for urban drainage applications.

o This is despite the fact that higher risk of flooding caused by direct runoff from rainfall is a key
impact of climate change.

o Investigation of such impact poses particular difficulties due to the small scales involved.

Chapter 2:

o Statistical modelling of the total short-term rainfall process is mainly performed using either point
process or multifractal theory. Extreme value theory is used to describe extremes, either annual
maxima or peaks-over-threshold values.

o For design purposes, the statistical properties of rainfall extremes are compactly described in the
form of Intensity-Duration-Frequency (IDF) curves which are often used together with design
storms.

o A key objective of rainfall analysis is to develop tools for scale shifts. Areal Reduction Factors
(ARFs) are used to convert between point extremes and spatial averages. Multifractals,
expressed in the form of a random cascade process, are generically suited for rainfall disaggregation.

o Rainfall statistics and stochastic models that are typically used in support of urban drainage studies,
such as IDF curves, design storms and rainfall generators, are typically derived from historical
series, under the intrinsic assumption that these series are stationary. This assumption is likely to
be violated in a changing climate.
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Chapter 3:

o Difficulties exist in identifying climate change trends in historical series of rainfall extremes
because of limited data sets as well as short- and long-term persistence and instrumental or
environmental changes.

o Extrapolations of historical trends to future decades can be made but the future trends will have a
higher degree of uncertainty.

o For these reasons, as is the case for any modelling application, it is recommended to combine the
empirical data with the results from physically-based modelling by means of climate models.

Chapter 4:

o Climate models make projections on the response of the atmosphere to external forcing including
GHG concentration. Such projections are inherently probabilistic and it is important to treat them as
such in further analyses.

o Global Climate Models (GCMs) produce results at spatial and temporal scales that are far too coarse
for urban drainage applications.

o GCMs typically have poor accuracy in simulating precipitation extremes, because of the simplified
representation of clouds, convection and land-surface processes at their coarse spatial scale, and
because of the complexity of the feedbacks or mesoscale circulations that are not resolved in the models.

o GHG emission scenarios used to date are based on a broad range of socio-economic scenarios.
New scenarios are based on sets of future pathways of GHG concentrations (Representative
Concentration Pathways; RCPs) in the atmosphere and levels of radiative forcing.

Chapter 5:

o Increasing the resolution of a climate model for a particular area of interest can be achieved with
dynamical downscaling using a high-resolution Regional Climate Model (RCM) or Limited Area
Model (LAM) nested in a GCM.

o This type of models may be run on personal computers, not only at the synoptic scale but also at the
smaller meso-scale area or even at the scale of a single city. Fine-scale LAM simulations may provide
useful insight in for example how local geographical features affect fine-scale rainfall intensities.

o Currently, urban drainage impact analysis generally have to rely on the synoptic-scale RCM
simulations from public databases, given that only these provide easy access to sufficiently long
simulation runs (30 years or more) for an ensemble of scenario simulations.

Chapter 6:

o Existing assessments of RCM rainfall output generally conclude that biases exist and that
the grid-scale representation of short-duration rainfall extremes differs widely from local
observations. This results in the necessity for bias correction and downscaling using
empirical-statistical methods, before using the data in impact modelling.

o Both biases and future changes differ between projections, depending on global model, regional
model and emission scenario. An ensemble approach therefore is recommended where a set of
scenarios is considered, leading to a range of plausible impacts.

o Good modelling practise indeed includes consideration of uncertainties, but this becomes even
more important in climate change impact analysis, certainly in urban hydrology.

o Atthe same time, it must be recognised that the total uncertainty of climate projections is likely to be
larger than that exhibited by an ensemble of models, because the models share the same level of
process understanding and sometimes even the same parameterization schemes and code.

Chapter 7:

o Several methods for statistical downscaling exist, each with their own assumptions, all based on the
combined use of historical data and climate model results.
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o Methods exist that do not make direct use of the rainfall results of climate models, but that project
rainfall changes from changes in other more reliable climate model outputs such as atmospheric
circulation and temperature.

o There is generally limited possibility to validate the statistical downscaling assumptions. Good
practice therefore involves assessment of the uncertainties associated with the downscaling step.

o Application of different downscaling methods should be recommended, but limited to the methods
for which assumptions — that can only be partly tested — are found valid for the specific study area.

o Statistical bias correction, temporal and spatial downscaling can be performed separately, or
combined. Due to lack of accurate long-term spatial rainfall statistics, spatial downscaling and
bias correction of rainfall intensities at given temporal scales are difficult to separate, hence are
commonly combined.

Chapter 8:

o Due to the difficulties and uncertainties in climate change impact modelling and analysis on the
urban scales, caution must be exercised when interpreting climate change scenarios.

o Typical increases in rainfall intensities at small urban hydrology scales range between 10% and 60%
from historical control periods in the recent past (typically 1961-1990) up to 2100.

o Consideration of an ensemble approach where several climate forcing scenarios, climate models,
initial states and statistical downscaling techniques are considered, allows the order of magnitude
of the uncertainty associated with each aspect to be assessed.

o Whatever methods are adopted, the resulting change should not be interpreted as an exact number
but only as indicative of the expected magnitude of change within the next 20 to 100 years.

Chapter 9:

o Climate change impacts on extreme short-duration rainfall events may have significant impacts in
terms of surcharge of urban drainage systems and pluvial flooding. Results so far indicate more
problems with sewer surcharging, sewer flooding and more frequent CSO spills.

o There are also many other types of severe consequences at the scales relevant to urban hydrology,
such as sedimentation, environmental/water quality, damage to infrastructure, and even socio-
economic and cultural effects.

o Next to regional differences in extreme rainfall and other meteorological changes, the precise
impacts will also depend on local topography and on urban planning practices.

o Extreme rainfall changes in the range 10-60% may lead to changes in flood and CSO frequencies
and volumes in the range 0—400% depending on the system characteristics. This is because floods
and overflows are due to exceedance of runoff or sewer flow thresholds and react to rainfall
(changes) in a highly non-linear way.

Chapter 10:

o Urban planners and designers of urban drainage infrastructure can use the projected changes in
precipitation and other key input to start accounting for the effects of future climate change. The
sections of the urban drainage system with insufficient capacity to convey future design flows
can be upgraded over the next few decades as part of a program of routine and scheduled
replacement and renewal of aging infrastructure.

o The large uncertainties that currently exist should not be an argument for delaying climate change
impact investigations or adaptation actions. Instead, uncertainties should be accounted for and
flexible and sustainable solutions aimed at. An adaptive approach has to be established that both
provides inherent flexibility and reversibility and also avoids closing off options. This is different
from the traditional engineering approach, which is rather static and is often based on design rules
set by engineering communities without much public debate.
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o This adaptive approach involves active learning, hence recognizing that flexibility is required as
understanding increases.

11.2 FUTURE DEVELOPMENTS

As highlighted from the start of the book, climate science evolves very rapidly in connection with major
international initiatives and collaborations. The 5th Assessment report of [IPCC (ARS) is scheduled to be
published in September 2013 and for example the CMIP5 and CORDEX projects are currently providing
the scenario simulations for ARS. This means that a new generation of climate scenarios, based on a new
climate forcing concept (RCP) and generally of a higher spatial resolution than previous scenarios, will be
available for analysis and impact modelling. So far, new scenarios have generally overall agreed well with
earlier ones with respect to future changes of key climate variables (including rainfall), but in some cases
a better reproduction of historical climate is obtained, increasing the overall credibility of the simulation.

Besides analysing new scenarios it is important to follow the development of climate models closely and
to critically evaluate their outputs with respect to reproduction of local rainfall extremes for urban
hydrological climate change impact assessment. Significant research is taking place in these areas.
High-resolution models with improved descriptions of fine-scale processes are being developed and
within a few years simulations on single km? grid-scales will be available. Expected advances on the
global scale include climate simulations that are “in phase” with low-frequent climate oscillations and
so-called Earth System Models with a more complete description of the biogeosphere are under
development. It should be noted, however, that due to the current limited physical understanding of the
rainfall generating processes at small (e.g. convective) scales, both dynamic downscaling and statistical
post-processing will remain needed for high-quality climate-related impact assessment studies.

This book shows that the topic of climate change and urban drainage involves several aspects, each with
their own limitations and uncertainties. Future developments therefore have to focus on all these aspects in
a balanced way, ranging from climate models to statistical methods and urban drainage practises. These
developments may, however, evolve much faster if cooperations would be enhanced. Several chapters in
this book highlighted that large gaps exist between what urban hydrologists need and what climate
modellers currently can offer. Better mutual understanding of demands and offers would help to develop
demand-driven scenario simulations by climate modellers, targeted to the needs of the urban water decision
makers. At the same time it would help urban drainage experts to use simulation results from climate
models in a proper way in their impact investigations and to develop statistical tools that accurately
address the scale gaps. This requires good understanding of the climate model features and the
atmospheric-oceanic-land surface processes that control the gaps. Also intensive cooperation between
researchers and practitioners is important. Climate model impacts in urban hydrology are highly uncertain
and decision makers have to cope with that uncertainty. They also have to deal with the difference between
short-term climate variability and longer-term climate change trends. This requires good understanding and
scientific support, for example on application of the risk concept. They have to move from traditional
approaches of static design and upgrading of technical solutions, to flexible, adaptive and resilient designs.
Chapter 10 shows that also enhanced cooperation between urban water managers, spatial planners, urban
designers and other land and water related sectors becomes mandatory as part of efficient climate
adaptation strategies. Also active involvement of local and political communities, public awareness and
understanding of service levels and limitations becomes more important. Enhanced cooperation thus is the
key message here, next to research, education and training. We hope that this book contributes to that process.
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Appendices

These appendices provide training material on some state-of-the-art methods described in the technical
boxes of the main text. They are accompanied with an electronic supplement provided on the following
IWA Water Wiki website: http://www.iwawaterwiki.org/xwiki/bin/view/Articles/ICCREUDS

Some training material is uploaded on restricted pages. To access those pages, you need to create first
your own IWA Water Wiki user account. Once this is done, you can email your Wiki username together with
the password “CCIGUR” to the Water Wiki Community Manager (WaterWiki@iwap.co.uk), who will grant
you access to be restricted pages.

The electronic supplement contains electronic training material in the form of scripts in R, Matlab and
Python. It also contains example datasets that can be used by scientists, students, teachers, urban
water engineers, urban planners or other technical experts to train themselves or to provide training on
the methods.

The electronic supplement is designed to be dynamic, such that more practical examples and training
material can/will be provided over time. Readers therefore are invited to add their own examples.
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Appendix A

Use of open source software R for
statistical downscaling and rainfall
extreme value analysis

A.1 INTRODUCTION

The statistical language R is open source software and freely available from www.r-project.org. Numerous
extra packages have been developed by the users, each with a collection of functions developed specially for
specific statistical techniques for example extreme value analysis. Some packages look alike with only small
difference in the included functions and hence it can be difficult to create an overview. In the following
section, a short (and hence incomplete) list of functions is given, which are relevant in relation to
downscaling and extreme value statistics. Furthermore, a few examples of application are provided for
selected packages. Note that most basic statistical functions are a part of the base functionality of R,
meaning that no additional package is required for their use.

A.2 R PACKAGES

— ismev: A package developed to match the content of Coles (2001), and which therefore covers
different aspects of extreme value analysis

— POT: A package specifically for Peak over Threshold analysis

— Imom: L-moments for a high variety of distributions

— Imomrfa: L-moments for regional frequency analysis

— mcmc: A package for basic Monte Carlo Markov Chain

— nlme: A package for extended linear modelling

— geepack: Generalized estimation equations for GLMs

— vgam: Tools for fitting vector GLMs and additive models

— quantreg: Quantile regression

— Kendall: Various versions of the non-parametric Mann-Kendall test for trend

— anm: The analogue method

— clim.pact: Climate analysis and empirical-statistical downscaling

— netcdf: Read and write netCDF files

For some packages a technical documentation is included and sometimes published in journals for statistical
software. Help on specific functions (e.g. the function for linear regression 1m) is obtained from:

?1lm
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The code behind the function can be obtained from the command:

1m

Selecting “Help — html help — Packages” gives you an overview of all installed packages and which
functions they include. Furthermore, there is a high variety of forums for R related questions, among
others: https://stat.ethz.ch/mailman/listinfo/r-help.

A.3 EXTREME VALUE ANALYSIS (POT)

Available for demonstrations we have a PDS of extreme exceedances. These are point rainfall extremes for a
duration of 3 hours [um/s] measured in the central part of Jutland, Denmark. Measures have been taken to
ensure that the extremes are independent. Furthermore, a threshold level of 1.1 um/s has been selected. The
series represent 29.6 years of observations. We load the data in R and call the POT package (which first
should be installed manually by the user):

library (POT)
data <- read.table('22421.txt', header=T, sep="',")
lambda <- length (data$extremes) /29.6 #the average number of events pr year

The data set contains two columns, one with the extreme intensities and one with the year of their
occurrence. A GPD can be fitted to the extreme intensities using only one line of code; by the ML
method (for details see Box 2.4) or by the method of L-moments (for details see Box 2.3). The latter is
equivalent to unbiased probability weighted moments, which explain the notation in the example:

model.mle <- fitgpd (dataSextremes, 1.1, 'mle') #maximum likelihood
model .pwmu <- fitgpd(dataSextremes, 1.1, 'pwmu') funbiased probability
weighted moments

If we look at the created object model.mle R is giving the following information:

model.mle
Estimator: MLE
Deviance: 14.83922
AIC: 18.83922

Varying Threshold: FALSE
Threshold Call: 1.1
Number Above: 80
Proportion Above: 1
Estimates

scale shape

0.3037 0.2846

Standard Error Type: observed
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Standard Errors
scale shape
0.05064 0.12774

Asymptotic Variance Covariance
scale shape

scale 0.002564 -0.003568
shape -0.003568 0.016318

Optimization Information
Convergence: successful

Function Evaluations: 32
Gradient Evaluations: 11

197

The output gives information on: the GPD parameters estimates (3, ) together with their covariance and
standard error (from the observed information matrix), the Akaike information criterion (AIC)
goodness-of-fit measure of the model, and the progress of the numerical optimisation procedure. An

almost identical output is obtained from model . pwmu:

model . pwmu
Estimator: PWMU

Varying Threshold: FALSE

Threshold Call: 1.1
Number Above: 80
Proportion Above: 1

Estimates
scale shape
0.3015 0.3039

Standard Error Type:

Standard Errors
scale shape
0.05491 0.15330

Asymptotic Variance Covariance
scale shape

scale 0.003015 -0.005226
shape -0.005226 0.023501

Correlation
scale shape
scale 1.0000 -0.6208
shape -0.6208 1.0000

Optimization Information
Convergence: NA
Function Evaluations: NA

Note that the optimization information is unavailable as the L-moment equations are solved analytically.
From the two methods we obtain parameter estimations that are very much alike. Larger differences may
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occur, for example when outliers are present in the data set. Note that several other estimation methods are
supported by the POT package. The return level plots (Figure A1) are obtained from:

retlev (model.mle, npy=lambda)

mtext (text="'Maximum Likelihood', side =3, 1line=0.4, cex=1.3)
retlev (model.pwmu, npy=lambda)

mtext (text='L-moments', side=3, line=0.4, cex=1.3)

Retum Level Plot Retumn Level Plot
Maximum Likelihood L-moments

Return Level
Return Level

05 10 20 50 100 200 50.0100.0 05 10 20 50 100 200 50.0 1000
Return Period (Years) Return Period (Years)

Figure A1 Return level plots obtained from the POT package.

The POT package also contains functions which can be helpful in relation to threshold selection.

A.4 NON-STATIONARY GPD PARAMETER ESTIMATION (ISMEV)

We now fit a non-stationary extreme value distribution with time-depended parameters, S(¢) and () using
the ML method. The time dependency can be described by a variety of functions and many authors only look
at variation in f, due to the high uncertainty on the estimate of y. In this example we compare these two
models:

BN =B
B(t) = bo + byt

The first corresponds to a stationary situation reviewed in Box 2.4 and in the example above. The latter leads
to the following likelihood function:

1 1 x—x \ /!
L(by, by, y) = 1
(bo, b1, 7) ll:!bo—l-bll‘,'( +ybo+b1ti>
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A GPD with covariate depended parameters solved by the ML method is possible using the i smev package:

library (ismev)

data <- read.table('22421.txt', header=T, sep="',")

lambda <- length (dataSextremes) /29.6

data$time <- data$year-1978 # the covariate "years after 1978"

model.nonstat <- gpd.fit (dataSextremes, 1.1, lambda, ydat = as.matrix(data$time),
sigl=1)

#where ydat =matrix of covariates

#sigl = 1 means that the scale parameters depends on the variable in the first column of
#the covariate matrix

#The function furthermore needs information on the threshold (1.1) and the average
number of events pr year (lambda)

It is possible to use many other covariates than time. One could for example link variations in the scale
parameter to variations in climatic indices (e.g. NAO). Note that function documentation recommends
that the covariates are centred and scaled, to obtain a variable with mean zero and variance one. This
will reduce the uncertainty on the estimate of b, in the cases where the covariate values are large.
However, this transformation makes the direct interpretation of b; more difficult. In the non-transformed
case b; corresponds to the annual rate of change.

Note that there is a similar function for fitting a non-stationary GEV distribution, which can be applied for
annual maxima.

The parameters and their uncertainty are:

model .nonstat$mle # maximum likelihood estimates (b0, bl and gamma)
0.472801636 -0.009998748 0.265088291

model.nonstat$se # the standard errors of the estimates (b0, bl and gamma)
0.109000765 0.004514471 0.114322542

To compare the goodness of this model with a model with stationary parameters we can use the AIC. This
must partly be computed by hand as the gpd. fit function only gives us the negative logarithm of the
likelihood evaluated at the ML estimates:

2*model .nonstat$nllh + 2* 3 #AIC note the model has 3 estimated parameters
16.32728

All information is collected in the table below, with parameter estimates, their uncertainty in parenthesis, and
the AIC of the model. The parameters of the stationary model are computed in the example of Section A3.
Based on this information we would conclude that the model with a linear decrease in the scale parameter
describes the data best. However, the 95% confidence interval for b; cover values which are very close
to zero.

Model /] bo b4 y AlIC
stationary 0.30 (0.05) - - 0.28 (0.13) 18.84
B({)=bo+ byt - 0.47 (0.11) —0.01 (0.005) 0.27 (0.11) 16.33
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Use of Matlab for statistical downscaling
and bias correction of RCM precipitation
by quantile-quantile mapping

B.1 INTRODUCTION

In this appendix, an example of Matlab code for bias correction of daily RCM precipitation using a quantile
mapping version called Distribution-Based Scaling (DBS; Yang et al. 2010) is given. DBS assumes that the
frequency distribution of intensities can be accurately approximated using two gamma distributions, one for
low and intermediate precipitation intensities (up to the 95% quantile) and one for extreme intensities (above
the 95% quantile). Before distribution fitting, the number of wet days in the RCM are adjusted by using an
intensity threshold and setting all values below it to zero.

B.2 STEP-BY-STEP PROCEDURE

Let Xpps be a time series of observed non-zero precipitation in a reference period, Xgps ger the
corresponding original (raw) data from an RCM simulation in the same period and Xgps rpr RCM
simulated data for a future period. Let x_obs be the Matlab vector with the Xppg values. In the same
way, let the variables x_sim ref and x_sim_fut be the Xgns ger and Xsps ryr values.

(1) The first step is to adjust the number of wet days in the simulation period. A wet day is defined as a
day with precipitation. First, the percentage of wet days in the observation period is calculated —
call this value p:
p=100* sum (x_obs==0) /numel (x_obs) ;

(2) Calculate the p’th percentile of X, rer, and call this value y:

y=prctile(x_sim ref,p);

(3) Setall values in X3, rer that are less than or equal to y to 0. Now the number of wet days in both
time series is equal.

x sim ref (x sim ref<=y)=0;
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Remove any zeros from the observed time series and split the series in two at the 95% quantile,
with the purpose of separating between extreme intensities (the highest 5%) and
low-to-intermediate (normal) intensities. Apply the upper index N to the normal data and the
upper index E to the extreme data. With this terminology, our two new time series are Xjyzq
and X5 .

Remove zeros:

x _obs (x_obs==0)=[1];

Identify the 95% quantile:
p95o0bs=prctile (x obs, 95);

Split the observed time series:
X _obs n=x sim(x _obs < p95sim);
X oObs e=x sim(x obs > p95sim);

Repeat step 4 for the RCM simulated time series in the reference period, generating X%, rzr and

E

XS _rer-

Remove zeros:

x_sim ref(x _sim ref==0)=[];

Identify the 95% quantile:

p95sim ref=prctile(x sim ref,95);

Split the RCM simulated time series:
x sim ref n=x sim(x_sim ref <p95sim ref);
x sim ref e=x sim(x sim ref> p95sim ref);

Fit gamma distributions to the series representing normal intensities in the observations, X,
with the ML method to get the parameter estimates a,c and BNy In the same way, fit a
gamma distribution to X%, with the ML method to get the parameter estimates af),, and By;;:

[ alpha obs n,beta obs n]=gamfit (x obs n);
[ alpha sim n,beta sim n]=gamfit(x sim ref n);

Similarly, fit gamma distributions to the series representing extreme intensities in the observations,
XEps, with the ML method to get the parameter estimates a,¢ and :Bng- In the same way, fit a
gamma distribution to X%,, with the MLE-method to get the parameter estimates &%, and B85,,:

[ alpha obs e,beta obs e]=gamfit (x obs e);
[ alpha sim e,beta sim e]=gamfit(x sim ref e);

Define the DBS mapping function, denoted D, as:

R
D(x, asm, Bspy» @oBs, Bogs) = F~ [F(x, asp, Bsi)> ®oss, Bogs]

The DBS scaling is basically a quantile-quantile match between the observed data and the
simulated data. For each simulated value x, we calculate its percentile value from by putting it into
F(x, asps, Bsiy)- Then we pick out this percentile p from the inverse CDF F _l(p, Qogs> Boas),
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ending up with a precipitation value. The greater the difference between the simulated and
observed parameters, the greater the difference in the CDF functions, and the greater the scaling.

(9) Apply the DBS scaling to all elements in X, grer by putting them through the DBS function
using their respective ML estimation parameters.
If x € XL),, then scale x according to x = D(x, &}y, B @oss> Bogs)-

If x € X£,, then scale x according to x = D(x, aky,,, B5nss &bpss Bogs)-
Pre-allocate a vector Xcor ger for bias corrected data:

n=numel (x_sim ref);
x _cor ref=zeros(n,1l); $pre-allocate x sim dbs

for i=l:n
if x sim(i) < p9%5sim
xl=gamcdf (x_sim(i),alpha sim n,beta sim n);
x cor ref (i)=gaminv(xl,alpha obs n,alpha obs e);

else
xl=gamcdf (x_sim(i),alpha sim e,beta sim e)
x_cor_ ref (i)=gaminv(x1l,alpha obs e,alpha obs e);
end
end

In the code above, the variable x1 is the inner part of the DBS function, that is F(x, &ts;ys, Bsig) part
(see step 8).

(10) To bias correct the future scenario and generate Xcog rur, repeat steps 3 and 9 using as input
XSIM_F uUT-

B.3 FINAL REMARKS

The code uses built-in Matlab functions that have been confirmed with version 7.12.0.

Other probability distributions than the gamma distribution are possible, both for the normal data and the
extreme data. For example, a Gumbel distribution may work well for extreme data, since it is an extreme
value distribution and we want it to fit the highest 5% data.

One could also split the data at another quantile than the 95% quantile. Different quantiles will give
different number of elements to our time series (a lower quantile value will assign more elements to the
extreme data), and will thus give different gamma distributions and different scaling.
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Appendix C

Running Weather Research Forecast
(WRF) Limited Area Atmospheric Model
(LAM) on PC

This is a hands-on tutorial on the basic use of the Weather Research and Forecasting (WRF) Model on a
typical personal computer (PC). At the onset, it should be noted that WRF is a well-documented and
supported model and therefore the user should always refer to the standard model documentation for
detailed information on the use of the model. The objective of this tutorial is to provide easy to follow
instructions to get started on performing very basic simulations on a PC. At the end of this tutorial we
provide a list of resources to find comprehensive information on how to take your study further.

C.1 LEARNING OBJECTIVES

After successfully finishing this tutorial the reader should be able to a) set-up a nested modelling domain for
aregion of interest and initialize it with standard geographical data, b) use a historical or operational global
atmospheric dataset to prepare initial and boundary conditions for the domain, for a specific period, ¢) run
the model and obtain the results, and d) perform elementary post-processing on the output to prepare basic
graphs including precipitation.

C.2 STRUCTURE OF THIS TUTORIAL

In the next section we present a sort of background on this tutorial. What was it like to run LAMs in the past
(about 10 years ago)? What are the challenges that discouraged people using these? What made us want to
write a “yet-another” tutorial on running LAMs? We try to answer these types of questions. We also describe
the tools and techniques contributed in making the “simulation jig” we use in this tutorial.

If you are not interested in answers to such questions at least initially, feel free to skip the next section.
Skipping it will not affect your understanding of the WRF model or effectively using it.

C.3 BACKGROUND
The traditional challenge in using LAMs

Atmospheric models are demanding computer applications that were traditionally run on dedicated
supercomputers. For example when MMS5 was released in 1994, it was targeted largely for Cray
supercomputers (like Cray-3 of NCAR). While operating systems like Windows and Macintosh are
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popular among personal computer users, these super computers often run some variant UNIX® operating
system. However, over the years the situation changed and many users started using them on personal
computer systems, employing Linux: a UNIX-like operating system running on personal computers.
Atmospheric models depend on the UNIX operating systems for many advanced services, making it
difficult to port them to Windows. Even today atmospheric models are exclusively used on UNIX (or
Linux) operating systems.

Atmospheric models were designed to run on a number of different hardware platforms (e.g. Cray
supercomputers, IBM supercomputers, personal computers running Linux). Due to this reason, it is
common to provide these models in the form of source-code (typically written in Fortran and C), which
needs to be compiled in the target computer system. This process can be challenging for inexperienced
users and poses the second barrier for widespread use of these models. It was not unusual for individual
users to spend weeks if not months trying to compile a LAM system.

STRC Environmental Model System (EMS)

The National Weather Service — Science Operations Officers — Science and Training Resource Center
(NWS-SOO-STRC) started providing pre-compiled binaries of WRF and its support programs several
years ago (STRC-EMS system). This relieved the user from the burden of having to compile the
source-code before running the WRF system — it is provided in already complied form.

Yet-another WRF tutorial?

Linux operating system has become a truly user friendly and easy to use one during the last decade.
However, many computer users are unfamiliar with the system. This is perceived as one of the primary
challenges in using LAMs by new users. To overcome this challenge, in this tutorial we offer a solution
that can run the WRF model within a window (virtual machine) of a Windows PC.

Basically what we have done is:

(1) Create a virtual Linux computer (“computer” running within a window).
(2) Install STRC-EMS system in this virtual computer.
(3) Add Chimplot — an easy to use plotting program to view output of the model.

The result is a system that allows you to get familiar with the WRF model (its elementary use) in an
afternoon without unduly bothering about technical issues.

C.4 INSTALLING WRF-LIVE SYSTEM ON YOUR PC
System requirements

We have tested this system on Windows 7 and XP computers. Atmospheric models are demanding
applications in terms of computer processing power and memory. The system presented in this tutorial
will need the following resources:

Minimum Recommended
Memory 2GB 3GB
Hard drive space 20 GB 30 GB
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The WRF model can efficiently utilize multiple-core processors. If your computer has dual-core or a
quad-core processor, you can make use of it to run your simulations faster. However this is not a
necessity to complete this tutorial. A single core processor will work.

If your computer’s hard drive does not have enough space, you can use an external hard drive. But make
sure that what you use is relatively fast. For example, a typical USB externam memory, even if it has
adequate space, may not be fast enough to run this system.

Install VMware player

VMware player is a proprietary but free software product that allows you to run an operating system within
other operating systems. For example with VMware you can run Windows XP (guest) within a computer
running Windows 7 (host). You will see Windows XP working within an application window of host
(Windows 7) system. Figure C1 shows a screenshot of a Linux guest running on Windows (host).

Figure C1 A Linux guest running on Windows 7 host using VMware.

With the permission of VMware Inc., we have included a version of VMware player with WRF-live.
WRF-live system will run fine with this included version. However, the software is often updated and by
the time you are reading this, there may be a newer version of it online. The latest version can be
downloaded from: http://www.vmware.com/products/player/.

Installation of VMware player is easy. Just double click on the file VMware-player-X.X.Xxxxxx.exe
(Either the version we have provided with WRF-live or the latest version you have downloaded). Follow
the instructions on the screen (default choices are fine). You may have to restart your computer. After
this, you can go ahead and install WRF-live system.
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Install and start WRF-live system

Select a disk drive that has plenty of space: this is important! Unless your drive has at least 20GB of space
free, probably you will not succeed in running the tutorial. Simply extract WRF-live.rar file to this drive. It

will create a directory called WRF-1ive.

Running WRF-live is easy. Just double click on the file RUN.Dbat in the top level of WRF-live directory
(Figure C2). First time when you do this VMware player may complain, asking you whether you copied or

moved the virtual machine (Figure C3). Just click “I copied it”.

6(?)" b« V;s s b WREL K v | 03 l ' Search WRF-live [0 F

N®”

B el D £

'l 2 items

0 @

.,

Organize v Include in library = » B -
0 Favorites o

Bl Desktop .

Downloads i

g R o s

= Recent Places 3 q
- system RUN.bat
.~ Libraries ez e
1% Computer

Figure C2 RUN.bat file. Click on this to start WRF-live.

This virtual machine might have been moved
or copied.

In order to configure certain management and
networking features, VMware Player needs to
know if this virtual machine was moved or
copied.

If you don't know, answer "I copied it".

| Imovedit | | Icopiedit | [ cancel

Figure C3 Did you copy/move it. Click “I...".
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In a minute or two the WRF-live will just look like another computer desktop (Figure C4). Login using

the username “wrf” and password “wrf” (Figure C5).

Guest Account
Other.

Password: |+

| Xubuntu Session

Figure C5 Login to the virtual machine. Username: wrf, password: wrf.
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At this point maximize your WRF-live window so that you have plenty of space to work on.
After this point, all the instructions describe what you should do within this window, unless we
say otherwise

The terminal
Double-click the “terminal” icon on the desktop (Figure C6). This should open the terminal program (Figure C7).

(a)
(b)

-

Terminal

Figure C6 The terminal icon (a). You can also find this on the start (litle mouse) > accessories menu. Start
menu button is on the top left corner of the screen (b).

- Terminal
File Edit View Terminal Go Help
ubuntu:~>

Figure C7 Terminal program. It looks very similar to the “dos” prompt in windows.

This is a good time to take a break and be familiar with some basic UNIX commands. An excellent
tutorial can be found at http://www.ee.surrey.ac.uk/Teaching/Unix/. Just the basics like how to change
to a directory, list contents of a directory, create a directory, copy/move a file are enough. We
recommend you spend around an hour or two learning this.

A look around your WRF-Live system

Like in windows computers, WRF-Live (which is based on Linux) can also use a graphical file manager
program to move around in the file system. File manager can be started by clicking the “File System”
icon on the WRF-Linux desktop or using the “Start-menu” (accessories -> File Manager). Use the file
manager to explore /opt directory. All the programs necessary to do this tutorial are under that
directory. For example, in a later section we create a new simulation domain under: /opt/wrf ems/
wrfems/runs.
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It is also possible to navigate the file system using the terminal (Figure C8). The command for changing
directory is cd and listing the files in a directory is 1s. For example, cd /opt/wrf ems/wrfems/runs will
change to /opt/wrf ems/wrfems/runs directory. After that, if you use the command 1s you will get a list
of files in the /opt/wrf ems/wrfems/runs directory.

¥ File System - File Manager =
File Edit View Go Help

."|
i vt =
& pesktop
-
5 Trash al N . .
L
i bin boot cdrom dev
——

1" Documents

[ Download ‘ ‘ - x

L
NN R

J‘ Music home lib lost+found media
R".-"_ Pictures =
i v H E .
opt proc root run shin

23 items (17.5 MB), Free space: 10.0 GB

Figure C8 Navigate the file system using the terminal.

C.5 MUMBAI CASE STUDY
Background

On 26 July 2005, an unexpected heavy rainfall event occurred over Mumbiai city and surrounding areas. The
heavy rainfall started around 06GMT, and several regions within a 100 km radius recorded extremely high
rainfall over the next 24-hour period. The Indian Meteorology Department raingauge at Santacruz recorded
944 mm during this period. The event caused nearly 500 deaths and is classified as a billion USD natural
disaster (Lei et al. 2008).

A number of studies on this event has reported that it is a difficult event to capture in terms of storm
position and accuracy (Lei ef al. 2008; Deb et al. 2008; among others).

In this tutorial, we conduct an elementary simulation of this event.

Setting up the domain

Our objective here is to learn to use the WRF model. Keeping this in mind, we shall keep our domain
resolutions and number of cells within certain limits, so as not to create a time-consuming simulation.
There are many reported studies, including the ones referred to above, that will provide more suitable
domain parameters.

Open a terminal window and type dwiz. This will open the WRF Domain Wizard, a graphical program
that can be used to create domains easily. Select “Create a new Domain” option (Figures C9 and C10).

The next screen (Figure C11) shows a map of the world (The map may be centred on North America, use the
scrollbars to move around). Move the map to show India. Then draw a square on the map to approximately
indicate your modelling domain. Then specify the longitude and latitude of the centre-point by entering the
correct numbers (Table C1) and select the projection to Mercator. After doing this click the large button
(not shown in Figure C11) labelled “update map”. The domain wizard will clip the world map to match
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your selection and display it (Figure C12). Now, in the “grid options” area specify the horizontal grid
dimensions (50, 50) and grid spacing (30km). Set the geographic data resolution to Sm (Figure C12).

JUDUNTU : ~>

fubuntul - WRFEMS Domain Wizard
ubuntu
ubuntu
ubuntu
ubuntu
ubuntu

@ Create New Domain

Q) Open Existing Domain

ubuntu Exit Continue

ubuntu

ubun tyCurrent Run Directory: /opt/wiT_ems/wrfems/runs
ubuntu=>

ubuntu:~>

ubuntu:~> dwiz

1 QleG.

Figure C9 Start screen of WRF Domain Wizard.

Name: .mu_mba;
PDescription:  [Mumbai 2005 July 26 Rainfall Event
O .1 W =L

urrent Run Directory. fopt/wiT_ems/wiTems/runs

Figure C10 Give the name “mumbai” and some meaningful description.

2) Horizanial Editor |

|("Demain | Tiests | Display Options
Map

Scale [25% w | [] Political Boundaries

Center [Over 0 degress longitude (CMT) | w

Projection Options (degrees)
Type -
Standard Lon
Truelm1l
Truelm 2
Centerpoint Lon ™

Centerpoint Lat =

] »
il |
User Hint & Info (77.2 K, 8401 W)

Draw a rectangle around your domain, choose & projection, then click the Update Map button

Figure C11 The screen for specifying domains.
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Table C1 Domain parameters.

Domain centre 19.080 N
72.855 E

Number of nesting levels 2

Domain resolutions:

Parent 30 km

Child 10 km

Grid dimensions:

Parent 50 x 50

Child 30 x 30

WRF Domain Wizard: ‘mumbai'

[ 2) Horizontal Editor |

Domain | Nests | Display Options |

Map

Projection Options (degrees)

Grid Options
Horizontal dimension X
Horizontal dimension ¥ [

Crid spacing (km)

Ceographic data resolution

Use Modis Data| |

Actions
Start Over

Reset Crid

User Hint & Info

Resize your grid by dragging the points on the rectangle above or by typing in the
grid values. Click on the ‘Nests’ tab on the upper right to edit nests

Figure C12 Parent domain ready.

Now, go to the tab “nests” and click on the button “new” to create the child (nested) domain (Figure C13).
Change the geographic data resolution to 2m. As shown in Figure 11, make sure that the “nest coordinates”
values are 19, 32, 32, 19, respectively. The grid spacing ratio should be 3. Clicking “OK” will create the
child domain in the centre of the parent domain (Figure C14). The resulting domain (with the grid
coordinates and grid spacing ratio mentioned above) is 40x40.
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Damuin | Nests | Desplay Optians
Nexted Domain Properties

10 [P0 Ratio | Let | Righe | Top| But| N WY | fes
()] 3| 1] 3] s sop af sof sof 5=

WRF Domain Wizard: “mumba

asizomal Egner
Gomum | Wema | Geipin Gptiona

Nested Dovmsin Properties

0 [FA0 Batin| Lef | Migha | Top| fioa | M| N | firs
@] 1 i 1 S0 o o 5 % e
@1 3 o B a e e W

Figure C14 Child domain ready.

After making sure that the size (NX, NY) of the parent and child domains are 50x50, and 40x40 grid-cells
respectively, click “Next”. In the next screen, click the button “Localize domains”. This will start the process
of generating the modelling domains using geographical data and may take a few minutes to complete. If
everything is OK, you should see a message:

***Successful completion of program geogrid.exe ***
near the end of the long output (Figure C15).
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= WRF Domain Wizard: ‘mumbai’ - + x
File
T) Choase Domuin | 2 Hori |3 hun Preprocessors |
Run Preprocessors 1o Generate input Data Fields Required for WRF
= =
Localize Domain

Progress Status running System Commands

£012-04=-10 04530/ 83b === Frocessing Nield 4 of L4 (VAK)
2012-03-10 04:53:07.845 —- Processing field 5 of 24 (QAL)
2012-03-10 04:53:07.854 -—- Processing field & of 24 (DA2)
2012-03-10 04:53:07.865 -—- Processing field 7 of 24 (0A3)
2012-03-10 04:53:07.875 --- Processing field B of 24 (DA4)
2012-03-10 04:53:07 885 --- Procassing field 9 of 24 (OLL)
2012-03-10 04:53:07.893 --- Procassing fleld 10 of 24 (0L2)
2012-03-10 04:53:07.901 --- Processing fiald 11 of 24 (OL3)
2012-03-10 04:53:07.909 --- Procassing field 12 of 24 (OL4)
2012-03-10 04.53:07.917 --- Processing Nield 13 of 24 (HGT_M)
2012-03-10 04:53:08.164 --- Procassing fleld 14 of 24 (SLPX)
2012-03-10 04:53:08.164 --- Procassing fleid 15 of 24 GLPY)
2012-03-10 04:53:08.164 --- Processing field 16 of 24 (HGT.L)
2012-03-10 04:53:08.168 --- Processing field 17 of 24 (HCT.V)
2012-03-10 04:53:08.172 ——- Processing field 18 of 24 SOILTEMF)
2012-03-10 04:53:08.175 --- Processing field 19 of 24 GOILCTOR)
2012-03-10 04:53:08 801 --- Processing fiaid 20 of 24 (GOILCBOT)
2012-03-10 04:53:12 3595 --- Procassing field 21 of 24 (ALBEDO12M)
2012-03-10 04:53:12 537 --- Processing flaid 22 of 24 (GREENFRAC)
2012-03-10 04:53:12. 578 --- Procassing field 23 of 24 GNOALE)
2012-03-10 04:53:12.581 --- Processing field 24 of 24 SLOPECAT)
2012-03-10 04:53:12. 624 --- *** Successful completion of program geogrid exe ***

I»]

——————— List of Quiput = = = = = = =

List of geogrid. 2xe files found -
Mo geo.” files were found

Figure C15 Successful completion of program geogrid.exe.

Click “Next” to go to the tab “Visualize NetCDF”. Here the two domains that have been created should
be listed (geo_em.d02.nc, geo_em.d03.nc). You are able to examine these domains using the viewer
called Panoply. Select the geo_em.d01.nc and click “View in Panoply”.

Click on one of the datasets and variables (Figure C16).

|- Datasets Browser = & X |
| File Edit Plot Window Help |

& @ omwvorwminn |y e $ O]

| Create Plot Targer Remove Remove All Hide CDL |
Datasets & Variables : Dataset/ Variable COL Info
i I Long Nasme 1 I = |
[~] lemih-;. temp.ne Lu}aﬁae -J Variable "LU_INDEX" B

& ABEDO12M  ALBEDO1ZM [lon(tat}
& cLar CLaT [leniiat) float LU_THDEX(Tine=1, &
& cuone CLONG fonjian] :FieldType = 101; ff in
& con con {fonjiiat] " f::::?”"f:;t:goxr;"_ i
[ B - b
19 COSALPHA LA, Honitat] :description = "Dominar
e E foniltat] stagger = “M";
EF F [lon[iat) E :srx = 13 // int
|8 GREENFRAC  GREENFRAC Tonjiat] tery = 1; // dint
@ HoT M HGT_M [lon)[iat)
B ot HGT.U Denjitan]

| Ia HGT.V HCT_V [lonj{iat)

| 1 Lanpmask LanDMasK [len]iat]
|8 LANDUSEF LANDUSEF [lenjfiat]
1& Lu_INDEX. LU_INDEX
& Marrac M MAPFAC_M [onfiat]
[& MAPFAC MX  MAPFAC_MX llonjjiat]
B MAPFAC MY MAPFAC_MY [lonjfiat)
& maprac v MAPFAC U [lon]fiat]

Eil Ol

Figure C16 Panoply showing the data in domain 1 (geo_em.d01.nc).
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Click on the Create Plot icon. Take some time to explore the domains using panoply. Interesting variables
to explore could be the terrain height, landuse, vegetation fraction (seasonal), and so on (Figure C17). After
this you can close both Panoply and WRF Domain Wizard programs.

LU_ENEIEX i pap

File Bt Flet Windew Melp

Mot | Amay 1

Avayty | Sealr | Comewrs & Veators | Mag | Labwls

Projection: Equirsangutis degionat - Grv Spacing: (30 |~ F
Comter o Lon. TIE L] 15 08°N Grid Codor: W Black ~ | Opadityt| 15
WhdU 751147 Weight | 137 P Prepartions Ovestay: US4 MWDES outline |~

Figure C17 Plot of landuse index of domain 1.

Initial and boundary condition
Now that we have created the model domains, it is time to download some global data for boundary and
initial conditions. This step (and the rest of our project) is done using the terminal.

Start a terminal window and change the directory to the newly created domain:

cd /opt/wrf ems/wrfems/runs/mumbai

Your prompt should now look like below:
ubuntu:/opt/wrf ems/wrfems/runs/mumbai >

We use the command ems_prep program to download atmospheric data and setup the boundary and
initial conditions for our domains. Go ahead and type command ems _prep and press “Enter”. Running
the command like this (without any command arguments) will give a screen full of text explaining how
to use the command. Now let us examine the capabilities of this program:

ems prep —-dslist
will give a list of data sources available (on the internet) to be used. We are going to use the Climate Forecast
System (cfs) historical reanalysis data (0.5 deg resolution). The full command to do this is:

ems prep -domains 1,2 -date 20050726 —cycle 00 —~length 30 -dset cfsrptile

Option Explanation

—domain 1,2 Process for both domain 1 and 2

—date 20050726 Start date of initialization data

—-cycle 00 Start hour of initialization data

-length 30 Prepare data for 30 hours (since 20050726 00:00)
—dset cfsrptile User cfs data

bDownloaded from http://iwaponline.com/ebooks/book-pdf/523747/wio9781780401263.pdf
v quest



Appendix C 215

This command may take some time to complete — anything from a few minutes to a few tens — depending on
your internet connection speed. Make sure that it does not produce any error messages before moving to the
next section.

Run the simulation

Running the simulation with default model parameters is surprisingly easy. However, to do a useful
simulation, it is always necessary to change the model parameters from default values. This is explained
later in this tutorial. For the moment let us be content with the default parameters. The command
ems_run —domains 1,2 will start your simulation.

Be preared to wait. It is usual for the simulation to take more than an hour. Do not close the terminal
window until the model has completed running. Following is how you can monitor the progress of your
simulation during this time.

Open a new terminal window, and do the following to monitor the progress of your model run:

cd /opt/wrf ems/wrfems/runs/Mumbai
tail -f rsl.out.0000

This will give you a running commentary of the model progress:

Timing for main: time 2005-07-26 21:29:10 on domain 2: 0.49510 elapsed seconds.
Timing for main: time 2005-07-26 21:30:00 on domain 2: 0.95303 elapsed seconds.
Timing for main: time 2005-07-26 21:30:00 on domain 1: 3.71809 elapsed seconds.
Timing for Writing wrfout d02 2005-07-26 21:30:00 for domain 2: 0.13994 elapsed
seconds.

Timing for main: time 2005-07-26 21:30:50 on domain
Timing for main: time 2005-07-26 21:31:40 on domain
Timing for main: time 2005-07-26 21:32:30 on domain
Timing for main: time 2005-07-26_21:32:30 on domain
Timing for main: time 2005-07-26 21:33:20 on domain
Timing for main: time 2005-07-26 21:34:10 on domain

.61399 elapsed seconds.
.47157 elapsed seconds.
.47762 elapsed seconds.
.56080 elapsed seconds.
.49284 elapsed seconds.
.48890 elapsed seconds.

NN P DN NN
O O N O O O

... wrf: SUCCESS COMPLETE WRF

Once you see the last line (SUCCESS COMPLETE WRF), you can rest assured that the simulation is
finished. If you want now close the terminal in which you ran the ems_run command.
The output files of the model are now stored in the wrfprd sub-directory. The command:

cd /opt/wrf ems/wrfems/runs/mumbai/wrfprd
1s

will give the following output:

wrfout d01 2005-07-26 00:00:00 wrfout d02 2005-07-26_00:00:00
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Post processing the results

There are numerous ways of post-processing WRF model output. However, again in this tutorial we will
cover one of the easiest. Issue the following command in a terminal: chimp mumbai .

The program will ask you for the choice of domain you want to open. Type the number and press Enter.
This will open the selected output file in the chimplot program (Figure C18).

[Automatic]

Figure C18 Chimplot main window (top). The windows for customizing plots (bottom).

Chimplot can be used to produce variety of plots of WRF output including contour plots of 2d variables
(e.g. rainfall), cross-sections of 3d variables (e.g. relative humidity) and time series plots (e.g. rainfall time
series for a given grid-point).

Plot rainfall

WREF simulation computes two types of rainfall: RAINC (rainfall output from cumulus parameterization)
and RAINNC (explicit rainfall output) — both accumulated values since the start of the simulation. In our
inner domain cumulus parameterization is switched off.
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You can confirm this by checking the file:

/opt/wrf ems/wrfems/runs/mumbai/conf/ems run/run physics.conf

for the parameter CU PHYSICS. It says CU PHYSICS=1,0 meaning cumulus parameterization is
switched on for the first (parent) domain and off for the second (child) domain. Therefore, to obtain the
total rainfall we can just plot RAINNC. Double click the RAINNC on the list of variables (Figure C19)
so that it will be displayed in the text box above. Select “Time” for looping variable. Then click the Plot
button. In a few seconds the button’s text will change to “Show”.

Click on “Show” button to view the plot. The time plot shown can be changed by pressing the “<<” and
“>” signs on the CHIMPLOT window.

- CHIMPLOT - %
File Autions Hely
NetCDF Variabl | OpenFile... | wrfout_d02.2005-07-26.00_00_00.nc [
| ACCUMULATED TOTAL GRID SCALE PRECI] Units: | {mm}) Plot Appearance... |
| RaINNC Format: | NetcDF - . = —
- Coefficents: |1 *X+ 10
QVAFOR pimensions:
QZo Time(s; 0 60 | 71 Average (o Index
RAINC P
Level(s): 00 Integral Index
Plot
REFD_MAX Latitude(s): |17.3624 207799 | [ | Average [ | Index
RHOZ MAX EEEE——
= Longitude(s): |71.0467 74. | m m New Plot
RHO2.MIN igitude(s) 046 6633 Average Index
RHOSN Coordinate pairs in 2 Dims: ["I Time [ | Level [ Latitude [ | Longitude
S10_MAX o -
[ Lat/Lon Cross-Section | Time A4 ] < | < > Interactive
Operation an Slices:
Choose Operation
| | | calculate!

Figure C19 Annotated view of the chimplot main window: (a) Variable list, (b) Selected variable, (c) Variable
for looping, (d) Controls for looping, (e) Plot button.

A better looking plot can be obtained by changing plot parameters (Figure C20 bottom).

Figure C21 shows a cross section plot of the cloud water mixing ratio (QCLOUD). This is obtained by
selecting the QCLOUD variable (which is 4d, meaning x,y,z and t), setting latitude to 17.81 (instead of the
range) and selecting Time as loop variable.

Figure C20 shows the accumulated rainfall time series at (74.2 E, 17.81 N). It can be plotted by selecting
the RAINNC variable and fixing latitude and longitude values (instead of range).

Another important feature of Chimplot is its ability to export data. After making a plot, just select
File->Save ASCII on the main menu, to do this.

Finishing off
To save your computers resources (e.g. Memory) its best not to leave it running, when you are not working
with the WRF-live system.
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RAINNC (mm) : 2005-07-26_00--2005-07-27_06_z=0 | Time = 60

/_)’ 600
500
20.2°N
< 400
19.4°N
1 300
18.6°N : L
L 2 4 200
17.8°N
100
17°N — 0
TI%E 71.8°E 72.6°E 73.4°E 74.2°E 75°E
Note: your plot may show slightly different.
> ChimPlot Plot Appearance *
File
Contour Levels: Line Type and Width: Axes Limits:
1060050 | solid v |15 | tinecolor | X (7175 | w1721
Specified as: |+—- .
; e v Map P :
Number of Levels Line Marker: S None PP ERORhY
s [ " | Mercator v
(&) Min Max Step Legend Text: | [Automatic]
Explicit Levels Plot Main Title:  [Automatic] Ticks (Min Max Step):
.|
X 171,75,05
2D Plot Type: Contour Labels 70
= |
| Filled Contours v | Vector Scale . Log Scale ¥Y: 117,21,05
Colormap: LR -
s | - | M Invert Default ‘ Accept! I
Pt o Add White : '

Figure C20 Accumulated rainfall (RAINNC) at the end of the simulation (top). The parameters used to obtain
this plot (bottom).

Just close the VMware window.VMware will ask to confirm whether you would like to “suspend the
Vistual Machine and exit”. Just say yes and this will save the status of WRF-live system in your
computer’s hard drive. (This will take a minute or so, so please be patient after closing the window).
After letting this process complete, you can safely shutdown your (parent or host) computer.
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QCLOUD (kg kg-1) *1000.0 : 2005-07-26_00--2005-07-27_06_y=5.0 | Time = 48
25 T r T T r T T
201
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€ 1
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8 |
£ 10| 0.6
>
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71.5 72.0 72.5 73.0 73.5 74.0 74.5
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Note: your plot may show slightly different.
[~ ChimPlot Plot Appearance — e
File
Contour Levels: Line Type and Width: Axes Limits:
[01.5.1 | [solid |« 115 | tinecolor | | w12 |
Specified as: ) [None. |l .
~ Number of Levels Line Marker: | None s NEp ErppOn: —
) Min Max step Legend Text: | (Automatiq | =z &
" Explicit Levels Plot Main Title: _ [Automatic] Ticks (Min Max Step):
XA [
2D Plot Type: Contour Labels —
[Filled Contours v VectorScale: U - [ ItegScale Yit | [Auto]

Vector Key Length: f?l
Colormap:

[Spectral | &invent I Default J | Accept! |

= I Add White

Figure C21 Cloud water mixing ratio (g/kg) along a longitudinal cross-section (at 17.81 N) after 24 hours of
start of the simulation (top). The parameters used to obtain this plot (bottom).

Getting files out

For all practical purposes, WRF-live system is a separate “virtual” computer, having its own file system.
There are situations in which you would like to export some files (say simulation results or an
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image file). This can be done by setting up a shared directory between the WREF-live system and the
host computer.

Select “Virtual Machine -> Virtual Machine settings” on the VMware window. A new window
will pop-up Select the “options” tab and choose “Shared folders” option. Set “Folder Sharing” to
enabled. Click “Add” button to add a directory on the host computer to the share list. Say you select
“Desktop” on your host computer, then, it will appear as: /mnt/hgfs/Desktop on WRF-live system.
Any file you copy to /mnt/hgfs/Desktop within the WRF-live system will appear automatically on
your desktop.

C.6 WHERE TO GO FROM HERE

We have taken a whirlwind tour of the WRF-live system to learn the elementary use of WRF model. As
stated at the onset, our objective for this task was to learn how to operate WRF model in a PC. We did
not cover many topics that are extremely important in order to use WREF effectively for research or
operational purposes. There are many excellent resources out there that can be used to learn the proper
use of the model. We will make some recommendations later in this section.

Utilizing multiple processor cores

Many modern computers, even laptops, have more than one processor core. WRF model can very efficiently
utilize these to speed-up simulations. Here’s how to do this in WRF-live system:

First, find out how many processor cores your computer has. For typical consumer computers, this is
either one, two or four. Usually this is indicated in the computer’s documentation (printed or online). If
you have only one core, skip reading this section.

There are two steps: First you have to get Vmware to use multiple processor cores to run WREF-live
system. Then you have to tell the WRF model to use those four cores when running a simulation.

Step 1I:
First, shutdown the WRF-live system: Open a terminal and type the following:
sudo /sbin/shutdown —h

This will ask your password (remember the original password for WRF-live is “wrf”). The command will
shutdown the WRF-live system.

Then go to the WRF-live directory (Where you copied WRF-live files before staring the tutorial) and edit the
file RUN.bat with notepad (Write click on the file and select “Edit”).

If you have four processor cores change as follows:

RUN.bat file for a single processor RUN.bat file for four processor cores
A\ system\WRF_live.vmx rem .\ system\WRF_ live.vmx

rem .\ system\WRF 1live-2CPU.vmx rem .\ system\WRF_ 1live-2CPU.vmx
rem .\ system\WRF live-4CPU.vmx A\ system\WRF 1live-4CPU.vmx

exit exit

Now when you start WRF-live by clicking on RUN.bat file, the VMware will utilize all four cores.
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Step 2:

Use the domain wizard to create the simulation domain (say “mumbai”). Then in WRF-live system, use the
file manager to navigate to the directory: /opt/wrf ems/wrfems/runs/mumbai/conf/ems run and edit
the file run_ncpus. conf (Double clicking on the file will open it for editing.) Make the following changes
in the middle of the file (from line 105 to 110):

Original run_ncpus.conf file Run_ncpus.conf using
four processor cores
# godown in flames. And flames is #godown in flames. And flames is never goodunless
never good unless you'regrill'n you're grill'n something.
something.
# #
REAL NODECPUS=local:1l REAL NODECPUS=local:1l
WRFM NODECPUS=local:1l WRFM NODECPUS=local:4
# 2. DECOMP (Possible values 0, 1, # 2. DECOMP (Possible values 0, 1, or 2; Note
or 2; Note changes fromV3.0) changes from V3.0)
# #

Then save the file. Now the “mumbai” simulation will use four processor cores to run.

Do we need VMware?

The purpose of VMware in this tutorial was to run Linux system on top of a windows system. While this
made our lives much easier, but not having to fiddle with the computer too much, it is not the most
efficient way of running WRF model. When you use VMware, two operating systems (Windows and
Linux) share valuable resources like memory and the CPUs. This is fine if you just wanted to complete
this tutorial, or want to run a few small WRF simulations. However, if you want to use the model for
research, you may end up using it more often. In this scenario, our suggestion is to install Linux without
using VMware. While this is more complicated, it is not too difficult to do. Install an easy to use,
modern Linux distribution like Mint-Linux, or Ubuntu. Then copy the /opt directory with all its content
to the new system. Also copy the file /home/wrf/.cshrc to your “home directory” in the new system.
If needed get the help of someone who knows a bit of Linux to do this. Linux these days can be safely
installed alongside Windows.

Chimplot and others

Chimplot (http: //www.lmd.polytechnique.fr/chimplot/), as you have already seen is a really user-friendly
plotting system for WRF. However, the tool is still at its infancy. Check the website of the tool to see whether
the author has released a new version that may include new features.

However, there are many other capable plotting programs available for WRF. Vapour is a 3D
visualization system (http://www.vapor.ucar.edu/) that can be used to produce beautiful 3D animations
from WRF output. It can be run on windows too. You can export the output of wrf model from wrfprd
directory to windows and use Vapor to visualize it. Another tool is RIP (http://www.mmm.ucar.
edu/wrf/users/docs/ripug.htm) which is already installed in WRF-live system. Yet another is NCAR
command language (NCL - http://www.ncl.ucar.edu/) that is a scripting language to produce plots from
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WREF output. There are many example scripts on WRF web site. Unidata’s Integrated Data Viewer (IDV) is a
freely available, multiplatform visualization and analysis tool that can view WRF output. Finally, general
purpose mapping and plotting tool like GMT (http://gmt.soest.hawaii.edu/) can be used to produce
maps with WRF output (http://assela.pathirana.net/Plotting_ WRF_Model_output_with_ GMT_%
28Generic_Mapping_Tools%29).

More information

As stated before there are some excellent online sources to help you to learn WRF model. Our first
suggestion is the “The National Weather Service Science Operations Officers Science and Training
Resource Center (NWS-SOO-STRC)” (http://strc.comet.ucar.edu/software/newrems/). In WRF-live
system we use the WRF binaries and other tools (collectively known as STRC-EMS) provided by
NWS-SOO-STRC as is. STRC-EMS users guide describes in detail, various EMS commands (ems_prep,
ems_run, etc.) and all the parameter files that can be changed to customize a simulation. For example,
run_physics.conf file lists all the WRF physics options. (e.g. Cumulus parameterization, cloud
microphysics and planetary boundary layer parameterization choice.) For any serious use of WRF model,
changing such parameters is routinely needed.

The next source for information is the WRF official documentation available at Mesoscale and
Miscroscale Meteorology Section of University Cooperation for Atmospheric Research (UCAR) (http://
www.mmm.ucar.edu/wrf/users/). Particularly useful are the “Technical description of ARW”, WRF
Dynamics and Physics Document. But, be careful when reading WRF User’s guide available in this site,
for it describes a different (classical) way of using WRF model than that of STRC-EMS system that we
have adopted for this tutorial. While simulation results will be identical, technical details of running the
model components are quite different in the two systems.
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