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Abstract

Wastewater treatment processes are inherently dynamic because of the
large variations in the influent wastewater flow rate, concentration and
composition. Moreover, these variations are to a large exteipossible

to control. The adaptivéehaviour ofthe involved microorganisms
imposes further difficulties in terms of time-varying procpasameters.
Mathematical models and computer simulations are essentiastwibe,
predict and control theomplicated interactions ahe processes. The
number of reactionand organism species that are involved ingystem

may be very large. An accurate description of such systemtheeafore
result in highly complex models, which may not be very useful from a
practical, operational point of view. The thesis contains a thorough discus-
sion on aspects concerning the mathematical modelling oadheated
sludge, sedimentation and biofilm processes.

A reduced order dynamic model, describing an activated slpigpess
performing carbonaceous removal, nitrificatimmd denitrificationwith
reasonable accuracy, is presented. The main objective is to combine know-
ledge of the process dynamics with mathematical methodsstonation

and identification. The identifiability of the model is investigatstg

both off-line and on-line methods, and its dynamic behavioualidated

by simulations of a recognized model. The information required by the
identification algorithms are based on directly measurable realetatae

The simplified model may serve as a tool for predicting dingamic
behaviour of an activated sludge process, since the parameters can be
tracked on-line during varying operating conditions. The modainsed

for operation and control purposes as an integral part lmemarchical
control structure.

The main objective of the work on settler modelling is to support and
enlighten recent theoretical results. A new settler model is compared to a
traditional layer model by means of numerical simulations. Emphasis is put
on the numerical solution’s ability to approximate the analytical solution of
the conservation law written as a non-linear partial differeatahtion.

The new settler model is consistent in this respect. Several protilatns
occur when integrating a model of the biological reactor with a model of



Y Modelling Aspects of Wastewater Treatment Processes

the settler are also discussed. garticular,the concentrations of the
biological components of the particulate material are of importance for an
accurate description of the sludge that is recycled to the biological reactor.
Two one-dimensional algorithms have been evaluated. Thalystithm

is commonly used and some of its inherent problems are discussed. The
second algorithm, which is preferred, is a new analytically derived method.

Few attempts have been made to take into account the influence of higher
order organisms in biofilm systems when developing or appiyiathe-
matical models. This work describes a simplified modelling approach to
include some possible effects of higher order organismstaofication,
based on a proposed hypothesis of their oxygen consumption in the
biofilm. Three different models are developed andestigatedModel
simulations are validated using data from a laboratory experiosamg
continuous-flow suspended-carrier biofilm reactors, wlibeepredators
were selectively inhibited. The proposed models are capalbépaoiduc-

ing several of the observed effects. They are primarily aimedgtiring

the steady-state behaviour of the biofilm but may also prove to be a useful
basis for describing the dynamics of the process.



Preface

This thesis contains my work dvlodelling Aspects of Wastewater Treat-
ment Processest the Department of Industrial Electrical Engineering and
Automation (IEA), Lund Institute of Technology, Lund, Sweden. In order
to improve thecomprehensibility ofthe thesis it is divided intéve
different parts, where Part | and Part V contai@emeral Introduction to
MathematicalModelling and Conclusions respectively. Part Itontains

my work in the field ofModelling the Activated Sludderocess Part Ili
deals withModelling the SettlingProcessand Part IV contains some new
aspects of importance whé&hodelling BiofilmProcessesAlthough the
different processes are related and in practice normally combined within a
wastewater treatment plant, | believe that this division will makaster

for the reader to locate areas related to his/her special interests.

Several parts of the work presented in this thesis have previbasty
published in or submitted to international journals, or presentateat
national conferences and workshops. A list of the relevant references in
chronological order is given below.

Main Papers

[1] Jeppsson, U. (19930n the Verifiability of the ActivateSludge
SystenDynamics Licentiate’s thesisSCODEN:LUTEDX/(TEIE-
1004)/1-177/(1993), IEA, Lund Inst. of Tech., Lund, Sweden.

[2] Jeppsson, U., Olsson, G. (1993), “Reduced Order Models for On-
Line Parameter Identification of the Activated Sludgyecess”.
Wat. Sci. Techvol. 28, no. 11-12, pp. 173-183.

[3] Jeppsson, U. (1994), “Simulation and Control of thativated
Sludge Process — a Comparison of Model ComplexRybc.
IMACS Symposium on Mathematid&bdelling, (I. Troch and F.
Breitenecker eds.), Technical University Vienna, Vienna, Austria,
vol. 3, pp. 444-451.



Vi

[4]

[5]

[6]

[7]

[8]

[9]

[10]

[11]

Modelling Aspects of Wastewater Treatment Processes

Olsson, G.,Jeppsson, U. (1994), “Establishii@puse-Effect
Relationships in Activate&ludge Plants — what Can Be
Controlled”.Proc. 8th Forum Appliediotechnology Med. Fac.
Landbouww., University of Gent, Gent, Belgium, vol. 59, pp.
2057-2070.

Diehl, S., Jeppsson, U. (1995), “Simulation Model of the
Reactor—Settler Interaction in Wastewater Treatment”. Paper VI in
Conservation Laws with Application to Continudssdimenta-
tion. Ph.D. dissertation by S. Diehl (ISBN 91-628-1632E9pt

of Mathematics, Lund Inst. of Tech., Lund, Sweden.

Jeppsson, U. (1995), “A Simplified Control-Oriented Model of the
Activated Sludge ProcessVlathematical Modelling oBystems,
vol. 1, no. 1, pp. 3-16.

Jeppsson, U., Diehl, S. (1995), “Validation of a Rolbghamic
Model of Continuous SedimentatiorProc. 9th ForumApplied
BiotechnologyMed. Fac. Landbouww., University of Gent, Gent,
Belgium, vol. 60, pp. 2403-2415.

Jeppsson, U., Lee, N., Aspegren, H. (1995), “ModelNigro-
fauna Influence on Nitrification in Aerobic BiofillRrocesses”.
Proc. Int. IAWQ Conf. Workshop on Biofilm Structu&owth
and DynamicsDelft University of Technology, The Netherlands,
pp. 77-85.

Diehl, S., Jeppsson, U. (1996), “A Model of the Settler Coupled to
the Biological Reactor”. Submitted Wat. Res

Jeppsson, U., Diehl, S. (1996), “An Evaluation oDgnamic
Model of the Secondary Clarifier”. Accepted for presentation at
Water QualityInternational '96, IAWQ 18th Biennialnter-
national ConferenceSingapore, June 23-28.

Jeppsson, U., Diehl, S. (1996), “On the Modelling of the Dynamic
Propagation of Biological Components in the Second:Aayi-
fier”. Accepted for presentation &Yater Qualitylnternational
'96, IAWQ 18th Biennial Internationaonference Singapore,
June 23-28.



Vil

Subsidiary Papers

[12]  Aspegren, H., Andersson, B., Olsson, G., Jeppsso1(1290),
“Practical Full Scale Experiences of the Dynamic8umflogical
Nitrogen Removal’Instrumentation, Control and Automatioh o
Water and Wastewater Treatment and TransiBydtems (R.
Briggs ed.), Pergamon Press, London, England, pp. 283-290.

[13] Jeppsson, U. (1990), “On-Line Estimation of tR#&rosomonas
and NitrobacteConcentrations in a Nitrification Process”, (in
Swedish).Technical ReportCODEN:LUTEDX/(TEIE-7025)/1-
93/(1990) IEA, Lund, Sweden.

[14] Jeppsson, U. (1990), “Expert System for Diagnosis ofAitte
vated Sludge Process”, (in Swedishgchnical Report, CODEN:
LUTEDX/(TEIE-7026)/1-83/(1990)EA, Lund, Sweden.

[15]  Jeppsson, U(1994), “A Comparison of Simulation Software for
Wastewater Treatment Processes —C®ST 682 Program
Perspective”Technical ReportCODEN:LUTEDX/(TEIE-7078)
1-12/(1994) IEA, Lund, Sweden.

[16] Olsson, G., Jeppsson, U. (1994Modelling, Simulation, and
Identification Technologies'Invited paper, WateEnvironment
Federation (WEF), 67th Annu&onference Chicago,lllinois,
USA, Oct. 15-19.

[17] Ayesa,E., Carstensen, J., Jeppsson, U., Vanrollegheiop6),
“Identification of the Dynamic Processes in WWTP &uwhtrol
of WWTP”. COST 682:Environment (D. Dochain, P. Van-
rolleghem, M. Henze eds.), European Commisdinrectorate-
General XlI: Science, Research and Developnmamntembourg,
pp. 89-104.

[18] CarstensenJ., Vanrolleghem,P., Ayesa, E.,Jeppsson, U.,
Urrutikoetxea, A., Vanderhaegen, B. (1996), “Objective Functions
for Wastewater Treatment Design and Operati@O.ST682:
Environment (D. Dochain, P.Vanrolleghem, M. Henzeds.),
European CommissionDirectorate-GeneraKIl: Science,
Research and Development, Luxembourg, pp. 105-108.



Vil Modelling Aspects of Wastewater Treatment Processes

[19] Vanrolleghem, P., Jeppsson, U. (1996), “Simulators for Modelling
of WWTP”. COST 682:Environment (D. Dochain, P. Van-
rolleghem, M. Henze eds.), European Commisdirectorate-
General XlI: Science, Research and Developmamntembourg,
pp. 67-78.

[20] Vanrolleghem,P., Jeppsson, U.Carstensen]., Carlsson, B.,
Olsson, G. (1996), “Integration dWWT Plant Design and
Operation — a Systematic Approach Using CBsnctions”.
Accepted forpresentation aWater Quality International96,
IAWQ 18th Biennial Internationdaonference SingaporeJune
23-28.

Comment

For reasons osimplification,the above papers are scarcedyerenced
explicitly within the thesis although they are all included in Bitgio-
graphy to provide a complete description of the used sources. Instead, their
main contributions to the thesis are listed below.

Of the main papers, my licentiate’s thesis [1] is the basic source for my
research on modelling of the activated sludge process and has consequently
strongly influenced the contents of Chapters 2, 3 and 4. Chafueh8r

covers material from [4] and parts of Chapter 4 are also discus§&d in

[3] and [6]. Chapters 5 and 6 cover material from [5], [7], [9], [10] and
[11], while [8] is the initial work that has been extended in Chapter 8.

The influences of the subsidiary papers are more difficult to define (as they
are subsidiary). Chapters 2 and 3 are to some degree influenced by con-
cepts presented in [15], [16], [17], [18], [19] and [20], while [12], [13] and
[14] contain some ideas that have been incorporated into Chapter 4.
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Axioms of Modelling

Three fundamental axioms to consider for everyone working with the
development of mathematical models and model simulationsuanena-
rized below. The pictures are from Ljung and Glad (1991).

Note! No figure available.

Pygmalion: King of Cyprus, who was alsof@amous
sculptor. He fell in love with one of his sculptures and
pleaded with the gods to bring it to life.

Axiom 1: Do not fall in love with your model.
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Note! No figure available.

Procrustes’ bed

Procrustes: A robber in Greek mythology known for his
bed where hetorturedthe people he caught. He
stretched those who were too short until they fitted the
bed, and he cut off the legs and the head of those who

were too long.

Axiom 2: Do not try to adapt reality to your model.

Note! No figure available.

Axiom 3: Do not extrapolate your model’s region of
validity too far.
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Chapter 1

Introduction

All forms of life are dependent on water. The most promitliesdries
claim that life on this planet first developed in the surface layer of the
prehistoric oceans approximately three billion years ago. Humsidhs
spend the first nine months of their development completely surrounded by
water and during an early phase of the growth of the fetugvetlops
rudimentary gills. The human body consists of approximately é/btér

and requires 2-3 litres of drinking water daily to maintaihealthy
balance within the body (during normal conditions). The immense quantity
of water, covering 71 % of the earth’s surface to a mean depth of 3.8 km,
measures in volume abolit4-10 km3. But only a maximum ofbout
0.3% of the world’s total water resources is available for human usage.

In comparison with other life forms, man has a greater influence on the
guality of the water around him. Man’s influence is both negative and
positive. Pollution, depletion of natural water resources andeheziora-

tion of living conditions for other life forms are products of man’s modern
society. Nature’'s own self-cleansing mechanisms have been adopted by
man to treat the wastes which are generated in his increasidgstrial
society. As abundant supplies of clean, fresh water become soaree,

the need to protect these sources become more acute. The lelelarof
drinking water is today probably the single most important factor for the
spreading of various diseases in many parts of the world, leading to the
deaths of thousands of people every day. On many occasionshavars
been initiated as a result of disagreements over the use of natieal
resources.

The need for various aspects of sanitary engineering haséemgmnized
for thousands of years. References are made in the Bible to sanitation laws
and some ancient structures, such as the Cloaca Maxima built be the
Romans more than 2500 years ago, are still in use today (Fuhrman, 1984).
Epidemics like the Black Plague showed mawidnerability to poor
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hygienic conditions. Sir John Harington’s invention of the flush toilet in
1596 was a significant technical development in the quesiijomoved
hygienic conditions (although an arguable claim today) but its use was not
common until much later. Prior to the mid 1800s there was little treatment
of wastewaters asgnost utilities wereconstructedonly for drainage
purposes. The more general introduction of the flush toilet around the turn
of the century led to a dramatic decrease of sanitary problems within the
cities but instead created another problem — heavily polltgeeiving
waters. This initiated much of the development of wastevisgatment
systems.

Today, modern and environmentally developed cities utilize sesage
collection systems to collect and transport all types of wastewfabens
homes, businesses and industries to wastewater treatment faCloes.
at the treatment plant, the wastewater is exposed to diffprecesses
which can remove most of the pollutants. The degree to whichabie-

water must be purified depends on the ability of the recipieattept,

without harm, the effluent. In Figure 1.1 the developmenvadtewater
treatment systems in Sweden in recent years is illustrated.

Note! No figure available.
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Figure 1.1 The development ofthe Swedish wastewatetreatment
systems in urban areas from 1965 to 1990 (Hultman, 1992).

Modern wastewater treatment (WWT) techniques have been in use for over
a century. Many different processes have been developed and many varia-
tions tested. The activated sludge process and processesbiagiings

(i.e., biological treatment) are two of the most common processss
today. Practically all wastewater treatment systems also use sedimentation
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at some stage of the treatment process, to separate the solid matter from the
liquid in a suspension. Some aspects of these three fundamental processes
have been investigated from the viewpoint of mathematical modelling and
will be presented in this work.

1.1 Motivation

Wastewater treatment processes can be considered as theifrahgssy

in terms of treated mass of raw materials. In the European Community, for
instance, a daily wastewater volume of approximately 40rthas to be
processed (Lens and Verstraete, 1992). However, studies have thlabwn
even well attended WWT plants fail to meet the required efflgeality
standards up to 9% of the operation time (Berthouex and Fan, 1986), not
including the short upsets lasting less than one day. TheBu&.on-
mental Protection Agency estimated that one out of three treatvods

were not in compliance with discharge limitations (Ossenbruggeah,
1987), and in Germany and the Netherlands clarification probhesmes
found to occur in almost half of the evaluated treatment plants (Chambers
and Tomlinson, 1982). Besides poor design, overloading and inadequately
trained operators, a lack of process control leading to excesiivent
guality variations, was reported as the main cause.

A closer look at the current operation of wastewater treatment plants shows
that automation, while introduced in the late sixties, can still be considered
minimal. Few plants are equipped with more than a &ementary
sensing elements and control loops, mostly concerning flow metering and
control, and formonitoring the basic planfperformance ovetonger
periods of time. Since the early seventies, when a major leap forward was
made by the widespread introduction of dissolved oxygen cofittiel,
progress has been made. A number of reasons for this |ac&tmimen-
tation, control andautomation(ICA) have been put forth (Beck986;
Olsson, 1993):

» UnderstandingInsight in the treatment processes is stluffi-
cient and there is a lack of suitable mathematical models.

* Inadequatanstrumentation Non-existent or insufficientlyeli-
able technology.

* Plant constraintsinapt and insufficient flexibility tonanipulate
the process.
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« Economic motivatianThere exists a lack of fundamenkalow-
ledge concerning benefits versus costs of automiagatiment
processes. In addition, WWT processes are not productive and
automation can only contribute to a decrease of operatisty
but does not directly lead to increased profit.

« Education andtraining: Operators are not alwayslequately
trained to operate advanced sensor and control equipment and
most environmental engineers would need more basder-
standing of process dynamics and control in ordepjareciate
the potential of ICA.

« Communication The interaction between operatodgsigners,
equipment suppliers, researchensd governmentregulatory
agents is often unsatisfactory and leads to poorly designed plants.

Over the last decade, the increased public awareness, as refletieck in
stringent effluent regulations, has considerably increasectthgrements
Imposed on treatment plants. Not only the organic carbon pollution of a
wastewater must today be eliminated but also nutrients (i.e., nitrogen and
phosphorus). With biological nutrient removal being the nezsthomic

way of treatment (in most cases), rather complex proo&sgurations

have resulted. The numerous interactions that occur amordjfbeent

unit processes and the fact that the biological potential is taken to its limits,
lead to nutrient removal plants being quite vulnerable to extersiair-
bances or erroneous manipulations. Hence, the increased complexity is a
major driving force for the introduction of advanced instrumentabian

can provide the necessary information of the process condition. Moreover,
as process complexity increases, more possibilities are required to act upon
the process to guarantee satisfactory treatment performance. Finally, the
increasing number of measured and manipulable variables gives rise to
more complex control systems that take advantage of the new possibilities.

Many wastewater treatment plants are presently operated according to
predetermined schemes with very little consideration to the variations of

the material loads. Using on-line sensors for on-line control obpkea-

tion of the plants may enhance the ability to comply with assigned effluent

standards. In general, a better understanding of the dynamic behaviour of
the process, adequate mathematical models and an on-line identification of
model parameters and influent loads in combination with the use of control

systems have significant potential for solving operational problems as well

as reducing operational costs. In addition, this knowledge may be used for
reduction of volume holdings in the design of the plants tcobstructed

in the future.
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Control of wastewater treatment plants relies on four building bl(sses
Figure 1.2):

 insight in the plant operations and dynamics summarized in an
appropriate mathematical process model;

» sensors that provide on-line data from some of the owigux
ables of the process and disturbances acting upon it;

» adequate control strategies which try to minimize deviations from
the control objectives;

 actuators which implement the controller outputs on the plant.

Disturbances
Objectives Control U _ Y Outpgts
-~ system = Actuators = Pant P>

‘,
Sensors [«
e

Figure 1.2 Schematic description of the control chain oWastewater
treatment plant (Vanrolleghem, 1994).

It must be realized that probably the most critical phase in the solution of

any control problem is in the modelling stage. This is because nearly all

control techniques require a knowledge of the dynamics of the system to be
controlled before an attempt can be made to design a controller for it. This

means that the primary building block of any modern control exercise is to

construct and identify a model for the system to be contrdledeover,

the quality of the control system obtained depends on the designer’s under-
standing of the given system’s dynamics and its limitations.

Many model construction and identification studies are conductieg
general linear statistical modedsd corresponding identificatioalgo-

rithms. It is easy to assume more or less complete ignorancsystean

and then let a general algorithm find an empirical model fof hts
approach works fairly well on linear processes but a vast number of
Important systems (such as wastewater treatment processes) cannot be
described adequately by linear equations. Another disadvantage of such an
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approach is that it gives no or very little physical information about the
system in question.

It is currently not possible to model and identify generah-linear
systems because of their great variety and because of their structural com-
plexity. There are numerous non-linear systems which musoieolled

in the present industrial world. Thus, it is important to develop methods to
model non-linear systems and to estimate the model parameters. Once the
models are available, it is also important to investigate how they can be
used to establish an understandamgl an effective control of thelevant
system.

The behaviour of biotechnological processes occurring in a bioreactor has
a complexity unparalleled in the chemical industry. As a consequence, its
prediction from information about the environmental conditions is
extremely difficult. The number of reactions and organism species that are
involved in the system may be very large. An accurate description of such
complex systems can therefore result in quite involved models, which may
not be useful from a control-engineerwvigwpoint. We cansummarize
some of the major problems when trying to model WWT processes in
general as follows:

 lacking process knowledge (e.g., biofilm structure changes, hydro-
lysis, flocculation, settling characteristics);

» several different unit processes interconnected by various internal
feedbacks;

* macroscopic modelling of microscopic reactions;
 highly non-linear processes;
* non-stationary processes;

 time varying process parameters (due to the adaptive behaviour of
living organisms to changing environmental conditions);

 practically non-controllable and highly variable process inputs;
» lack of adequate measuring techniques.
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1.2 Objectives and Contributions of the Thesis

Current research in the area of wastewater treatment process modelling is
among other things concerned with the following items (Ols$993;
Vanrolleghem, 1994; Henzt al, 1996):

* Incorporation of the latest scientific insights in thaifferent
processes Significant effortsare made to modeimportant
processes, such as the
1) phosphate removal;

2) hydrolysis of substrates;

3) fate of biopolymers;

4) sedimentation process with special emphasisheninter-
action between the biological phenomena suchilament
growth and settling properties of the sludge.

« Identifiability: A discrepancy has developed between the amount
of data needed to identify the increasingly complex models and
the amount of information that can be obtained from the process.
Especially if only on-line data can be used for madenhti-
fication, serious problems may occur when trying to findque
parameter estimates. Even the combination of on-line and off-line
data may be insufficient for accurate modelling. Current research
Is therefore directed towards the development of new monitoring
equipment and off-line methodologies adapted to the information
need of the complex models.

 Verifiability: The mathematical models that have been introduced
recently are the result of fundamental studies aimed at elucidating
the mechanisms of certain microbial processes. To explain the
detailed experimental findings more precisely, state variables and
parameters that are not directly measurable (e.g., dutieso-
trophs), have been introduced in the models. Hence, since verifi-
cation of a model requires that all model predictions ofstae
variablescan be compared witlexperimental datacurrent
models have become intrinsically non-verifiable.

* Model reduction for processontrol The identifiability and
verifiability problems mentioned above means ttatsiderable
efforts must be devoted to thaevelopment ofnew sensor
technology and experimental methods so that the medels
may be used in model-based control systems.alkernative
approach which attracts muddttention is directed to the
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reduction of the complexity of existing mechanistic models. The
reduction is carried out to such a level that on-identification

with existing sensor technology is feasible while maintaining the
necessary predictive capabilities of the major phenomena in the
process.

In a broad perspective, the objective of this thesis is to atifferent
aspects of all the four items discussed above. As the various processes in
wastewater treatment are closely related (activated slsegenentation

and different types of biofilm processes), it is the aim of this thesis to
provide a good overview of the processes and in detail investigate
important modelling possibilities for each system. The introducedels
should provide an adequate basis for future model development and refine-
ments and also fulfil a potential need for different practaggdlications

within the wastewater treatment industry.

The main objective of the work on activated sludge modelling is to
combine knowledge of the process dynamics with mathematiettdods

for estimation and identification, in order to obtain the simpgbessible
models capable of describing the carbonaceous and nitrogactouses

in the process with reasonable accuracy. The objective of the models is that
they should beidentifiable from available on-linemeasurements and
thereby provide a basis for futuoevelopment of morsophisticated
control strategies, such as feed-forward, adaptive and other types of model-
based control. Due to the time varying characteristics of the process it is
essential that the model parameters can be uniquely updated on-line. In
order to make the reduced models more comprehensible and easy to use it
Is also important to maintain the basic mechanistic structure and model the
reactions in a simplified but still physically reasonable way.

The behaviour of the secondary clarifier is often reported to be a bottleneck
of the AS process. The need for adequate models is apparertightye
complex two andhree-dimensional modekhat have recentlpecome
available are still too complex to be used in practical simulations and are
difficult to integrate with bioreactor models. The majority of usettler
models areone-dimensional layer model$he objective of thighesis
within the field of settler modelling is to enlighten and demonstrate the
benefits of using a stringent mathematical analysis as the basmdi
development. The model should not contain adyhocassumptions and
predictions should be consistent with the analytical solution of the con-
tinuity equation, on which it is based. Moreover, it should be as simple as
possible, computationally efficienand easy to combine witimodels
describing the bioreactor.
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Effects due to higher order organisms in biofilm systemsnarenally
neglected in current biofilm models, although it is known that the
organisms play an important role. The objective of the biafiladelling

in this thesis is to introduce new knowledge (or a new hypothesis) into a
biological model in an attempt to explain recent experimdmtdings
concerning thanfluence of higher order organisms on thigification
capacity of aerobic biofilms. However, as biofilm models extemely
complex in their current forms, a related objective is to describe the
observed behaviour in a simplified manner.tAs amount ofnformation

from the experimental system is limited, the primary aim is only to extend
an existing model to explain the steady-state behaviour of the process.

The main results of this thesis are summarized in Chapter 9 together
some suggestions of topics for future research. The major contributions of
the thesis are given below.

 The development of a set of reduced order models foadtie
vated sludge process aimed at control applicationdetailed
analysis of theidentifiability propertiesand generadynamic
behaviour of the models are given together withnaestigation
of both off-line and on-line methods for state and paranester
mation using currently available on-line measurements.

» A thorough evaluation of different one-dimensional settler models
with respect to consistency and robustness. In particular, the coup-
ling between a bioreactor model and a new robust settbelel,
derived from a stringent mathematical analysis based only on the
constitutive assumption by Kynch, is presented in deTduis
modelling of the entire AS process includes the prediction of the
concentrations othe individual biological components disey
propagate through the settler.

* A set of preliminary attempts to include the influencéhigiher
order organisms on aerobic biofilm systems into existing bio-
logical models, without increasing the model complexity in any
significant way. The modelling approach is based oroiygen
consumption of higher order organisms within the biofilm and
will be further investigated in the future.

The thesis also includes an extensive bibliography, summarizing much of
the innovative work performed within the field of modellwgstewater
treatment processes, which the interested reader can use as a basis for
further literature studies.
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Finally, it is believed that the thesis (at least parts of it), with regard to its
rather broad perspective on mathematical modelling of processes related to
wastewater treatmenmay serve as a gootroductionfor graduate
students, when starting their work within this important field of research.

1.3 Outline of the Thesis

An interdisciplinary approach is often required to unders@ordplex
systems such as wastewater treatment processes. Unfortunately, within the
field of wastewater treatment there appears to be a division between people
working primarily with the process itself and people working wnththe-
matical modelling and control aspects of the process. To enhance the
understanding of this thesis for readers with different backgrounds, the
basics of mathematical modelling are reviewed in Chapter 2lesctip-

tions of the investigated processes are included in Chapters 3, 5 and 7.
Although this approach increases the scope of the thesis, it is believed to be
beneficial in terms of allowing readers from different research fields to
understand the purpose of the work better.

The thesis is organized in five different parts in order to make the content
more comprehensible and also to make it easier for the readtmrate
areas related to his/her special interests. These five parts are:

 Part | (Chapters 1 and 2). Genemafroduction to problems
related to wastewater treatment and various aspeatsatfe-
matical modelling;

« Part Il (Chapters 3 and 4): Problems and possibilities related to
modelling of the activated sludge process, focusingeatuced
order models for future control applications;

« Partlll (Chapters 5 and 6): Capabilities of one-dimensional layer
models for an accurate description of the behaviour of the secon-
dary clarifier, focusing on an analytically derived model using a
consistent numerical algorithm;

o Part IV (Chapters 7and 8): Possibilities of including the
influence of higher order organisms on aerobic biofilms into a
biological model in a simplified manner, validated against experi-
mental data;

« Part V (Chapter 9): Conclusions and future perspectives.
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In Chapter 2 we introduce several concepts relatednabhematical
modelling. A strategy for model building is presented together with a
thorough discussion on model validation. Methods for matieicture
evaluation, model reduction, model identifiability, stated parameter
estimation, etc., are reviewed. A small example is also used to demonstrate
some of the problems related to mathematical modelling.

Chapter 3 provides a detailed background of the activated s(@®)e
process — the historical development, different types of processes available,
and a review of the research within the field of modelling leading up to the
models used today to describe the mechanisms of the AS process. The
IAWQ AS Model No.l is studied in detail. Finally, variopsoblems
related to the AS process, such as the lack of proper sensor technology and
the limited flexibility of the process for control purposes, are discussed.

Chapter 4 deals with reduced order models for the AS process. Two
reduced order models are developed (based on the IAWQ model) and
investigated by means of numerical simulations. The identifiability pro-
blem is considered and the behaviour of the reduced models are compared
with results of the IAWQ model for different operatiogndtions. State

and parameter estimations are performed by both off-linecarte
methods, using the IAWQ model as a reference model.

The fundamentals of settler modelling are described in Chapter 5. The
conservation law, which is the basis for all mechanistic settler models, is
thoroughly presented from a mathematical viewpoint. The development of
one-dimensional layer models is discussed together with probé&ated

to the settling velocity functions used in these models, leading up to the
models commonly used today. Finally, a new robust settler model that is
derived using the knowledge of the analytical solution ofcibr@inuity
equation and Kynch’s constitutive assumption only, is described in detail.

In Chapter 6 problems related to the coupling of a settler model to a model
of the bioreactor are investigated. A detailed analysis of the behaviour of
the robust settler model compared with other one-dimensional models is
carried out by means of numerical simulations. The modelsaesti-
gated during steady-stasend dynamic conditions, both for trsettler
model used as a stand-alone model and when coupled tootieactor
(simulating an entire AS process). A special analysis is performed in
relation to the problem of describing the propagation ofindesidual
biological components through the settler.
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Chapter 7 presents tHendamental mechanisms of biofilprocesses
together with a review of available process variants and some ofdbie
important model developments during the last decades. A sdes&lp-

tion of the behaviour of higher order organisms influencingbib&lm
process is also provided. Finally, sdate-of-the-art biofilmmodel is
discussed together with the numerical algorithm used to solve the resulting
system of stiff partial differential equations.

An experimental system was used to investigate the influenbegloér

order organisms on the behaviour of a nitrifying aerobic biofilm. The
results are presented in Chapter 8 together with a hypothesis on the role of
this type of organism within biofilm systems. Based on llgpothesis,

three different models are developed (extensions of the IAWQ model) and
calibrated. Computer simulations are used to validate the behaviour of the
models when compared with thexperimental results (primarily the
steady-state behaviour).

In the concluding chapter of this thesis the main results@arenarized.
Directions for future research and perspectives are also briefly discussed.



Chapter 2

Mathematical Modelling

In this chapter we give an introduction tloe field of mathematical
modelling and some relevant areas related to this subject. Mbpbet

tives, structures and construction are discussed as well as associated topics
such as modeidentification, estimation, reductioand validation. Of
necessity the introduction is limited, as mathematical modelling in general

IS an area that has provided enough material for hundredsog¢sibly
thousands) of books. Part of the material in this chapter is covered in [181].

2.1 Overview

Ever since Isaac Newton published his fundamental Wathematical
Principles of NaturaPhilosophyin 1687 where the fundamental laws of
force and motion were formulated, the conclusion within gbientific
community has beenNature has laws, and we can fitdem The
importance of this statement cannot be overestimated. It implies that every
system — mechanical, electrical, biological or whatever — can be accurately
described by a mathematical model. Although proved wrong by the
guantum theory or by the recently developed theory of chaos, the influence
on the way scientists think has been enormous. In combination with the
rapid development of computers during the last fifty years, the number of
available models within every scientific area has exploded. The models can
today also be applied in practice as the computers allow us to numerically
solve process models of such complexity that could hardly be imagined a
couple of decades ago.
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In an ideal world, process modelling would be a trivial task. Models would
be constructed in a simple manner yet in every way reprodudeuthe
process behaviour. Not only would the models be accurate, but they would
be concise, easy to use and reveal everything about the intawrss-
effect relationships within the process. Each model would be built for a
specific task to a prescribed accuracy. Unfortunately, our world is not ideal
although the above modelling perspective may serve as an exbalgnt
term goal for everyone dealing with modelling. In the real world it must be
realised that a model is alwaysiaplification of reality This is especially

true when trying to model natural systems containing lhonganisms.

The common relationship between reality and a mathematical model is
illustrated in Figure 2.1.

. . Identified essential
I dentified non-essential process characteristics
process characteristics

All essential process

Incorrectly identified characteristics

process characteristics

All process
characteristics

|dentified essential
process characteristics

| dentified non-essential
process characteristics

Incorrectly identified
process characteristics

Figure 2.1 The relationship between reality and a model (Thensen, 1974).
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Available Literature (Examples)

The number of books dealing with mathematical modelling in general is
extensive. A few examples that describe the fundamentals of mathematical
modelling, process dynamics and automatic control are Sedtoal.
(1989), Astrom and Wittenmark (1990), Murthyal. (1990), Kuo (1991)

and Olsson and Piani (1992).

There exist a large number of books dealing with system identification and
related subjects. A few recent examples are Ljung (1987), Soderstrom and
Stoica (1989), and Bohlin (1991). A thorough introduction to the important
field of mathematical optimization is given in Fletcher (1987). As the main
focus of the above books is aimed at linear and discrete-time n{tatels
automatic control applications), the survey by Mehra (1980) may serve as a
good complement, as it deals with system identification methodersf
linear systems. An excellent review of identifiability analysis and problems
associated with this is given by Godfrey and DiStefano (1985; 1987). In
the dissertation by Robertson (1992) several methods for mextiedtion

are thoroughly explained and a number of case-studies are given.

Modelling of wastewater treatment (WWT) systems can be studied, for
example, in Grady and Lim (1980), Patry and Chapman (198@yews
(1992), Henzeet al. (1992) and Orhon and Artan (1994). A gootto-
duction to the possibilities and difficulties of identification, estimation and
control of WWT processes is given in Beck (1986; 1987). A large number
of relevant references covering much of the work in this field 4987

are provided. In Beck (1991) the concept of model calibratesus
model uncertainty is further emphasized. Finally, the works by Bastin and
Dochain (1990), Vanrolleghem (1994) and Reichert (1994b) canagty
Important aspects of on-line estimation and model struathaeacter-
isation for WWT applications.

The above examples of available literature will provideeh#husiastic
reader with thousands of more references covering almost pussible
aspect of mathematical modelling, system identificaiod automatic
control.

Why Do We Need Mathematical Models?

The word ‘model’ has a wide spectrum ioterpretations, e.gmental
model, linguistic model, visual model, physical model amathematical
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model. In this work we will restrict ourselves to mathematical models, that
Is, models within a mathematical framework where equationsanbus
types are defined to relate inputs, outputs and characteristics of a system.

Primarily, mathematical models are an excellent method of conceptualising
knowledge about a process and to convey it to other people. Models are
also useful for formulating hypotheses and for incorporating new ideas that
can later be verified (or discarded) in reality. An accurate model of a
process allows us to predict the process behaviour for diffeoanlitions

and thereby we can optimize and control a process for a specific purpose of
our choice. Finally, models serve as an excellent tool for many educational
purposes.

The mathematical model is a tool that allows us to investigatstalie

and dynamic behaviour of a system without doing — or at least reducing —
the number of practical experiments. In practice, an experimental approach
often has serious limitations that make it necessary to workmathe-
matical models instead. Some rather extreme examples of such limitations
are given below (Finnson, 1994).

» Too expensive: It is somewhat expensive to launch rockets to the
moon until one successfully hits the surface, then rehhitd
type of rocket in order to use it for the intended purpose.

« Too dangerous: Starting to train nuclear power plant operators at
full-scale running plants is not advisable.

 Too time-consuming: Itwould take far too much time to
investigate all variations of combinations of mixturesnpera-
ture and pressure in a complex chemical process to identify the
optimum combination. With a few experiments, the rest of the
experimental domain can be simulated by a model.

* Non-existing system: While designing a suspension bridge it is
necessary to simulate how different designs will be affected by,
for example, high winds.

2.2 General Modelling Strategy

The reasons why we need mathematical models suggestedprethaus
section are by no means exhaustive. However, once wechactided
that models are useful, we need a general strategy for model building. Such
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a strategy will be discussed in this section. The formulation is inspired by
the work of Robertson (1992).

In overview, the modelling of any system occurs in five rathistinct
steps, as illustrated in Figure 2.2 (Murtéy al, 1990). Step one is to
delineate the system being modelled afuactional specification. A
quantitative understanding of the structure and parameters describing the
process is required. Typically for wastewater applicationsftimstional
specification may include such information as equipment typesened
flow-sheet layout, environment variables, nominal operating conditions.

Determine the process

Functional process -| parameters, e.g., equipment

specification sizes, process topology

. Select model purpose,

Sel((a)%t. éncg(\j/?els“ ng ~| required model accuracy,
J model boundaries, etc.
Pick the form of the

Sele;:t rgodel -|  model, e.g., stochastic,
ypP deterministic, linear

v

Model construction
methodol ogy

v

Model validation

Create amodel structure
- and calculate the
model parameters

Figure 2.2 An overview of the modelling process.

The modelling objectives are then decided and then the desired model type
selected. A model building strategy is then followed to arrive at the appro-
priate model for the desired application. In the following subsections we
will assume that the first step, i.e., the functional process specification, has
been successfully accomplished and look somewhat closer at the following
four steps.



20 Modelling Aspects of Wastewater Treatment Processes

Modelling Objectives

Any given process may have different ‘appropriate’ models. chiosen
appropriate model will depend on its objectives. Tregeiori decisions
about the model must be made before the model constructidmegan
Some of the more relevant objectives concern mpdegbose system
boundariestime constraintendaccuracy

Model Purpose

A wide variety of models are possible, each of which may be suitable for a
different application. For example, simple models which magui@ble
for model-based control algorithms, may be totally inadequatsiriau-
lating and predicting the entire process behaviour for safetyoperh-
tional analysis. A clear statement of the model intention is needed as a first
step in setting the model objectives. This entails listing allréhevant
process variables and the accuracy to which they must be modelled.

For example, within the field of wastewater treatment we can define a
number of general purposes for mathematical models (also applicable to
many other fields). These are listed below.

» Design — models allow the exploration of the impact of changing
system parameters and development of plants designeeédb
the desired process objectives at minimal cost.

* Research — models serve as a tool to develop and test hypotheses
and thereby gaining new knowledge about the processes.

* Process control — models allow for the development of new
control strategies by investigating the system responsevidea
range of inputs without endangering the actual plant.

» Forecasting — models are used to predict future plant performance
when exposed to foreseen input changes and provicharee-
work for testing appropriate counteractions.

» Performance analysis — models allow for analysis of {tait
performance over time when compared with laws and regulations
and what the impact of new effluent requirements on plant design
and operational costs will be.

 Education — models provide students with a toolatmively
explore new ideas and improve the learning process as well as
allowing plant operators training facilities and thereby increasing
their ability to handle unforeseen situations.
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System Boundaries

The system boundaries define the scope of the model. A correct choice of
the system boundaries is necessary so that all the important dynamics in
the process are modelled. Choice of boundaries which includ@doy
insignificant details will lead to an unduly large model. This may cloud an
understanding of how and why the system dynamics are occurring as well
as being computationally more expensive. Converdeydefinition of
boundaries which fail to include significant features of the peatess

could lead to inaccurate dynamic responses and a loss of confidence in the
final model.

If uncertainty exists about the correct choice of boundary, a criterion for
boundary selection is to check whether the streams crossipgdpesed
boundary are easy to characterize (e.g., constant, step impulses). If the
streams are well characterized, then the correct boundary has been chosen.

Time Constraints

Time constraints are important model restrictions to be chbstare
construction of dynamic models. Frequently the process undesti-

gation will contain a wide range of dynamic activity with widegrying

speeds of response. Characteristic time constants in the process may range
over many orders of magnitude. Invariably the modeller is interested in a
simulation over a defined period of time. For example, inaafivated

sludge process the dynamics of the dissolved oxygen concentration have a
time constant in the range of minutes whereas the dynamics of the biomass
population are more in the range of days-weeks.

To produce an appropriate model, the modeller should therefore identify a
‘time-scale-of-interest’ and not model any latent dynamic effeatside

this time-scale. This identification should be in the form of maximum and
minimum characteristic time constant. Selection of an appropgma&
scale will also have the added advantage of possibly avoidtiragstable

or stiff problems in the modehumerical solution. Thesaumerical
problems occur in systems with widely varying time constants or speed of
response (Willoughby, 1974).

Accuracy

The appropriateness of the model depends on the ability to predict the
system performance within a prescribed accuracy. The acceoaght
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will affect the degree of simplification which can be achievebluifding

the model. It is important that the desired accuracy of the model be
specified before the model is constructed and that this accuracy reflect the
purpose of the model. A measure of accuracy must be createdftom

this, or the accuracy must be confirmed during the model validation.

Model Types

Many different classifications have been produced for the diffenedel

types which are available (e.g., Murtbal, 1990; Jargensen, 1992). It is
possible to separate mathematical models based on the philosophy of the
approach and with regard to the mathematical form of the nisolele-

times also depending on the application area of the model). We start by
looking at some different model philosophies.

Reductionist versus Holistic Models

Reductionist models are based on the attemptto include as many details as
possible into the model and to describe the behaviour of a system as the net
effect of all processes. In contrast to this approach, holistic models are
based on a few important global parameters and on general principles.

Internal versus External Models

Internal (or mechanistic) models describe system responsecassa-
quence of input using the mechanistic structure of the systereas
external (orinput/output, black-box, empirical) modetse based on
empirical relationships between the input and the output. Typxtainal
models are time-series models (e.g., ARMAX models) and neural net-
works. A mechanistic model is a model based on fundamental engineering
and scientific knowledge abouthe physical, chemical anbliological
mechanisms that affect a system. A model based on elementary principles
tends to produce more reliable results when uledextrapolation
(Andrews, 1992). In complex systems it can be very difficult to obtain the
necessary fundamental relationships of the process and, consequently, a
model must be based on empirical relationships. In practice, models are
often a mixture of mechanisti@nd empirical models, usindifferent
concepts at different levels of resolution. As an example, microbial growth
rates are in most cases parameterized empirically at the cell level, but
macroscopic water flow and substance mass balances are treated in a
mechanistic way. External models may even be used to ahaptified
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descriptions of situations in which the validity of an internal model is
widely accepted. As an example, empirical parameterizations of turbulent
correlations are used in equations describing mean valuéashaflent

flow, because the solution of the underlying Navier-Stokes equations is too
difficult (e.g., Stull, 1988). A good example of a combimeechanistic-
empirical approach (so called grey-box modelling) for wastevegteli-
cations are presented in Carstensen (1994).

Depending on the mathematical form of the models we can sefierate
in several ways. Some of the most common ones are presented below.

Dynamic versus Static Models

This classification arises between models that do or do not vary with time.
Static models are often referred to as steady-state models. They model the
equilibrium behaviour of the system. Conversely dynamic models account
for the time varying responses of a system. Both these typassade
extensively in engineering applications. This is evidencedhylarge
number of commercially available ‘simulators’ for both types. While it
may appear that the dynamstmulatorsare dominating,they have
received a more limited acceptance outside of an academic environment.

Deterministic versus Stochastic Models

Another classification arises between models that contain uncertainty or
randomness in their final results and those that do not. Stochasdiels

are models in which the final outcome is not known with certainty but can
be expressed as a distribution of all possible outcomedetiErministic
models all future outcomes are known with precision by the pretspst

and the future values of external variables (inputs) of the model. Stochastic
models also take into account the random influences oftettm@oral
evolution of the system itself. Although the stochastic description of, for
example, environmental systems may be more realistic, thertzapeity

of environmental models formulated so far are deterministic.riaie
reasons for this fact may be the lack of data for the characterization of
random variables, higltequirements of computational resources for
solving stochastic differential equations and the succesletefministic
models in describing average future behaviour.
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Continuous-Time versus Discrete-Time Models

Continuous-time models are based on formulations of the ratdsnfe

of state variables. The values of the state variables as functions of time are
then obtained as the solution of a system of differential equations. In
contrast to this approach, discrete-time models are based on a division of
the time-scale into discrete intervals and specify the state variables in a
given time interval as algebraic functions of the values in the immediately
preceding time interval. When a model is simulated in a computer the
model is always discretized as a digital computer is in idistrete,
although special algorithms and very short time steps may be used to
mimic the behaviour of the original continuous system almost perfectly.

Distributed versus Lumped-Parameter Models

Many courses of events which are of interest to modellinglistabuted

not only in time but also in space. Mathematically, variables distributed in
space can be described by partial differential equations anedghking
models are called distributed models. Application of such equatiins
however, result in a complex simulation problem. A common way of over-
coming this difficulty is to use the lumped-parameter approximation of
these distributed equations. To use this approach, isotropic regions in the
process are identified. These are regions in which composipegific
energy and momentum are approximately invariant with spatial dimension.
The time-varying properties of this ‘lump’ are then calculated from the
transfer of mass, energy and momentum over the boundary of the region.

Other possible ways of classifying mathematical models arextomple,
linear versus non-linear modend continuous versusliscrete-event
models.

Model Construction Methodology

For the last thirty years the importance of building appropriate models has
been recognized in many disciplines. Many attempts have been made to
apply a systems approach to the development of a modelling methodology,
(see Murthy et al., 1990). While a wide variety of different methodologies
exist, all possess a number of common features. A general summary of
these features is shown in Figure 2.3. After the definition of the modelling
objectives and selection of model type, several key steps can be found in
all current model building methodologies. These steps are outlined below.
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Functional specification
of the process

Y

Set modelling objectives
and select a model type

Y

System characterisation

Y
Structure Mathematical model
OK? formulation
Y

Verification/analysis

No

Verification
OK?

'Yes

Model validation

Validation
OK?

'Yes

Appropriate model

Figure 2.3 A generic modelling methodology.

System Characterization

The first step is to characterize the process. This is achieved by developing
a set of axioms or descriptions of the process. These axioms can be formed
by intuitively describingthe process or in some manner idealizing or
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approximating the process behaviour. They could be a result of some prior
knowledge of the process or based on postulated mechanisms within the
process. The end result of this step is a setetdtionships that the
modeller expects will adequately describe the process tadberacy
which is required.

The description invariably is incomplete so that a numbedifférent
possible models and processes could satisfy them. The axiomalsoay
contain information which is incorrectly characterized from the process (cf.
Figure 2.1). Identification of all important characteristics may, however, be
impossible due to the complexity of the process and the lirakpertise

and knowledge of the modeller. Therefore, the task of the modeller is to
strive for a good characterization, i.e., identify many of the most important
characteristics whilst limiting incorrect and non-essential identifications.

Model Construction

In this step of the model building process, the axioms developed during the
system characterisation are refined into mathematical relationdtniss.
requires a quantitative assessment of the physical phenomena judged to be
iImportant during thecharacterisatiorstep and involvesletermining a
mathematical structuror the model and assigning parameters to the
model.

The distinction between conservative and constitutive shoukhiggha-
sized. Conservation relationships are fundamental physicaMéerseas
constitutive relationshipare postulated mechanisms usually based on
empirical evidence. In using constitutive relations, the modeller is incorpo-
rating more questionable but necessary information into the model.

In principle, the conservation laws can be applied at every point of a
process. Mass, energy and momentum profiles are obtained throughout the
process along all spatial directions. This is the earlier discussed distributed
formulation and can be written as a general set of pattif@rential
equations. The general formulation of these equations lies beyond the
scope of this work. Instead the conservation law in combination with mass
transfer by gravity settling is thoroughly discussed in Sections 5.2 and 5.4
for the sedimentation process and the conservation law is also discussed in
Section 7.2 in connection to biofilm process modelling. The general set of
equations describe the physical behaviour at any point of the system and
are created by considering the mass, energy and momentum tfeorsfer

an infinitesimal control volume withithe process. Transfeb®tween
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control volumes are governed by physical phenomena. Tablaésénts
some of the more common constitutive mechanisms for mass, energy or
momentum transfer experienced in process systemsdBaid 1976).

Transfer mechanismy{ Mass transfer | Energy transfer Momentum transfe
Transport by Fick’s law Fourier's law Newton’s law
molecular diffusion of diffusion of conduction of viscosity
Transport in solids Not available Conduction Not available
Laminar transport Convection Convection Convection
in fluids
Turbulent transport | =44y diffusivi Eddy thermal : :
, . usivit - Eddy viscosit
in fluids y y conductivity y y
Conduction,
Interphase transport| Mass transfer convection, Friction factors
coefficients radiation
) Chemical- Chemical-
Generation/ biological biological Not available
accumulation reactions reactions

Table 2.1 Constitutive mechanisms for transport phenomena.

As discussed earlier, this type of partial differential equation system is
almost impossible to solve and, therefore, it is more common to transform
the model into a lumped parameter approximation. But even ifrahe-
port phenomena are modelled accurately, it still remains to include the
physical, chemical and biological mechanisms that affect the process.

In a completely different direction, an arbitrary structure for the model can
be chosen. Model parametesse then varied to achievagreement
between the process and the model. This type of model originates from the
field of system identification and is only suitable for modsdlisation

from observed process data. Different model structuresramterous
methods for identification of such models are given in Ljung (1987) and
Soderstromand Stoica (1989)together with suitableexperimental
methods used to increase the amount of information in a certaisetata
However, it should be noted that methods for parameter estimation are
becoming increasingly importardglso for modellers workingwith
deterministic models of complex systems. This topic will be discussed in
Section 2.4.
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Model Verification and Validation

Model verification and validation may be regarded as part ofrtbéel
construction methodology or a concluding step (cf. Figure Bi@)ever,

it is clear that model construction and model validation are closely related
and require an iterative procedure according to Figure 2.3.

The constructed modemust be tested bysimulations. Inthe first
simulationthe model behaviour ianalysed/verifiedThis amounts to
checking that the simulated responses are consistent withxibes
proposed duringthe processcharacterisatiorand the mathematical
structure used in the model. It also means debugging the model code and
ensuring that the simulated responses appear feasible.

The validation step involves checking that the model respgesesated
during the model analysis agree with that obtained from theptngess.

This is the ultimate check on the success of model building. A variety of
methods are available for this purpose and some of them will be discussed
in Sections 2.3-2.5.

If the process model fails the validation step, then it has to be reformulated
and the verification/validation analysis repeated. If the mismazgtlieen
process and model is severe, then a new characterisation is required. A new
model will result. When the mismatch is small, it may be possibiene

the model parameters to achieve a satisfactory agreement. In this case no
new characterisation of the process will be required.

2.3 Model Structure Evaluation

In this and the following two sections we will discuss aspectsiodel
structure, system identificatioand parameter estimatiorgand model
validation. These areas can hardly be separated and should therefore be
regarded as an entity when a model is evaluated. The discusgfion
primarily be focused on evaluation of internal, deterministic mddeks
Section 2.2) as this type of model is used throughout the workviWe

also limit the discussion to models which are used in WApplications,
although many methods and procedures are naturally applicable to any
type of model. Much of the inspiration for these three sections is due to
Reichert (1994b).
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Why Are Simple Models Needed?

As discussed before, a model is nothing more than a mathematical abstrac-
tion of a real process. The equation or set of equations that comprise the
model are at best an approximation of the true process. Henaaptiet
cannot incorporate all of the features, both macroscopicracrscopic,

of the real system. The engineer normally must seelormpromise
involving the cost of obtaining the model, that is, the time affdrt
required to obtain and validate it and the expected benefits derbed

from its use. The ultimate application and purpose of the nfodsly
determines how accurate it needs to be.

In general, modelling is still much of an art. The modeller must bring a
significant level of creativity to the task, namely to make a sstngbli-

fying assumptions that result in a realistic model. An ‘optimaddel
incorporates all of the important dynamic effects, is no nsoreplicated

in its structure than necessary, and keeps the number of equations and
parameters at a reasonable level. The failure to choose an appropriate set of
simplifying assumptions invariably leads to either a rigorousovetly
complicated model or models that are overly simplistic. Botinemes
should naturally be avoided.

For example, activated sludge models are often derived from siomter
operations and then combined into larger plant models. Consequently, the
model parameter values may not be the same. Moreover, several parameter
combinations can often explain the same dynamical behaviour. This is
further accentuated when the influent wastewater composition is taken into
consideration; the consequence of a change in its characteristigsitaan

often be explained by kinetic parameter changes.

Even if a major problem concerning models for wastewater treatment has
to do with the complex model structure and the large number of states and
parameters to be identified, instrumentation problems amplify thése
culties (see Section 3.4). Available on-line sensors and labonatocg-

dures are usually not adequate to validate the details of a compbd.
Furthermore, for a reliable identification result, the operation has to be
perturbed (or purposefully disturbed) in such a way that all the interesting
dynamical modes of the process are excited. This creates a demand not
only in amplitude but also in the time frame of the disturbances.
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It is practically impossible to develop a model for the activatedge
process, which is reliable on a microscopic level. Though available models
are quite complex they are still greatly simplifying the representation of
many species of organisms. As the microbial population changes this needs
to be reflected in changing kinetic parameters and even by adding new
state variables. For example, filamentous organisms ought tepbe-
sented during many operating conditions. On the other hand,sjuipte
models can be used effectively if the key model parametensraperly
iIdentified to the current operating conditions. This is especrajhprtant

if the process is time variant.

A simplified model does not provide a fully explanatory modelefesry
physical reaction. Several parts of the process are often lumped together in
order to reduce the complexity. For a non-expert, the intuitngker-
standing of the process is, however, often enhanced by such models (if its
basic structure is mechanistic). Furthermore, in many cteemodel
output needs only to be qualitatively significant, for example, show trends
and whether a variable is increasing or decreasing, without providing exact
guantitative results. The relative change of model parametersaalsay
provide useful information. This may allow effective usesohplified
models for highly complex processes.

The activated sludge process is suited for a hierarchical catituoture
based on several simple models. The process can in a natural way be
divided into unit operations — aerobic reactor, anaerobic reautokic
reactor, settler, sludge digester, etc. It can also be modularized based on
different time constants of the processes (see Section 3.4).skab

model would be used to control and predict the behaviour spésific

area in some optimal way but would also be synchronized with a high level
control system which optimizethe performance ofthe entireplant
according to preset criteria, which are often contradictory. The inclusion of
a knowledge-based system at the top level to allow for loggeabning,
diagnosis, and decision support would further enhance the capabilities. In
Figure 2.4, a schematic view of such a hierarchical control system is
demonstrated. A recent example of a full-scale implementation of an on-
line hierarchical control systerfior the activated sludge process is
presented in Narat al, (1996).
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Knowledge-based system for diagnosis and decision support

Control A
grategy FOI’GCEHS

|

Y

Overall control system for
optimizing total plant -
performance

i \
Y

Other sources
of information

1
Simplified Oxygen model Settler model |
reactor models e i " predictions MOtdel?Iﬁr O'fhei
parts of the plan
local controllers local controllers

Figure 2.4 Hierarchical control structure of the WWT process.

Simplified models, like the ones aimed at in Chapter 4, showtde-
guently not be evaluated and judged separately but be considered in a
broader perspective and in the context of a full-scale hieraratun#iol
structure. This type of distributed automation has been successfully applied
to many complex industrial applications, for example, chemical, paper, and
pulp processes. A similar approach could probably be applied to WWT
plants as well.

If the main purpose of a model is control, the need for simplicity is
evident. Due to the internal structure of a closed loop system, a reasonably
small error will automatically be compensated for. As the practical control
possibilities for the activated sludge process are quite limited,evasa

more important to use the ones available to their full extent. Due to the
large time constants and thfficulties in detecting problemearly,
traditional control strategies based on feedback are probably not sufficient.
Methods based on feed-forward, predictive, or adaptive control appear to
be better suited for this purpose. However, all these methods require a
process model which is relatively simple in its structure, rolbumsguely
iIdentifiable, and possible to update on-line as the operatommalitions
change.

A model for operation and control has to befficiently complex to
describe the major phenomena taking place but still so simple that its
parameters can be updated while the plant is running normally, either by
taking advantage othe naturaldisturbances ofthe process or by
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introducing small deliberate perturbations. The need for highigplex
models is recognized for design purposes so the operational model has to
be considered as a special case, either for certain operational levels or for
particular time scales.

The Basic Problem

For most physical and many chemical applicationsatpgori knowledge

Is of such high quality that the system framework and most amnticel
structure can be deduced from it. The modelling methodaleggloped

for these systems is adequate to estimate the parameters and solve the
minor uncertainties in the model structure by using final validation experi-
ments and eventually iterating a few times through the mmgiling
procedure (see Figure 2.3).

The behaviour of biotechnological processes occurring in a bioreactor has
a complexity unparalleled in the chemical industry (Van Impe, 1993). The
number of reactions and species that are involved in the system may be
very large. An accurate description of such complex systems can therefore
result in highly complex models, which may not be very useful from a
control engineering viewpointThe inherent characteristics of bio-
processes, i.e., their non-linearity and non-stationarity, in combination with
with the lack of adequate measuring techniques, make it necessary to
modify the modellingmethodology (Vansteenkist@nd Spriet,1982).

More emphasis must be given to inductive reasoning to infer a larger part
of the model structure from the scarce (or harder to obégp@rimental

data. Consequently, structure characterisation methods (to infer the level of
model complexityand thefunctional relationships betweerariables)
become a more important tool, because the chance of obtaining an invalid
model is much larger and, hence, the number of model builgiragions

may increase substantially (Vanrolleghem, 1994). The data scalsity
induce an important problem for parameter estimation. ldentifiability of
model parameters, i.e., the possibility to give a unique valueath
parameter of a mathematical model, is a general concern in current WWT
modelling efforts. The last problem is naturally more pronounced in on-
line identification because one is relying much more on real-time informa-
tion to perform the parameter estimation whereas off-line mealddra-

tion can take more advantage of the off-line data.

The three main sources afformationthat contribute tothe model
building process are:
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 a priori knowledge;
« experimental data,
» modelling objectives.

It must also be realised that model structures with unidentifizdoiz-

meters are useless, and althoaghpriori identifiability analysis isvery

useful, the estimation of accuracy and correlation of estingEisimeters
ultimately quantifies parameter identifiability.

Evaluation Criteria

Model structure evaluation consists of finding adequate mstdettures

and of comparing their quality. In the text below we will assume that a
number of different models are already available and discuss how to select
the best one. The most important criterion for the comparison of models is
that the deviations between measurements and model calcuktiourid

be as small as possible. This criterion cannot be used alone, because it
favours the use of complex models with many parameters which are
difficult to identify uniquely. For this reason, this criterion has to be com-
plemented by a criterion of ‘parsimony’ leading to a preference for simple
model structures.

The three most important techniques for deciding betveeemeting
model structures are:

« graphical or statistical searchirigr systematicdeviations
between calculations and measurements (i.e., the residuals);

» (uantitative measures of model adequacy;
* recursive parameter estimation.

In most cases, graphical comparisons clearly show the existence or absence
of systematic deviations between calculations ar@hsurementsSuch
deviations can also be detected with the aid of statistical analyses such as
residual plots, distribution or correlation tests of residuals, etc. The advan-
tage of such statistical measures over graphical methods is mainly the fact
that they facilitate the partial automation of model structure evaluation.

It is evident that a quantitative measure of the differences betvadmnr
lated and measured values is an important criterion for the adequacy of a
model. However, in order to avoid the above problem of favounage
complex models, which in turn will lead to problems in uniqudbnti-
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fying the model parameters, an extra criterion to promote simplicity is
necessary. We can summarize the two criteria as follows (Spriet, 1985):

» quality of fit — the model structure should be able to represent the
measured data in a proper manner;

« parsimony — the model structure should be as simpb®ssble
compatible with the first criterion.

The first quantitative measure to include both these aspects was introduced
in a series of papers by Akaike (see e.g., Akaike, 1981). Igenarali-
zation of the maximum likelihood principle for parameter estimation of a
given model (see Section 2.4). The Akaike information criterion (AIC) can
be formulated as

AIC(Y rgas) = —2Iog%n§x(L(ymas, 6))E+ 2m (2.1)

where 6 is the array of model parameteys,.,. the array ofmeasured
values, L the likelihood function of the model (probability density of the
model at the measured values) amthe number of parameteisquation

(2.1) formulates the trade-off to be made between quality of fit and model
complexity. The first term of the right-hand side increases with decreasing
quality of fit, while the second term increases with increasnoglel
complexity measured in terms of the number of parameterscriteaon

IS easy to use since the first term corresponds to the usual criterion for
maximum likelihood parameter estimation, i.e., for all competnuglel
structures, a maximum likelihood parameter estimation is performed. Then
the model with the smallest value of AIC is chosen as the best model. The
criterion has, however, been criticized because of the heuwargtitnents

for its justification and because it only accounts for model complexity in
terms of the number of parameters. An alternative information criterion (B)
was proposed by Schwarz (1978) as

BIC(Y ness) = —2|og§n§1x(|_(ymas, 6))5+ mlog(n) (2.2)

wheren is the number of measured data points. Criterion (a2)urs
more simple models than does criterion (2.1) if 8 or more measdatad
points are used. For a large number of data points, the two cditfeia
significantly from one another. Several other suggestions for@itena

exist, see e.g., Soderstrom and Stoica (1989) and Vanrolled®odh),

and it is not clear which measure performs best, especially when con-



Chapter 2. Mathematical Modelling 35

fronted with the general problem dfiscriminating betweemon-linear
models such as those used for modelling WWT processes (Spriet, 1985).

In most cases, model parameters are assumed to be constant. In contrast to
the usual parameter estimation, which compares the restalaflations
performed using different — but fixed — parameters, recugvameter
estimation of time series data allow the parameters to change slowly in
time (e.g., Ljung and Sdderstrom, 1983 and Young, 198dgursive
parameter estimation thus tests the model hypothesis of copstant
meters and can therefore also be regardednasdalidentification method

(see Section 2.4).

Model Reduction

The discussion so far has dealt with the situation when a number of
different candidate models are available and we want to select the best one.
Another situation occurs when we have a reference modahig-of-the-

art model) available and we want to simplify this model for some specific
purpose. For example, the reference model may be a comyudgl
developed for providing deep insight in the behaviour of a process and we
may want to reduce this model into a simpler one, which is more suited for
control purposes. The reference model may also cover a wide range of
time-scales whereas we may be interested in isolating the part of the model
that describes the fast dynamics only. Some of latest modelling tools such
as ASCEND (Pielat al, 1991) and MODEL.LA (Stephanopoloasal.,

1990) have the capability to construct very detailed determimnsiaels,
which are suited forreference model constructicand latermodel
reduction.

There are two principles for accomplishing this type of moellction,
namely

* intuitive model reduction;
* mathematical techniques for model reduction.

Intuitive model reduction implies that the modeller uses his knowledge and
experience of the true process and its dynamics in combination with the
defined purpose of the new model to infer a simplified model. Such a
simplificationmay affect both the model structure and thectional

relationships within the model. This is still the most common way used to
simplify models (at least for complex non-linear systems) and is the
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method that has been applied to a reference activated sludge model in
Chapter 4. The simplified model is then validated in a traditional way in
order to confirm or falsify the reduced model. A major disadvantage is that
it is difficult to prove that the applied simplifications are the most relevant
ones and another modeller may have a very different view on the relevance
of the assumptions made.

A wide variety of mathematical methods for model reduction are available.

The area has been the focus of much research particularly in the field of
control. In Robertson (1992) approximately 20 different methods are

described and evaluated according to four criteria:

« simplicity — the method should be easy to apply regardless of the
model type or level of complexity;

» power of reduction — the method should be powerful so that the
greatest reduction possible is achieved,;

 error estimation — the method should possess a meangergbul
estimate to allow for a quantitative assessment ofré¢deced
model accuracy;

 structure preservation — the method should produce mdusls
maintain the physical significance of the state variables.

The evaluation is restricted to dynamic-deterministic models classified into
three different types:

* linear state-space models;
* non-linear state-space models;
» frequency domain models.

In this short review of Robertson’s work we will not describe agtgils

about the techniques but only discuss some major advantages and dis-
advantages of such methods. For details and references thffdrent
techniques we refer to Robertson (1992).

The majority of model reduction techniques have been developed for linear
models. Despite this, most linear model reduction methodsapgro-
priate because they are invariably structure destroying. Naahyction
techniques such aggregationor principal component analysisequently

make use of linear coordinate transformations to reduce the model dimen-
sions. These transformations invariably lead to an alterneti@alinate
system in which state variables have no physical significanaswgl
approach for reduction of linear models, is the us#rattural dominance
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concepts. Measures are developed which are indicative of the strength of
the coupling between model components. By neglecting weak couplings, a
reduced order model can be formed.

A large number of methods also exist for frequency domain models but
most of them suffer from two major limitations. Firstly, they are all in
practice limited in reducing only medium to small size models and do not
work well for highly complex models. The other main problenthigt
when a deterministic state-space model is transformed intbaplkace
domain, this transformation is in itself structure destroying.pNgsical
significance can therefore be attached to the resulting frequlemesin
models.

The area of non-linear model reduction is still in its infancy with respect to
the four selection criteria. Many of the methods resort to the usenef
linear transformations to turn the non-linear problem into a linear one (e.g.,
exact linearisation). This strategy, whilst destroying the origitnatture

of the reference model will also lead to the limitations imposelthear
methods. Another serious inadequawsith the surveyednon-linear
methods is that few methods allow for global reductions. Many techniques
are limited to local reductions near fixed points in the solunanifolds
(e.g., bifurcations, stationary points).

The conclusion of Robertson is that the combined non-linear methods of
singular and regulaperturbationgsee e.g., Kokotoviet al, 1976;
Kevorkian and Cole, 1980; Jamshidi, 1983; Martinez Bmdzdowicz,

1989) are the most appropriate for reference model reduction. These two
methods are simple to apply, are both structure preservingematate
low-order reduced models. A reduction error estimate can alealbe-

lated based on the linearized model before and after the reduction and the
methods are applicable to non-linear process models (whpactically
always the case). A small drawback when using these methods is that the
model prior to reduction must be written in a particular format. Invariably
the models encountered in the modelling of process systems do not always
display this form. An identification step is therefore requirettdaasform

the reference model into the explicit form required for reduction.

The entire set of evaluated model reduction methodsstigated by
Robertson (1992) is provided in Table 2.2.
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Model reduction methods

Linear models

Frequence domain moc

Non-linear models

Perturbations
Regular
Singular
Aggregation
Exact
Model
Approximate
Continued fraction
Chained
Error minimization
Principal comp. analysis
Balancing
Quasi-Kalman decomp.
Impulse response matc
Markov param. match.

Moments matching

Continued fraction

Stability equation method
Pade/Routh approximation
Chebychev/Darlington func
Laguerre functions

Shifted Legendre polynom.

Perturbations

Regular

Singular
Lindstedt's method
Centre manifolds
Normal forms
Two variable expan.
Averaging
Lie transforms
Liapunov-Schmidt red.
Exact linearisation
Approx. linearisation

Integral manifolds

Table 2.2 Model reduction methods (Robertson, 1992).

2.4 System ldentification

The task of system identification consists of making optimal use of the
available information in order to find the most adequate model. The model
structure evaluation discussed in the previous section is a pahisof
process as well as the final model confirmation or falsification (validation).
In this section we will discuss two equally important subjeetsdel
identifiability analysisand parameter estimation techniques. Vakso
include the topic of state variabkstimation (reconstruction) ithis

section.
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Theoretical Identifiability

Theoretical identifiability analysis treats the problem of the uniqueness of
the determination of model parameters resulting from a given input-output
experiment with perfect data (acquired by simulation). Suchnretysis

can and should be performed prior to any real experimenesgtigations

in order to investigate if the model structure is theoretically sound. For a
given model and ideal measurements a parameter is called

 uniquely (globally) identifiable — if there exists a unique solution
for the parameter;

 |ocally identifiable — if there exists a finite number of parameter
values;

« unidentifiable — if there exists an infinite numberpaframeter
values,

which make the model (exactly) reproduce the measurements. ¢agbe

of unidentifiable parameters, there exists different sets of parameter values
which will lead to (exactly) the same model behaviour. In this case, it is
Important to investigate whicbombinations of parametetbat are
identifiable (e.g., if only the product of two parameters is used in a model,
the parameters are not separately identifiable but the producvenay

well be identifiable).

Whereas there exist several methods for identifiability analysiisiedr
models, there is only one universal technique applicableotoelinear
systems. This technique (Pohjanpalo, 1978) is based on a FBayies
expansion of the measured variables with respect to time. The coefficients
of the power series contain the model parameters and the decision whether
these parameters can be determined from the Taylor series coefficients is
reduced to an algebraic problem. If the algebraic equations caolvssl

for the parameters then these are identifiable. An example of such an
analysis is presented in Section 2.6. However, practical limitathake

this method troublesome to apply for more complex models.réason

for this is that for non-linear systems there is no theoretical upper limit to
the number of model differentiations which may provide new information.
The use of computer algebra programs can partially improve the situation,
but the fundamental problem still remains.

Another approach is to linearize the model around a suitgigeating

point (if such a point exists) and apply one of the many methods for
identifiability analysis of linear systems. However, fewer identifiable para-
meter combinations than for the full non-linear model may result and
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parameters of the non-linear model may not even appear iméagized
one. As a consequence, non-identifiability of a linearized system does not
necessary indicate that the original non-linear model is unidentifiable.

An investigation oflocal identifiability is not very complicated. This can
be done by examining the rank of the Jacobian of the model (Godfrey and
DiStefano, 1985).

Practical Identifiability

Practical identifiability analysis treatbe problem of parametefenti-
fication in the presence of noisy measurements. It is evidenpthetical
identifiability of parameters requires their theoretical identifiabilgynce
practical identifiability is mainly a problem of the estimation of parameter
uncertainty, it is not an objective characteristic of a model fgivan
experimental situation, but depends instead on the values ofetisured
data and on the desired accuracy of the parameters. Lagkantcal
identifiability means that unique sets of parametems seldom be
obtained, parameters estimated from data obtained dappgrently
similar conditions show considerable variations, and thatettination
methods show poor convergence properties. Parameter estinestitis
where the identified parameter values vary depending on the initial values
Is also an indication to proceed with care. Altogether, it is often easy to
obtain sets of parameters which provide a good model fit but giese
parameters may be far from the true ones, situations where thgivane

an exact physical/biological/chemical interpretation should be avoided.

Practical identifiability problems often arise as a result offttlewing
factors:

e unsuitable model structure;

* poor sampling strategies, lack of reliable sensors and troublesome
noise conditions;

» poor system ‘excitement’ during the identification experiment;
* unsuitable identification algorithms.

Improvement of the practical identifiability may be obtained by:

« changing the model structure (use reduced order models);

« improving the experimental design, available information and
noise characteristics;
* model reparametrization (use combinations of model parameters).
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There are two main techniques for practical identifiability analgsissi-
tivity analysis (linear or non-linear) and parameter covariance estimation.

Linear sensitivity analysis consists of calculating a linear approximation to
the change in a variable caused by a given change in a parameter. Depend-
ing on whether absolute or relative measures of the variable and of the
parameter are used, the following four sensitivity function can be dis-
tinguished:

OX 1 ox
5a,a = % (a) 5r,a = ;% (b)
o 0 o (2.3)
5a,r = 9% (C) 5r,r = ;% (d)

Sensitivity function (2.3a) gives the absolute change in vanapér unit
change in parameték, (2.3b) the relative change xper unit change i),

(2.3c) the absolute change xnfor a 100% change i®, and (2.3d) the
relative change irx for a 100% change . The two most oftemsed
sensitivity functionsare (2.3c) and (2.3d) because the unitsth&fse
functions do not depend on the units of the parameter. This makes the com-
parison of the sensitivity of a variable to different parameters possible.

The larger the values of the sensitivity functions, the more accurately a
single parameter can be identified. In the case of several parameters, the
sensitivity functions of the parameters as functions ofitldependent
variable of the measurements (e.g., time) have to be lineadpendent.
Otherwise,the parametersare notindividually identifiable because a
change in one parameter can be compensated for by change®tnehe
parameters. The more different the patterns of the sensitivity functions are,
the better the parameters can be identified.

Non-linear sensitivity analysis is based on the calculation of the probability
distribution of calculated variables from the probability distributions of the
parameters. This is done with the aid of Monte Carlo simulation. It is
evident that this analysis, which takes the non-linearity of the nioliiel

into account, gives much better information than does liseasitivity
analysis. The disadvantage of this method is that it requires a large compu-
tational effort and (at least approximate) knowledge of gtabability
distributions of the parameter.
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Mathematical analysis based on the numerical properties of the covariance
matrix of the estimated parameters, observability matrix or Fisher informa-
tion matrix (the inverse of the parameter estimation ecomariance
matrix), etc. can be used to evaluate the quality of informationrefiéh

rence to the estimated parameters of the model. This kind of analysis is
able to detect the unidentifiable cases and can also be usetidtéor
mining sampling strategies arekperimental desigrsee forexample,
Vanrolleghem (1994).

Parameter Estimation

Parameter estimation consists of determining the ‘optimal’ values of the
parameters of a given model with the aid of measured data. Althbisgh
procedure uses a given model structure, it is not completely independent of
model structure evaluation, because the model may degenerate to a simpler
structure for particular values of some parameters. Since the initial state of
a simulation, the boundary conditions and the external variableslsm@an

be formulated with the aid of parameters, all these parameigether

with the model parameters, can be combined to yield a single array of
parameters to be estimated simultaneously usireg sameestimation
technique.

There are four important conventional techniques which can be used for
parameter estimation, see for example, Beck (1987) and Ljung (1987):

« Bayesian estimation;

 maximum likelihood estimation;

» weighted least squares estimation;
» |east squares estimation.

These four methods are listed decreasing order othe amount of
information thathas to be provided by the user of the method, or,
equivalently, in increasing order of the numberaopriori assumptions
already included in the method. For the most complicated case of Bayesian
estimation, the probability distribution of the parameters anccomeli-

tional probability distribution of the measurements for giypamameter
values have to be parameterized, whereas the simplest case of least squares
estimation can be performed without any extrinsic informaWgaighted

least squares and least squaessimationare special cases of the
maximum likelihood method in which the measurements are assumed to be
uncorrelated and normally distributed. Practical experience bhagen
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that the methods above do not always suffice, since distributioresabf
data are never known exactly. This has lead to the development of methods
for robust estimation, see for example, Birkes and Dodge (1993).

Bayesian estimation treats both measurements and model parameters as
random variables. If aa priori probability densityp(6) for the occurrence

of the parameter vect@ and the conditional probability densg(ea46)

of the model for measuring the valugs.,s for given parameter valugs

are known, the probability density of the parameters for given values of the
measurements can be written (according to Bayes’ rule) as

P(Y meas| 6)P(6
p(ymeas)

P(8] Vimeas) = (2.4)

Equation (2.4) does not directly specify estimates of the parameters, but it
yields a complete description of the distribution of parameter values for
given measurements. Additional assumptions are necessary fdidice

of parameter estimates. The central idea of Bayesian estimation is to
update prior information onhe distribution of parameters btaking
measured data into account.

In contrast to Bayesian estimation, maximum likelihood estimatexats

the parameters not as random variables but as constant parameters of the
distributions of the measurements. Maximum likelihoogstimation
consists of maximizing the so-called likelihood function, L, which is the
probability density of a model for the occurrence of the measurements for
given parameters. The likelihood function is a complex funcivbrch
depends on the probability distribution of the measurements. If we assume
these to be uncorrelated normal distributions the likelihood function is
given as

nDyrreasl_ ie)

0
L (Y meas| 6) = Wlljlam. exp%-Z o 5% (2.5)

wherey;(6) is the calculated value of the model corresponding.tQs ;
using the parametes and oy, iis the (estimated) standard deviation of
Ymeasi FOI given measurememntge,s the maximum likelihooéstimates
6(Y meas) Of the parameters are those value® dbr which the likelihood
function has its maximum. Maximizing (2.5) is equivalentrtmimizing
the function
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i:1B o

meas,|i

The uncertainty of the estimates may in turn be estimated froomtees-
tainty of the measurements by studying the covariance matrix.

The weighted least squares method is a special case ofiskienum
likelihood estimation. In fact, the likelihood function (2.5) is actually the
function used for weighted least squares estimation, which isntagn
mized as discussed above.

If not even the standard deviatiomg,,s ;0f the measurements are known,

all of them are assumed to be of equal size. In this case, the expression to
be minimized for the simple least squares estimation is

(Viensi —i(6))° (2.7)

M

The conventional parameter estimation techniques described above are
derived using assumptions concerning the form of the distributions of the
measured variables. If real data violate these assumptions slightly, the
estimation techniques may give incorrect results. The application of robust
estimation techniques makes the results much less dependshgiun
violations of the parameterized probability distributions by the (&atn,
non-existing data points and outliers). One of the simplest reistista-

tion methods is the minimization of the median of the squares of the
residuals instead of their sum, or, more efficiently, changing the sums in
equations (2.6) and (2.7) to include only the smaller half of the squares of
the residuals (Rousseeuw and Leroy, 1987). The only disadvantage of
robust estimation techniques compared with the conventional ones is the
increased computation time involved.

The statistical methods above can only be applied if reasonable amounts of
measured data are available. An alternative approach, which can by applied
in the case of bad resolution of data or even usemi-quantitative
information on system behaviour, is the Monte Carlo filteteahnique.

The basic idea of the method is to fix the ranges of paramestaech
characterize reasonable system behaviour, to perform Monte sharle
lations with the model, and to select sets of parameters which lead to the
desired behaviour. This method does not lead to a unique set of parameter
values but the sets of parameter values found to be compatible with the
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data can be used faqredictions, which then have to Istatistically
evaluated.

One broad distinction between different methods for estimation are:

» off-line estimation;
e on-line estimation.

When performing off-line estimation, a complete set of data is available in
time-series form. It isthen straightforward toapply the estimators
discussed above to this data set. The procedure consists of performing a
simulation with constant parameter values over the whole inteeval
containing measurements, and locating the minimum of (2.6) or (2.7). The
estimation becomes an optimization problem. Several different algorithms
are available for rapidly solving this optimization problem, esgmplex
methods, Newton’s method, quasi-Newton methods, conjudiaetion
methods, Levenberg-Marquardt methods (Fletcher, 1987¢.Nelder-
Mead simplex method (Nelder and Mead, 1965), which will be used in this
work is described in Appendix D. The on-line methods (Kalrdilgar,
recursive instrumental variable method, etc.) give estimates recursively as
the measurements are obtained and are the only alternativadettiidi-

cation is going to be used in an adaptive controller or if the process is time
varying (Astrom andwittenmark, 1990). In many casése off-line
methods give estimates with higher precision and are more reliable, for
instance in terms of convergence. However, it is often possible to reform-
ulate an off-line method into a recursive equivalent.

State Estimation

It is often unrealistic to assume that all the internal state variables of a
system and the disturbances can be measured. If a mathematical model of
the system is available, the states can often be computedrfeasured

inputs and outputs state estimation

The non-linear reduced order models that will be presented in Chapter 4
can be schematically described in the format

dx _
0 - f(x,t) +g(u,t) (2.8)

= =h(x.t)
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wherex is the state vectoy, represents the measurable variablesiamsi

the model inputf, g andh are general functions that describe the relation-
ships between the variables. The same system can also be described by the
time discrete representation

?(tm) F(x(t )t ) + Glu(te). )
y(ti) = H(x(ti ) ti)

wheret, andt,,,; are consecutive measurement times. Alternatively, it may
be written on the form (2.10), when it is linearized éwerytime step.
Note that the®, " andC matrices may depend arandu as well as time.

(2.9)

(K(tys1) = Ox(ty) + ru(ty)

Mt = ot @4

If the model (2.10) is fully observable, the complete state vector can be
directly calculated from the measured inputs and outputs. disaal-
vantage of such a method is that it may be sensitive to disturbances. But
more importantthe result depends on the model besficiently
accurate. In models for wastewater treatment processes, several parameters
(the @ and " matrices) are time variant and it is essential to keep track of
their values as conditions change as a function of time. Therefore, a direct
method is not sufficient. However, it is possible to use the dynamic model
to reconstruct the state variables as well as performing paraestter
mation, simultaneously.

The method of reconstruction is based on the assumption that the true state
x can be approximated by the st x:@f the model

K(tsr) = @X(ty ) + Mu(ty) (2.11)

which has the same inputas system (2.10). If the model (2.11) is perfect

in the sense that the parameters are identical to those of system (2.10) and
if the initial conditions of (2.10) and (2.11) are the same, then theX;tate
will be identical to the state of the true system. If the initi@londitions

are different, theix will converge tox only if system (2.10) is asymptot-
ically stable (Astrom and Wittenmark, 1990).

The reconstruction in (2.11) does, however, not make use of the measured
outputy. Therefore, the method can be improved ibtroducing the
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difference between the measured and estimated output as a feedback to
obtain

K(tiaalti) = DR(tu[tin) + Fu(te) + K (v(te) — CX(t[tes))  (2.22)

The system (2.12) is called an observer and exists in mamngtions
depending on how thk matrix is chosen. The notati(f((tkﬂ\tk) Is used

to indicate that it is an estimatex{f, ,,) based on measurements available

at timet,. In order to use this method fsimultaneoustate and parameter
estimation it is has to be slightly modified axdwill be interpreted as a
generalized state vector which contains not only the state variables but also
the unknown parameters to be estimated. In this work we will use one such
method, the extended Kalman filter, which is described in Appendix E.

2.5 Model Validation

The last step when evaluating a model consists of testing the mildel
independent data sets (data setd used for modeidentification or
calibration). It is, however, important to note that the absence of significant
deviations between the modedlculationsand themeasurementsnly
proves that the modedssumptionsare compatiblewith the system
behaviour. Thus in a strict sense, model validation is impossible, see
Reichert (1994b). Because significant deviations between nuadizl-
lations and measurements disprove a model, the goal of noodg-
mation should be to attempt to refute the model. It is important that the
performed tests put the model in jeopardy and a goodness of fit is not a
sufficient condition for model acceptance. Then, the confidence in the
model assumptions increases as the model passes more ansernere
tests. It is very desirable to quantify the result of such hypothesis tests with
the aid of statistical criteria (Thomann, 1982). A related problem for model
validation is that different postulated mechanisms may lead tedme
mathematical description, thus making it impossible to vecdytain
mechanisms by traditional means. Situations may also arise where two or
more models based on partly contradictory hypotheses exgxaeri-
mental results equally well (Holmberg, 1981).

Just as it is important to investigate how well and under wpetific
conditions a model realistically mimics the true system behaviour, it is
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equally important to consider the objective for which the model was
developed. A model may, for example, be valid for describing

» steady-state behaviour (no transients);

 various types of dynamic behaviour and time horizons;
 certain operating conditions;

 certain input (amplitude, variability, frequency) conditions;
» specific noise distributions;

 qualitative differences.

This situation is especially true for highly complex processes such as
wastewater treatment processes, where no such thitigeasue model
exists. Different models have different advantages, drawbackshpac

tives. The final validation of a model can only be achieved by using it in
practice for its intended purpose and critically evaluate the results over a
longer period of time (Soderstrom and Stoica, 1989).

Since most models describiMjWT processes arenechanistic, it is
actually not sufficient that only the output of the model is validated against
the true process. Many model parameters have a direct phytdieal
pretation, which implies that the validation has to include an evaluation of
those parameters when compared with the actual prquzeameters.
However, mechanistic models nearly always include empigaalities

and it is unlikely that any biological or biochemical system has leem
described exactly by a theoretical model. Thus, a ‘true’ mechanistic model
IS one which describesthe mechanismswell enough to assist
understanding and to allow useful — but not exact — extrapolation. Clearly,
the classification of biological models as empirical or mechanistic depends
on what is expected of the ultimate model.

Although no true model validation may be possible it is necessary to
investigatethe model behaviour to the best of abilities. We can
distinguish between three general types of methods:

» use of plots and common sense;
« statistical methods based on the prediction errors;
* investigation of the underlying model assumptions.

Statistical validation is performed by calculating the residiféd¢rence
between simulated and real process responses. For the model and the
process to agree, theesiduals should be smadind devoid of any
information. Often we can base the validation on four diffeceitgria



Chapter 2. Mathematical Modelling 49

(Soderstrom and Stoica, 1989). These criteria (not always applicable) state
that for an adequate model, the residuals

« are zero mean white noise;

* have a symmetric distribution;
» are independent of past inputs;
« are independent of all inputs.

From these criteria several statistical tests can be constructed. In order to
check if the residuals appear as white noise, the auto-correlation of the
residuals should be zero or, equivalently, the power spectrum oéghe
duals should display no peaks. By testing the changes of sign of the
residuals we can investigate the distribution of the residualsceoss-
correlation testcan be performed to check tmedependence of the
residuals on the inputs. Further details of these residual analgtieds

can be found in Ljung (1987) and Soderstrom and Stoica (1089¢r
methods for model validation are described in Sargent (1982).

From the discussion of the importance of model structweduation,
identifiability, and validation in the last three sections it mayappro-
priate to extend the model validation part of the general modelling metho-
dology shown in Figure 2.3. One possible approackctsematically
outlined in Figure 2.5.

When an adequate model has been developed and calibrated for the
behaviour of the system under consideration, an estimate of the uncertainty
of the predictions is important. Especially if the model is to be used for
management decisions it is important not to accept model resthtsut
guestioning the model assumptions. Three main sources of uncertainty are
distinguished (Beck, 1991):

 uncertainty in model structure;

 uncertainty in parameter values and initial state;
* uncertainty associated with external variables.

However, itis beyond the scope of this work to discuss any details of such
an uncertainty analysis, instead we refer to Beck (1987; 1991) and Reichert
(1994Db).
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Model adequate
Validation and y/&e(
objectives fulfilled?
yes no
Parameter estimation, no .
practical identifiability? Model inadequate
f no
yes
Model structure OK?
k no
Data collection e — — — — /. Cenerdenewdata | Experimental
design
yes®
Theoretical
identifiability?
> Newmodd Modify model

Figure 2.5 Model validation methodology.

2.6 A Small Example

In order to exemplify a few of the problems discussed inpifexious
sections, especially the ones dealing with identifiability, we present a small

example from the field of

bacterial growth and decay in this section.

One of the simplest possible models to describe growth single
organism on a single substrate in a batch reactor with no gtbeth
limitations, can be formulated as

E‘?j—)t( = u(9)X - bX
0

ot

(2.13)
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where: X = concentration of microorganisms [mg/l];
S = concentration of growth-limiting substrate [mg/l];
U(S) = specific growth rate [day;
b = decay rate [day];
Y = yield factor [g cell COD formed (g COD oxidized|)

We defineu(S) according to the famous Monod growth-rateression
(Monod, 1942), i.e.,

u(s) = Kgfs (2.14)

where [1 is the maximum specific growth rate akd is the socalled
substrate half-saturation coefficient. We assume that Ko#imd S are
possible to measure directly and that adlgndS are time variant, i.e., all
model parameters are constant during the experiment. The medataed
are further considered to be free from noise and continuausiiable.
The model is obviously non-linear but not very complex.

Question: Can all four model parameters be uniqueégtermined
from perfect data, i.e., is the system globally identifiable?

In Section 2.4 various methods famvestigating identifiabilitywere
discussed. It was stated that there is only one universal teclapplie

able to non-linear systems, i.e., thaylor series expansion of observations
method. This analytical technique is applicable to small systems, such as
(2.13), although it is often not practically feasible to use the method for
complex systems.

We define the following nomenclature:

=X(0
S.éooz é((é)) (2.15)
(0= HS0 y _px o
(0= X =X =Xy
m L s, (2.16)
SO=- g g Xo=S
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HSy
Ks+Sy
Equation (2.16) can now be formulated in a less complex way as
E?(l =(1-b)Xg
2.1
%I = _EXO ( 8)
Y

If equation (2.16) is differentiateshe more time it yields, aftesome
simplifications,

u= (2.17)

"(0)= (1~ b)X, + HS03 _x
XO= (-0 TG, =X
0 (2.19)
HK XS U

gz HE _
FOTNE (ks )5 E>

From the first equation of (2.18) and the second equation of (2.19), an
analytical expression for the substra@f-saturation coefficientan be
determined as

L SSXe-58X, 220
StX o = S,SpX 0 + S1SX4 .

From the first equations of (2.18) and (2.19) together with (2.20), the
expression fou can be formulated as

_ XpXoS —X{S,
SX§ S X1Xq

from which an expression for the maximum specific growth rate can be
determined by using equations (2.17) and (2.20), which yields

(XZXOSl - X%Sl)(KS +S)
$,S0X§ ~ S1SX1X g

The decay rate is easily calculated from the first equation of (2.18) and
(2.21), which yields

Ks

(2.21)

0= (2.22)



Chapter 2. Mathematical Modelling 53

b = SX2 =X
SZXO_Slxl

Finally, the yield factor can be determined from the second equation of
(2.18) and (2.21) as

(2.23)

Y = XT = XX
X0 ~S1Xy

The aboveanalysis, originally presented by Holmberg (198982),
clearly shows that all four parameters of the model (2.13) and (2.14) are
theoretically identifiable (i.e.when perfect data aravailable)from
measurements oK and S if neither X(0) nor §0) are equal tazero.
Holmberg also performed a sensitivity analysis of the same molisl.
analysis revealed a possible difficulty of distinguishing between effects of
(1 andK s from non-perfect (i.e., true) measurementX ahdsS.

(2.24)

Question: How is the model behaviour and tiaentifiability
affected by noise?

We assume the same batch reactor system as described above but now
noise is included in the process. The added process nWigeGaussian

with a mean value of zero and a standard deviation which is 10% of the
actual value of the state variable. The measurement rige gpecified
equivalently but an extra Gaussian noise component with zero mean value
and a standard deviation of 2 mg/l is added to reflect the difficulties of
measuring very low concentrations accurately. It should be noted that the
chosen noise level is not very high when compared with real measurements
(particularly for X, which is not possible to measure directly irrae
process). Moreover, real measurements are normally affectedtlrs,
non-existent measurement values, noise with non-zero mean and changing
variance, trends, etc. Such extra difficulties are neglected here and we
define the following system:

é%( = u(S)X —bX + v,
] s A (2.25)
= - H(SX + v,
=X
P imeas = X+ &4 (2.26)

meas:S+£2
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Figure 2.6 Simulation of system (2.13) using the Monod growdte
expression (2.14) with very different sets of model parameter
values, compared with noise corrupteeasurements of
system (2.25) and (2.26). For all simulatiof(®) =2 mg/I
andS0) =100 mg/l. For the noise affected system the chosen
parameter values ar1=6.0 dayl, Ks=10 mg/l,b=0.48
dayl, Y=0.66.

A simulation of the system (2.25) with noise conditions specified above is
shown in Figure 2.6 (the measurable variables plotted). Although we
earlier showed that the system was theoretically identifiable there is no
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guarantee that this holds for true measurements, because thenacked
makes it impossible to accurately calculate the derivatives thatusecde

in the analytical analysis. By simulating model (2.25) for different sets of
model parameters without noise, several sets can be found which produce a
model output that are well within the noise deadband ohtéasurable
variables. A few simulations witliery different parameter valugsom-

pared to the ones used during the noisy conditions) are also presented in
Figure 2.6, and it is clear that the simulation results are not very different.
This indicates the importance of noise on the discussed system and why it
has a significant effect on the identifiability analysis. The structure of the
model leads to small variations of the assumed measurable quantities even
when the internal model parameters are changing significantly and the
small output differences are easily lost in the noise.

To improve the measurable outputs (2.26) various means of filtering may
be used. An on-line filtered signal is always affected by an undesired time
lag. If the outputs arenanipulated off-line then this probleocan be
avoided. In this example a special low-pass filter with exaeip-phase
distortion (Little and Shure, 1988) is used to transform the measurable data
into a more suitable form (see Figure 2.7). It should be noted that this is an
ideal type of filter that cannot be physically implemented and any real-time
filter will produce a poorer result. Because the applied noisthim
example is chosen in a favourable way, filtering is not necessary for
estimation purposes but still it is used to exemplify some difficultigs
regard to filtering.

By applying an optimization algorithm to the filtered data, a setadel
parameters, which provide the best possible fit according teriain
criterion (in this case minimizing the sum of squared residuals), can be
determined. Two different algorithms have been tested (Fletcher, 1987):

* Nelder-Mead’s algorithm (NM) — a simplex method which is
very robust but exhibits slow convergence (see Appendix D);

» Gauss-Newton’s algorithm (GN) — a generalized |Isgsiares
method with linear search, which is less robustdartverges
faster than the NM algorithm.

Both methods above are suited for off-line parameter estimation but the
GN method is quite sensitive to the chosen initial parameter values — large
differences between the initial and true values cause divergence of the
algorithm. The NM method is more reliable for optimizing the above type
of system (i.e., (2.25)), and all optimization results presented in this section
are based on this algorithm.
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Figure 2.7 Simulation of system (2.13) using the Monod growdte
expression (2.14) with the optimum set of mopatameter
values determined by the NM algorithm, compared with noise
corrupted measurements of system (2.25) and (Zikéjed
and non-filtered.For all simulationsX(0)=2 mg/l and
S0) =100 mg/l. For the noise affected system ghemeter
values are: 1=6.0 dayl, Ks=10 mg/l, b=0.48 day?,
Y=0.66. The calculated optimum parameter sel/s.6.6
day1, Ks=19 mg/l,b=0.47 dayl, Y=0.67.
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In Figure 2.7, a result of the NM algorithm is shown, when optimizing the
parameter set from filtered noisy data. It should be noted that the optimized
set of parameters provides an excellent fit to the filtered data, though the
values are quite far from the true set.

It is difficult to determine whether the optimized parameter values are the
best ones in a global sense or only a local optimum. By running the
algorithm for a large number of different initial parameter values and
comparing the final results, the global identifiability can be made plausible
although it is not a proof. On the other hand, if the algoritbnverges
towards different values depending ¢me initial conditions we can
conclude that the system is not globally identifiable from ah&ilable
data. A very small change in the noise characteristics of the system or of
the low-pass filter parameters will also greatly influencedpgmum
parameter set determined by the optimization algorithm. Especially the
parameter: i and Kg are difficult to determine accurately arsthould
therefore be considered to be uncertain (if not practicaligentifiable),
whereas the estimatesiofandY seem to be more reliable (from this type
of idealized batch experiment).

If no noise is added (i.e., model (2.13)), both optimizatatgorithms
locate the true parameter values practically independent ofhibgen
initial parameter values, i.e., the system is fully identifiable wierfect

data are continuously available (which the analytical analysis also has
shown). This is not the case even for ‘favourable’ noise conditions.

The discussed example points out some of the problems thappasgr,

even for simple models. Taking into account the fact that models used to
describe WWT processes are much more complicated, the mpacel
meters are usually time varying and functions of temperaturegfu,
measurements are seldom continuously available and many sfatiee
variables are not measurable at all, it is easily realized that the uncertainty
of any estimated results from a true process are considerable.

The behaviour of the complex models will be discussed later in this work.
Instead an attempt will be made to simplify model (2.13) in order to
develop a practically identifiable model. As true measurements are usually
scarce and uncertain, a low complexity model is easier to idéntdy

even be on-linadentifiable), whichmay lead to more reliablamodel
predictions even though the biological and physical interpretation of some
model parameters may be lost.
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One possible way to adjust the simple model in this examplaéeplace
the Monod formulation (2.14) with the simpler expression

IS if S<S,
MOE _ ' (2.27)
OSy fS2Sy
where: r = reaction rate factor [| (mg day);

Sat = growth saturation concentration [mg/I].

The growth function is reduced to a first-order rate expression for low
substrate concentrations (the normal case) and a zero-order expression for
high substrate concentrations, originally proposed by Blackman (1905). As
the model in this example is to be used for a batch experimentpadth

of the growth expression must be included. This means that the number of
parameters is not reduced (botand §;; have to be estimated), only the
structure is simplified. However, if the model (2.27) is to be used for
continuous-flow bioreactors treating municipal wastewater stiestrate
concentrations are usually sufficiently low to motivate the usefobta

order reaction only, which would imply a significant model simplification.

In Figure 2.8, a comparison of the behaviours of the traditional (2.14) and
modified (2.27) growth rate expressions are presented. The model (2.13) is
simulated using the two growth rate functions with the optimpaad-
meter sets determined by the NM algorithm from noisy data and compared
with the original disturbed system (2.25) and (2.26) usingsthedard
Monod expression. The result for the organism concentratipresented

in Figure 2.8. The result is equally good for the subsirateentration
(although not shown). It is apparent that the results when using the
simplified growth expression are very similar to that of the original Monod
expression. If only a few measurements are available then the parameter
is much easier to identify the i1 andKe.

For the parameter estimations exemplified in Figure 2.8, the measurements
have been considered to be continuously available and distributed over the
entire range of interesting substrate concentrations. However, tfterns

not the true case. In order to demonstrate how the sampling rate affects the
results, two series of estimations are performed using diffsgempling

rates to describe how frequently data are available for the estimation. The
two investigated cases are (assuming bodimdSto be measurable):

« sampling rate = 10 hodr(case A);
e sampling rate = 1 hotr(case B).
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Figure 2.8 lllustration of the behaviour of the Monod (2.14) and
Blackman (2.27) growth rate expressions (top). Simulation of
system (2.13) using both growth rate expressions with the
optimized sets of model parameter values determined by the
NM algorithm based on non-filtered noise corrupted measure-
ments of system (2.25) and (2.26) using the Moiuodtion
(bottom). For allsimulationsX(0)=2 mg/l andS0) =100
mg/l. For the noise affected system the used parameter values
are: 1=6.0 dayl, Kg= 10 mg/l,b=0.48 day?, Y=0.66.
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For both cases the system (2.25) and (2.26) using the Monod gade/th
expression is used to generate three different data sets on which the estima-
tions will be based. The following three data sets are specified:

* NO noise added,;
* including noise (distributed as earlier described);
* including noise and low-pass filtering (as shown in Figure 2.7).

The NM algorithm is then used for the off-line parameter estimation and
optimized sets of parameters are determined for model (2.13) bsthg
types of growth rate functions. Various initial estimates are used in order to
indicate possible global identifiability. The results are presentdclnhe

2.2. The importance of the number of samples is obvious when using noisy
measurements as well as the significant effects of low-pass filté&tatg.

that the model fit to the available data is in all cases satisfactory (in the
least squares sense) even though the estimated parameterdiikres
significantly. In all cases the convergence rates Yoand b are high
whereas the parameters in the growth rate expressions are more difficult to
determine. However, the convergence rates are significantly hiadtesr

using (2.27), i.e., when estimatingand S, than when using (2.14) and
estimating1 andKe.

In this example we have demonstrated the difficulty of globally identifying
the parameters of a fairly simple model whéime measurements are
corrupted by noise. For the Monod growth parameters the difficulty is
primarily caused by the internal correlations (the change of one parameter
value can be compensated by changing the value of anmihemeter).

The problem is especially prominent when the measurable data are not
continuously available. Signal processing (e.g., filterialgp have a
significant effect on the estimation results. Several parametepreside

a good fit to the measurable data but it is difficult to determine whether the
estimated parameters are the true ones. This is an espé&ujadigant

iIssue when the model parameters are given a direct physicalagical
interpretation.

Conclusion In order to improve the identifiability of a model it may
be necessary to use simplified models and avoid the
over-parameterized models that are so commidimin
the field of WWT.
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Monod function initial estimates fina estimates
0  Ks b | Y| i | Ks| b | Y
___ | nonoise 5.0 5 | 04| 05| 6.00|10.0  .480 | .660
) 60 | 10 @ 05 | 0.65| 6.00 | 10.0 | .480 | .660
g 70| 20 | 0.6 | 0.8 | 6.00 | 10.0 | .480 | .660
o | including noise 5.0 5 04| 05| 613 116 | .472| .664
S 6.0 | 10 | 05 065| 6.13 | 11.6 | .472 | .664
A 70| 20 | 06 | 0.8 | 6.13 | 116 | .472 | .664
<
% including noise and 5.0 5 04 | 05 | 6.65| 18.7 | .473 | .665
O | low-passfiltering 60 | 10 05 | 065| 6.65 | 18.7 | .473 | .665
70| 20 | 06 | 0.8 | 6.65| 18.7 | .473 | .665
Nno noise 5.0 5 | 04| 05| 6.00|10.0 .480 | .660
M 60 | 10 @ 05 | 0.65| 6.00 | 10.0 | .480 | .660
rot 70| 20 06 | 0.8 | 6.00 | 10.0 | .480 | .660
§ including noise 5.0 5 | 04| 05| 707|232 | .474 | .677
S 6.0 | 10 | 05 065 7.07 | 23.2 | .474 | 677
o 70| 20 06 | 0.8 | 7.07 | 23.2 | .474 | .677
@ | includingnoiseand | 50 | 5 | 0.4 | 05 | 10.7 | 744 | .488 | .687
O | low-passfiltering 60 | 10 @ 05 | 0.65| 10.7 | 74.4 | .488 | .687
70| 20 | 0.6 | 0.8 | 10.7 | 74.4 | .488 | .687
Blackman function r St b Y r St b Y
__| nonoise 015 10 H 04 | 05 | .224 | 23.7 | .481 | .660
) 025| 25 | 05 | 065| .224 | 23.7 | .481 | .660
% 04 | 50 | 06 | 0.8 | .224 | 23.7 | .481 | .660
including noise 015 10 | 04 | 05 | .222 | 24.0 | .472 | .663
§ 025 25 | 05 | 065| .222 | 240 | .472 | .663
) 04 | 50 | 06 | 0.8 | .222 | 24.0 | .472 | .663
<
% including noise and 015, 10 | 04 | 05 | .161 | 334 | .474 | .666
O | low-passfiltering 025 25 | 05 | 0.65( .161 | 334 | .474 | .666
04 | 50 | 06 | 0.8 | .161 | 334 | .474 | .666
no noise 015 10 H 04 | 05| .222 | 24.0 | .481 | .660
T 025| 25 | 05 | 065| .222 | 240 | .481 | .660
ret 04 | 50 | 06 | 0.8 | .222 | 240 | .481 | .660
5 including noise 015, 10 | 04 | 05 | .141 | 39.2 | 476 | .679
8 025 25 | 05 |065| .141 | 39.2 | .476 | .679
% 04 | 50 | 06 | 0.8 | .141 | 39.2 | .476 | .679
ﬁ including noise and 015 10 A 04 | 05 | .097 | 59.3 | .491 | .690
O | low-passfiltering 025 25 | 05 | 065 .097 | 59.3 | .491 | .690
04 | 50 | 06 | 0.8 | .097 | 59.3 | .491 | .690

Table 2.2 Parameter estimates of model (2.13) using the Monod and

Blackman growth rate expression from different da¢s
using the Nelder-Mead optimization algorithm.
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PART I

Modelling the
Activated Sludge Process
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Chapter 3

Processes and Models — a Review

In this chapter we describe the principles for mathematical modelling of
the activated sludge process. A short historical perspective of the develop-
ment of the process and a review of the large number of exmthtgss
variants available today are provided. A literature reviewdifferent
modelling approaches for the activated sludge process evolved during the
last thirty years is also given. Special emphasis is put on the description of
the IAWQ Activated Sludge Model No.1 (Henegeal., 1987), which is the
principal model used throughout this thesis. A simplified description of the
most significant biological processes, essential to a nitrogeroval
system, is provided alongside the model formulation. Finally ptissi-
bilities of measuring andthanipulating different process variables and
parameters in an activated sludge system are commented upon. Parts of
this chapter are covered in [181] and [257].

3.1 Historical Perspective

The basic idea of the activated sludge process is to maintain ‘active sludge’
suspended in wastewater by means of stirring or aerationstidpended
material contains not only living biomass, that is, bacteria and other micro-
organisms, but also organic and inorganic particles. Some afrglaaic
particles may be broken down into simpler components lprogess
known as hydrolysis, while other organic particles are not aff¢oted
material). The biomass in the process will use the organic material as its
energy source (usually in combination with oxygen or anatkiglation
agent), that is, the organic material will be removed fromathstewater
while more biomass is produced. The amount of suspended material in the
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process is normally controlled by means of adding a sedimentation tank at
the end of the process, where the biomassassported towards the
bottom by gravity settling and is either recirculated back tdiblegical
process or removed from the system as excess sludge, whereas the now
purified wastewater is withdrawn from the top of the sedimentatiok

and released either for further treatment or directly into a receiving water.

The concept of usingupplemental aeration as a meanssefvage
purification dates back to the late 19th century. These early systeras
based on the fill-and-draw approach, that is, wastewater was put into a
reactor and aerated, and after a period of time the wastewater was released,
the deposit of solids was removed and the process was repeat8d4in
Arden and Lockett (1914), in England, pioneered one of the popsiar
processes in sewage treatment. Disregarthegcurrent practiceahey
saved the flocculent solids and studied the effect of their repeated use in
sewage treatment by aeration. These flocculent solids, whichctiley
activatedsludge proved to increase the purification capacitysaiple
aeration. The accelerating effect depended upon the proportion of activated
sludge (AS) to the sewage treated. News of these findings spread rapidly to
the United States, and during 1914, similar studies were undertaken at the
University of lllinois, leading to the same conclusions. Efforts \ileea
directed towards the adaptation of the process to operate under continuous-
flow conditions. By 1917two small-scale continuous-flow plants in
England and a larger plant in Houston, Texas, were putopéoation.
Successful experience with these plaatsl theestablishment of the
diffused air process as a feasible means of air provision, encouraged the
construction of other major plants, which were soon placexpanation.

All were based on the continuous-flow principle, which had protsatf

as the major practical method for activated sludge operation.

The early success of the activated sludge process did not perd@igor
Rapid population expansion and industrial development greatly altered the
magnitude and nature of sewage loads to existing wastetkaaément
(WWT) plants, and the effect of flow and organic load variatimetsame
more pronounced. One of the most serious problems was causdthby
was generally described as sludge bulking, a phenomenomémifiested

itself as an appreciable reduction in settleability of activated sludge, often
resulting in excessive suspended solids (SS) concentrations piattite
effluent. Extensive studies during the 1930s identified some environmental
conditions causing this problem to be:
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» improper balance of food caused by high carbohydrate levels;

* high carbon-to-nitrogen ratio, attributable to industrial discharges;
» low dissolved oxygen levels in the aeration tanks;

* increasing organic loads on the treatment plants.

Another serious problem that haunted the AS process was the shortage of
oxygen, primarily at the head of the aeration tanks. It was only after the
recognition of the importance of oxygen as a quantitative factor in the
process and studies on the oxygen utilization during sewaganent
(Grantet al, 1930; Bloodgood, 1938) that the relationship between oxygen
and degradation of organic material became clear. It was suggleated
appreciable changes might occur with regard to the character of the sludge
as a function of the length of the oxygen deficiency period. Therefore, it
was concluded that dissolved oxygen must be present at all points in the
aeration tank.

Process Modifications

The difficulties encountered in the operation of AS plants, triggered the
development of modified processes that would permit existing plants to
treat larger flows and greater loads whmaintaining a higheffluent
guality. The frequent shortage of oxygen in aeration tanks ledtoda
fication of the process, known gspered aerationlt involved sizing the
aeration equipment as a function of anticipated oxygen requirements, that
IS, increasing the number of diffusers at the head of the aeration tank while
decreasinghe number of diffusers closer to the outlet (Kessler and
Nichols, 1935). This modification was initiated around 1930 tudy
almost all AS plants include provision for tapered aeration.

Attention was also focused on the occasional load transients to which the
process is exposed and which it must accommodate. It was noticed that the
oxygen demand of a mixture of activated sludge and sewage afoerd
exceed the ability to dissolve oxygen by means of conventiomabdr

fied aeration systems, if the entire incoming load together withetioen
sludge were applied to the head of an aeration basin. Around 1940, this led
to the idea of adding sewage in regulated amounts, at multiple points along
the tank, instead of applying tapered aeration (Gould, 1940). This process,
known asstep aeration distributedloading, step feed multiple-point
dosingand incremental dosingcould produce an activated sludge with a
good purifying capacity while maintaining the oxygen requirements at a
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more uniform level throughout the aeration tank. The process atadd
reduce the effects of shock loads and produce savings in tertassof
required tank volume.

Around the same time, two different process modifications were tested that
never found any wide application. One was tiaglified aeratiorsystem,
where the sewage was aerated for shorter periods and wsthader
quantity of biological solids in the aerators (Sedtieail., 1945). The sludge

In this system settled rapidly and compacted to a concentrationttvaice
of a conventional AS system. Less oxygen and recirculationegasred

but the effluent quality was generally reduced as well. The ploeess
was theactivatedaeration system, where the excess sludge from a
conventional AS process was to be utilized (Shapiro and Hd®ab).
Therefore, this sludge was diverted into a second aeration uwitith
part of the influent wastewater was directed. This added propesated
without recycling of sludge.

Practical development of high-capacity aeration devices made it possible to
develop thehigh-rate AS process. The basis of this process was that the
conventional aeration period could be drastically reduceadédquate
oxygen input to the system was ensured. In combination with a high degree
of turbulence, it was possible to substantially increase the sewage load by
an appreciable reduction ithe floc size andmprovingthe oxygen
diffusion rate into smaller flocsThe shortdetention timeand high
substrate to biomass ratio could maintain the biomass in aactime
phase, that is, the log-growth phase. The process was found to be as stable
as conventionally operated plants, although it required a high sludge return
rate. A major benefit was that the process was operateccamiparably

small aeration basins.

Large volumes of waste sludge that had to be treated and disposed of were
a factor that led to the development of éxtended aeratioAS process.

The process modification was established as a means of eliminating the
problem of excess sludge handling, while producing a higtalilized
effluent and requiring a minimum of attention. On the other hand it
requires large aeration basins allowing for a long hydraulic detention time.
The process became popular during the 1950s. A feature of the process is
its ability to contain a relatively large mass of sludge and thereby, for all
practical purposes, totally remove the influent organic material in the
wastewater. The effluent organic material is almost entirely due to the
suspended solids that escape from the system. The prpcskges
comparably small amounts of sludge, and the sludge is very stable as the
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low substrate to biomass ratio maintains the biomass ientlegenous
phase. An intentional sludge wastage is often provided to improve the
effluent quality although the initial intent of the process was to be operated
without any excess sludge production.

The concept otludge reaerationvas initially intended for improving the
sludge settleability by aerating the recycled sludge in a separate tank prior
to returning it to the aeration basin. The process could also be used as a
way of providing a reservoir of sludge that was buffered against poisonous
effects of short pulses of influent toxic material. The process later evolved
into the contact-stabilizatiorprocess (Ullrich and Smith, 195Basically

the process employs two aerated reactors separated by a ssiskie.

Either raw or presettled wastewater is mixed with activated sludge and
aerated in a contact tank with a short detention time. Herbitineass
adsorbs the influent organics and then settles out in the secondary clarifier.
The concentrated sludge is then pumped into the stabilization tank and
aerated for several hours prior to return to the contact basin. The process is
still popular and it is often considered to increase the posshienetric
loading capacity and efficiency compared witlt@aventional-flow AS
process, and to some extent improve the settleability of the sludge.

A way of improving the capacity of an AS process while maintaining the
reactor volumes is to convert it to paure-oxygenor enrichedoxygen
system. By applying oxygen (usually added under pressure) instead of air
to the system it is possible to maintain high levels of oxygen in the aeration
tank without excessive turbulence, which would break up the flocs and
deteriorate the settleability. This allows for higher loadings, high®ige
concentrations and shorter detention times than in a convensistam.

The process is especially favoured in areas with very limited space for
plant expansions. Naturally, the cost for aeration is significamthgased

by this approach.

The sequencing batcheactor (SBR) is an AS system operating offila
and-draw basis. As earlier discussed, this was the principle applied in the
early AS plants. After the choice famontinuous-flow processes, the
interest for SBRs was revived in the early 1960s with the development of
new technology and equipment. The SBR process is essentially composed
of a single tank. The process maodification basically consists skits-

batch operation and the fact that biological conversion and setilkeg
place in the same reactor in a cyclic operation. Most of the advantages of
this process may be attributed to the very flexible nature obpkeating
parameters, as the process can be controlled by time rather tispadsy
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However, the SBR process normally requires a more sophisticated control
strategy than a traditional continuous-flow system.

Processes for Nutrient Removal

The processes described above were developed primarily foertieval

of organic material from the wastewater. However, during thethasy
years, nutrient removal has become a very important factor in WV,

Is, the removal of nitrogen and phosphorus components fronvasie-
water. In order to accomplish this in an AS process, a large number of
different process configurations have been developed. Onegdrablem

Is that themicroorganisms performing nitrification, denitrification and
enhanced biological phosphorus removal (EBPR) require digigrent
environments to function effectively, that is, a combinatioraefobic,
anoxic and anaerobic conditions. The term anoxic is frequently used to
define a condition when oxygen is absent and nitrate or nitrieegent.
Some of the mosestablished processésr nutrient removal will be
schematically described below.

Biological nitrogen removal AS systems are normally separated in two
different categories — separate-sludge systems and single-skstgms.

The separate-sludge system is characterised by two sets of rew@ttiors
individual settling and sludge recycle, operated in sequence and sustaining
two different types of microbial communities. The first reactor is aerated to
achieve carbon removal andtrification, whereaghe secondeactor
provides an anoxic environment for denitrification. This process configura-
tion is also known as a two-sludge system. Three-sludge sysigims
carbon removal, nitrification and denitrification in successive reactors are
also a possible solution. Since the organic matter of the wastewater is
almost completely consumed in the first part of the processartbeic
reactor often requires the addition of an external carbon source, for
example, methanol or ethanol. Another possibility is to bypass a portion of
the influent wastewater to the anoxic reactor to providenteessary
carbon for the denitrification. While total separation of aerobic and anoxic
processes enables optimum design and performance stambtygmical
considerations have been the major incentive in the development of com-
bined or single-sludge systems. Basically, the combined process is applied
In two different configurations — single-sludge predenitrification and
single-sludge postdenitrification.
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The postdenitrification process consists of two reactors in seriefitghe
aerobic and the second anoxic, see Figure 3.1a. It was first suggested by
Wuhrmann (1964) and is consequently known asAthbrmann process

The energy source for the denitrification process is providedneygy
released by the sludge mass due to the death of organisms. However, since
this rate is low, the denitrification rate is also low. Therefore, a very large
anoxic volume is required for a high denitrification efficiency.

®) ) (b) )
Y
© )

L 208 RORY

(d)
¢ anoxic reactor () aerobic reactor

Figure 3.1 Single-sludge nitrogen removal systems: (a)\Wehrmann
process, (b) the Ludzack-Ettinger process, (c)nioglified
Ludzack-Ettinger process, and (d) the Bardenpho process.

The predenitrificationprocess was firsdevelopedand proposed by
Ludzack and Ettinger (1962) and, consequently, known asutizack-
Ettingerprocess It consists of two reactors in series, partiaparated,
without intermediate settling, see Figure 3.1b. As there is paftial
separation between the two reactors, a mixing of the nitrifiecaaogic
wastewater is induce@dnd the nitrate entering the anoxic reactor is
reduced to nitrogen gas. This process was later modifie@drpard
(1973), who completely separatethe anoxic and aerobimeactors,
recycling the settler underflow to the anoxic reactor, and providing an
additional recycle from the aerobic to the anoxic reactor, see Rgloe
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The process is known as theodified Ludzack-Ettinggrocessand the
control of the process is significantly improved. However, with flbis
scheme, complete denitrification isot possible,and the degree of
denitrification depends upon the fraction of the total flow from the aerobic
reactor not recycled but discharged directly with the effluent.

In order to overcome thencomplete denitrificationthe Bardenpho
processwvas proposed as a combination of the modifiedzack-Ettinger

and Wuhrmann processes, see Figure 3.1d. Thectowentration of
nitrate discharged from the aerobic reactor to the second areadator

will be denitrified to produce an effluent free of nitrate. To strip the
nitrogen bubbles generated in the secondary anoxic reactor attached to the
sludge flocs, a flash aeration is introduced between the seccauaeig
reactor and the settler. This extra aeration is also considered necessary to
nitrify the ammonia released through endogenous decay ipréweous
reactor.

In order to achieve EBPR in a conventional activated sludge process an
anaerobic reactor can be added in front of the aerobic reactor, as shown in
Figure 3.2a. This process is known astiue-stage Phoredox procees

the A/O processThe real challenge was the development of an AS process
capable of performing organic removal, nitrification, denitrification and
EBPR within a single-sludge system. A number of such processes are
schematically outlined in Figure 3.2, without further explaining any details
about the flow schemes and reacitateractions of theseomplicated
processes. Such a description is beyond the scope of this overview. An
important event of the development of these processes was the observation
of high and stable phosphorus removal in a pilot plant (Bardenpho process)
designed by Barnard in 1975 for nitrogen removal (Barnard, 1975). Having
observed that EBPR was possible when an anaerobic stadellwasd

by an aerobic stage, Barnard proposed to employ an anaerobic stage before
the nitrogen removing Bardenpho system, thereby creatinghtukfied
Bardenphaoprocessor thefive-stage Phoredogrocess see Figure.2b.

When only partial nitrogen removal was required, it could be reduced to
three stages — anaerobic, anoxic and aerobic (Barnard, 1983). This process
is often referred to as théaree-stage Phoredoprocessor the A20O
processsee Figure 3.2c.



Chapter 3. Processes and Models — a Review 73

-

@

96 0 v

(b)

= !

(©)

AN Y
(d) )

]~

v Y
© ]

(f)

& anaerobic reactor ¢ anoxic reactor () aerobic reactor

Figure 3.2 Single-sludge nutrient removal systen@) two-stagé”horedox
(A/O) process, (b)ive-stage Phoredox (modifieBardenpho)
process, (c) three-stage Phoredo¥ ) process, (d) UCT process,
(e) modified UCT (MUCT) process, and (f) Johannesburg process.



74 Modelling Aspects of Wastewater Treatment Processes

As researchers continued to develop biological nutrient removal AS
systems, and discovered the significance of the sequenaeaefobic-
aerobic stages, the inhibiting effect of nitrate recycle to the anaerobic stage
on EBPR was also recognized (Nicholls, 1975; Barnard, 191&se
considerations later led to the introduction of theversity of Cape Town
(UCT) processthe modified UCT (MUCT) procesand theJohannesburg
procesqDold et al, 1991), outlined in Figures 3.2d-3.2f.

It should be noted that modifications have also been made ontyplesr

of AS processes, such as the oxidation ditch and the SBR, converting them
into nutrient removal systems. Two good examples of alternating processes
(a development of the SBR process) including nutrient removal are the
BIO-DENITRO (Christensen, 1979nd the BIO-DENIPH(rocesses
(Einfeldt, 1992).

3.2 Model Development

There has been a long transition period between the promotion of the
activated sludge method of wastewater treatment and the establishment of
a theoretical framework that both quantitatively describes the process, and
provides a rational basis for its design. The conflicting nature of the many
hypotheses for the mechanistic explanation of the process, the difficulty of
expressing them in precise mathematical models, and the comatee

of the systems on which the models were developed were the main reasons
for this slow transition. Due to the absence of basic rational guidelines, the
early developments of plant design and operation have been more of an art
than a science.

From the 1920s until the 1960s different hypotheses for explaining the
mechanisms of organic matter removal by activated sludge, were proposed.
In Arden and Lockett’s original work, it was recognized tphaysical,
chemical and biological mechanisms might fesponsible invarying
degrees for the purification of the wastewater, although no attenepés
made to identify their existence or their relative importance. liyipe-
theses included theories recognized today asdlagulationtheory, the
adsorption theorythecolloid theory, thebiozeolite theoryand theenzy-
matictheory A description of these theories is given in Orhon Artdn
(1994). Although the adsorption theory was the dominating theory for
many years it should be noted that already in 1923 a biological mechanism
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was proposed as an alternative theory by Buswell and Long (1923). On the
basis of their observations they reported that AS flocs were made of

synthetic, gelatinous matrix enclosing filamentous and unicellular bacteria,

as well as various protozoa and some metazoa. Their experimental evi-
dence suggested that the purification was accomplished by ingestion and
assimilation of the organic matter from sewage and their synthesis into the
living material of the floc. This theory has later found universal acceptance

and has remained virtually unchallenged.

By 1940, a number of experimental investigations had shown that adsorp-
tion could not be the only nor the predominant mechanismorgdnic
matter removal. If adsorption did occur, it had to be accompanied by a
biochemical reaction. McKeand Fair (1942) stated that tihemoval
mechanism consisted of two distinct but interrelated steps:

« a physical process of adsorption aftidcculation which pro-
ceeded rapidly and decreased as the organic substaaoes
removed from sewage or as the contact surfaces became covered
with these substances;

» a biological process of organic matter consumptionefaergy
and cellular synthesis purposes, which was institatewaltan-
eously but proceeded more slowly.

The idea of the two-step adsorption/metabolism found immesligigort,
although there was no common agreement on the relative importance of
each step in the overall removal mechanism. The concept was used as the
basis for process modifications — especially for the development of the
contact-stabilization process discussed in the previous section.

In all the theoretical speculations as well as the attempts to vkeify
experimentally, it must be noted that all organic material ofsdveage

was considered an an entity without any emphasis on its particulate and
soluble components. It was first around 1955 that researchers began to
consider the composition of the sewage and its impact on the reactions.

Operational difficulties encountered, together with new process extensions
such as nutrient removal, have greatly increased the us®gooéss
modelling. Thishas led to arever-increasingheed for mathematical
models incorporatinghe fundamental microbial mechanismsto a
rational engineering description of the process. Consequently, a significant
evolution in modelling practice has been experienced in thetHees
decades, from the&ingle-componenmodel advocated byMcKinney
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(1962), to the elaborate model including 19 componentgatédmeters

and 19 different processes recently proposed as the IAWQ AS Model No. 2
for combined carbon, nitrogen and phosphorus removal (Hehzs,

1995). The accumulated scientific information and ingenuity ofelent
modelling efforts are noteworthy. However, the reliability of the proposed
models depends on an increasing number of kineticsémidhiometric
parameters, which to a large degree depend on characteristics of the actual
wastewater and must therefore be experimentally determined.

Bacterial growth and decay

The biological processes in a WWT plant are carried out by many different
types of bacteria. The most important microorganisms in therAgess

are bacteria, while fungi, algae and protozoa are of secondary importance.
The different types of organisms that can be found in an AS process, are
also found in the raw wastewater flowing into the plant or in the immediate
surroundings ofthe plant. Thepredominant genera of bacteria in the
activated sludge are mainly determined by the composition of the raw
wastewater, the design of the plant, and to some extent the operation of the
specific plant.

Bacteria constantly need energy in order to grow and to supgsenhtial

life activities. Growing cells utilize substrate and nutrients locatgside

the cell membrane for growth and energy in a process, which can be
described in a simplified form as

Substrate + Nutrients+ Oxygen — Biomass+ Energy

The bacteria can also accumulate substrate and nutrients andhstare
internally in modified forms (typically polysaccharides, lipids goudy-
phosphates). The major part of bacteria in activated sludge (baliewh-
trophic bacteria) use organic carbon in the form of small organic molecules
as substrate, and some bacteria (called autotrophic bacteria) which are
essential to biological nutrient removal, use inorganic carbculastrate.
When the bacteria decay, the organic carbon of the bacteria is partly reused
in the process.

For example, the formation of a typical biomass compouH-ATO,)
from a typical substrate (§H,409N) in an aerobic environment with a
typical yield coefficient is given by the following reaction:
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CyH1006N +0.74NH? +8.800, —
1.74C¢H,NO, +9.30CO, +4.52H,0 +H*

The end-products on the right-hand side of the biochemical reaction is
obviously harmless to the environment. It should be noted that in addition
to the removal of organic matter, ammonia is removed by growth of
bacteria. The above process is carried out by the heterotrophic bacteria in a
WWT plant.

In order to mathematically describe the kinetics of the reactaiisg

place in a biological reactor, practically all models are based on the two
fundamental processes discussed above, thatis, microbial growth (3.1) and
decay (3.2), usually described mathematically as

dX

— =X 3.1
prails (3.1)

dX

== =-bX 3.2
” (3:2)

wherey is the specific growth rate aris the decay coefficienrocess
stoichiometry is then used to relate substr&eu(ilization to microbial
growth (3.3), as

CABIVE (3.3)
dt dt

whereY is the yield coefficient. The decay process is generally defined by
a first-order rate expression with respect to the biomass concentdgtion (
The above model is equivalent to the one investigated in the small example
in Section 2.6. This description cannot differentiate between degradation of
endogenous mass for the generation of maintenance emeiggbial
death, cell lysis and interactions between predators and bacteria, but it
reflects the overall combined effect.

A major issue has been how to mathematically describe the specific growth
rate for a continuous culture of microorganisms growing in wastewater on
a mixture of organic and inorganic substrates. The most commonly recog-
nized rate expression is the hyperbolic expression proposédobypd
(1942; 1949), as an empirical deduction from pure culture studies, i.e.,
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H=p (3.4)

Ks+S

where [1 is the maximum specific growth ratég is thehalf-saturation
constant an is the concentration of the growth-limiting substrdieis
expression is in turn compatible with the Michaelis-Menten (1913) enzym-
atic reaction model. Monod deduced the above expression by investigating
the different growth phases of pure bacteria cultures in a batch system, see
Figure 3.3. The growth rate is very much depending on the loongi-

tions for the organisms but the growth phases are generally categorized as:

I: lag phase lI: acceleration phase Ill: exponential (log) phase

IV: retardation phase V: steady-state phase VI: declination phase

Note! No figure available.
[ ]

L |

Figure 3.3 The bacterial growth phases (Monod, 1942).

During the lag phase the bacteria adapt to the environment agradwiti

can be seen. The lag phase is followed by the acceleration phase, which is
characterized by a fast increase of the growth rate. This later leads to the
exponential phase. As a consequence of decreasing access to nutrients and
increasing amounts of metabolic products and toxins the increase of the
growth rate starts to decline and in the stationary phase the grawth
eventually stabilizes at a certain level. Finally, the bacteria diduiihg

the declination phase.

The bacteria can be measured either as concentration of cells, that is, the
number of individual cells per volume, or as bacteria density, i.e., the total
dry weight of bacteria per volume (Finnson, 1994). A complicdaiuct

when measuring the growth rate of bacteria is that in practice the size of
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the microorganisms vary betweedhe different growth phasg$ionod,

1942). In general, the size of a cell reaches its maximum at the end of the
lag phase, continue at constant size through the exponential phase and
subsequently decrease in size. In the exponential phase the growth rate is
proportional to the bacteria density (Monod, 1942), following that the size
of the cell is constant. It must also be realised that a multiplicity of reaction
mechanisms occur even in the simplest biological reacfidsorption,
enzyme catalysis, inhibition and diffusion processes represemdfoe
functional mechanisms that may control the uptake of a specific substrate.
Furthermore, these mechanisms are dependent upon a number of physical,
chemical and biological variables within a given system ifoédical
literature on glucose uptake by red blood cells).

The Monodexpression is developed as an acceptabéthematical
description of experiments conducted with pure bacterial cultures growing
on single substrates. In WWT practice, the latter is substitutechaith
specific parameters likBOD (biological oxygen demand) or COD
(chemical oxygen demand). Although they are mathematically treated as
single substrate components, these parameters include a great variety of
organic compounds with differefiodegradation characteristics. The
influent wastewatemlso containsartificially manufacturedchemical
compoundsand toxic materials, to which various organismsspond
differently. Furthermore, conditionlske the dissolved oxygenDO)
concentration and the pH may vary within the treatment plaonse-
quently, in the biological reactors used for the removal of the mixture of
organic compounds in wastewaters, there isway to select ajiven
microbial species, since a mixed microbial community develops as an
enriched culture, resulting from natural selection. Taking the aindwe
consideration, a slightly more realistic growth rate function WWT
plants, including growth om multiple substrates wherine different
components exhibit a competitive inhibition effect on the utilization of the
other components, may look like

n A.S
H=3 (35)
I KS| + Zalj i

wherea;;=1 anda;; represents the inhibition effect of tffesubstrate on

the utilization of theeth substrate by the organism. However, ttosnplex

model structure only addresses a few of the problems discussed above. It
would, on the other hand, be practically impossible to identifyvamnidy

such a model for values efandj larger than 1, both because of the
inherent model structure and due to the necessary detailed measurements.
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In fact, a drawback of the original Monod expression is that the parameters
as part of a biological model cannot be measured directly but must be
estimated. This is difficult because even a model in the very simple form of
(3.1)—(3.4) is not practically identifiable (Holmberg, 1981), although it is
theoretically identifiable from perfect measurementXaindSin a batch
experiment (Holmberg and Ranta, 1982), as discussed in Section 2.6. The
lack of practical identifiability means that unique sets of parameters can
rarely be obtained. Parameters estimdi®an data obtainedluring
apparently similar conditions show considerable variationgpanaimeter
estimation methods show poor convergence properties (Holnli289).

In Vialaset al.(1985) ways of improving the practical identification of the
Monod equation by using different sample times depending on the current
state of the process, is suggested. Ratkowsky (1986) propodgésrent
parametrization of the Monod equation to improve the identifiability of the
model and enhance the convergence of estimation algorithmsliBsdh

and non-linear regression techniques are applied for estimating the growth
model parameters as well as the yield and decay rate coefficients from true
plant data in Vaccari an€hristodoulatos (1990)The estimatesre,
however, not significant at the 95% confidence level and, therefore, the
use of a simple first-order rate equation is promoted instead of the Monod
expression. A comparison of the non-linear Monod equation dimear
simplification is also performed in Dercet al. (1990a; 1990b). The
investigations show that a linear rate model is not as goguorédicting
actual transient responses in biomass and substrate concentrations as the
traditional formulation. On the other hand, the standard Monod expression
does not provide perfect results either, when compared with true data. The
advantage of the linear rate equation is that it improve9thetical
identifiability of the model. In a similar way, it has also been shown that by
measuring the oxygen uptake rate (OUR) during weejl-controlled
conditions using a respirometer it is only possible to uniqidemtify
certaincombinationf parameters and state variables in model (3.1)-(3.4),
see Vanrolleghem (1994).

The relevance of the basic structure of the empirical Monod equation is
also a matter of dispute. Depending on what mechanism is considered to be
most important(biochemistry, adsorption, diffusiomtc.) the growth
expressions are formulated differently. A large number of rival models that
exhibit practically the same behaviour have been suggesteith\seudi-

gated from an identification point of view (Boyle and Berthoue/4;
Dochain and Bastin, 1984). Some of the proposed variants thabbaxe
applied in WWT modelling are given below (&l and 6 coefficients
represent different model parameters).
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The Tiessier model (Tiessier, 1936):
u=6(1-e%°) (3.6)
The Blackman model (Blackman, 1905; Garrett and Sawyer, 1952):

BE if S<Kpg

M= DKB (37)
Hi if S>Kg
The Contois model:
___pS
U —KCX s (3.8)
The Powell model (Powell, 1967):
00, + 6, + S[H 40,s U
p=6 5220 -V1- 0 (3.9)
20, (92 +93+S) 0
The Haldane model for inhibition kinetics:
_ S
H= >
K +S+ E (3.10)

The behaviour of some of the equations is exemplified in Figure 3.4. By
choosing the model parameter values properly, sin@larities of the
equation behaviours are made obvious and indicate that the geteth
may be described by many different expressions.

There is evidence in the literature to show that Monod-gxmeessions
provide reasonable models to describe the growth of the enciteide
sustained in WWT reactors, with the provision that the kirgtrameters

be interpreted not as absolute values, but as average figures related to the
predominant species in the particular growth conditions ofréaetor.
Bearing this in mind, it would seem appropriate to prongrtenth
expressions that produce results similar to the original Mexpdession

but simultaneously enhance the identifiability of the model. Of the models
discussed above, the Blackman model is the easiest odenofy,
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especially if we consider the fact that in municipal WWT plants the
substrate concentrations are generally so low that only the first part of the
model (the first-order growth rate expression) is required.
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Figure 3.4 Behaviour of different bacterial growth rate equations.

Nitrification and Denitrification

Two more processes, which are of great importance for thera&ss

and, consequently, should be included in a mathematical model, are the
nitrification and denitrification processes. Nitrification is a two-step micro-
biological process transforming ammonia into nitrite and subsequently into
nitrate. The process is well-known from the biosphere, where it has a major
influence on oxygen conditions in soil, streaarsd lakes.Soluble
ammonia serves as the energy source and nutrient for growth of biomass of
a special group of autotrophic bacteria (called nitrifiers). If ammonia is
used only as a source of energy, the first step of oxidizing amnmbaia

nitrite is described as
NHj1 +150, - NO; + H20+2H+

and the second step of oxidizing nitrite into nitrate is

NO; +0.50, — NO3
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A typical representative for the first step is the bacteria of the genus Nitro-
somonas and for the second step the bacteria of the genus Nitrobacter.

Because the reactions above only give a small energy yieldittifygng
bacteria are characterized by a low biomass yield. This is an essential pro-
blem for the nitrification process in biological nutrient remassedtems.
Using a typical yield for autotrophic growth of biomass, thkowing
reaction for the total nitrification process is obtained:

NH +1.860, +1.98HCO; -
0.02CsH,NO, +0.98NO3 +1.88H,CO; +1.04H,0

where HCOj3 is the form of soluble carbon-dioxide for pH-values in the
range from 5 to 9. From the reaction above, it is seen that a large amount of
alkalinity is consumed for eveINH} being oxidized. Although the waste-
water in many areas contains large alkalinity buffers, some Vy\aliits
require the addition of lime or soda ash to maintain desirable pH-levels for
nitrification. Normally, the nitrification is mathematically described as a
one-step process in order to keep the models fairly simple.

Denitrification is a microbiological heterotrophic procésmsforming
nitrate into nitrogen gas, using nitrate instead of oxygen as the oxidization
agent. The conditions during which this process occurs, are ealtedl,
because oxygen is not present and some heterotrophic bacteria are able to
use nitrate for oxidatiorDenitrification is also well-known from the
biosphere, where it is common in soil and beneath the surface in stationary
waters. Most of theheterotrophic bacteriare optional to the use of
oxidation agent, but the energy yield of using nitrate is less vithem

using oxygen. Thus, if oxygen is present, the bacteria prefer to use oxygen.
In practice, denitrification only takes place at low oxygencentrations.

The overall mechanism can be described by a typical microbial reaction of
a saccharide with nitrate:

5CgH1,0g + 24NO; — 12N, + 24HCO3 +6CO, +18H,0

The lower energy yield for the heterotrophic bacteria duringatioeic
conditions is also reflected in a somewhat lower biomass \editri-
fying bacteria using ammonia and the typical form of organigstrate
(CgH1g0N) in wastewater for bacterial growth with an obseryietd
coefficient of 0.47 g biomass/g substrate gives the following reaction:
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0.61C,H;00N +4.54NO3 +0.39NH +4.15H* —
CsH,NO, +2.27N,, +6.70CO, +5.12H,0

Fortunately, some of the alkalinity lost by nitrification is gained by denitri-
fication. A very important parameter for the denitrification process is the
organic carbon/nitrogen-fraction (C/N ratio) of the raw wastewataich

also plays a significant role for the design and operation of the WWT plant.
In practice, the C/N ratio of the raw wastewater should be at least 8-9
g COD/g Nfor a typical WWT plant, in order to assure a relativagh
denitrification rate (Carstensen, 1994).

Dynamic Models

It was the 1950s before the figtnamicmodels of the AS procesgere
proposed (Goodman and Englande, 1974). Prior to this timentioels

had dealt only with steady-state behaviour of the process. Initially, two
state variables (substrate and biomass) were considered sufficient for a
good dynamic description of the process, and degradation was modelled as
a first order reaction as discussed above (Eckenfelder and O’Connor, 1955;
McKinney, 1962; Eckenfelder, 1966). Later, saturation ofdixgradation
capacity was included by introducing a Monod-type dependency of the
removal rate on substrate concentration (Lawrence and McQ&T9Q).

To describe new experimental findings, Andrews and cowonkés

duced one of the first structured models. In this model the biomass was
structured into three parts: active, stored and inert (BusbyAaddews,
1975). Another structured approach was suggested in McKinney and Ooten
(1969) for conversion of carbonaceous material. These researchers pro-
posed the following:

» the mixed liquor can be divided into three volatile sofids-
tions: active, endogenous-inert and inert (from the influent);

« a relationship betweethe mass of substrate utilized and the
active mass of organisms was stated,;

« an accumulation of endogenous-inert solids takes fdacause
of endogenous respiration;

« a relationship between the oxygen demand andothanisms
synthesized and the active mass loss due to endogesspis
ration was stated,;

« an accumulation of inert solids takes place due to the presence of
this material in the influent wastewater.
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An important factor that coincided with thaevelopment ofdynamic
models was the increasing computer power and falling prices for com-
puters during the 1970s. This liberated mathematical modelling from many
constraints. Systems of partial and ordinary differential equationkl

now be numerically solved and dynamic models could quickliebied

and validated.

Some of the mostundamental work concerninthe development of
dynamic models for the AS process has been performed ainikersity

of Cape Town, Republic of South Africa. Based on the proposals of
McKinney-Ooten above (except the suggestion for the rate of synthesis of
active mass), Marais and Ekama (1976) developed a steadyatalbéc
model from which a dynamical model evolved. Instead thesepted
Lawrence-McCarty’s proposal linking the specific organism growth rate to
the concentration of substrate via the Monod relationship. Turéyer
suggested that influent carbonaceous material should be divided into three
fractions:

* biodegradable;
* non-biodegradable particulate;
* non-biodegradable soluble.

The biochemical oxygen demand was rejected as a suitable parameter for
defining the organic material and instead they accepteceldnatron
donating capacity in its equivalent form, the chemical oxygen demand. The
oxygen utilization rate was also recognized as the most sensitive parameter
by which to verify the behaviour of proposed models to dabtvated
sludge process. They further suggested that the influent nitrogen should be
divided into the following four fractions:

* non-biodegradable soluble;

» non-biodegradable particulate;
» biodegradable organic;

 free and saline ammonia.

For the conversion of ammonia to nitrate they again followedviihreod
approach, as set out by Downiegal. (1964).

Progressively the Marais-Ekama model evolved into a full dynamic model
(Ekamaet al, 1979; Doldet al, 1980; van Handeét al., 1981)also
including denitrification. Two key features of particular importance had
then been included in the model, namely, theubstrateand death-
regeneratiorhypotheses.
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In accordance with practical experiments, it was proposed that the bio-
degradable COD in the influent wastewater consisted of ftaaions:
readily and slowly biodegradable COD (Ekama and Marais, 19F83.

was the bisubstrate hypothesis included in the aerobic niod&iding
nitrification) by Dold et al. (1980). The readily biodegradable COD was
assumed to consist of simple molecules able to pass through theltell
and immediately be usedbr synthesis by the organisms. Thwly
biodegradable COD, which consisted of larger complex molecukss,
enmeshed by the sludge mass, adsorbed and then reguiracellular
enzymatic breakdown (often referred to as hydrolysis) bebaiag
transferred through the cell wall and used for metabolism. allueve
approach was claimed to significantly improve the model predictions of the
process under cyclic load and flow conditions.

The death-regeneration hypothesis was introduced in an attesipgte

out the different reactions that take place when organisms die. The
traditional endogenous respiration concept described how a fraction of the
organism mass disappeared to provide energy for maintertdowever,
practical experiments with varying anaerobic and aerobic conditions in a
reactor showed that the endogenous respiration model was not satisfactory.
It could not explain the rapid oxygen uptake rate that occurred when a
reactor was made aerobic after anaerobic period. Inthe death-
regeneration model, the decayed cell material was released tHysiggh

One fraction was non-biodegradable and remained as an inert residue while
the remaining fraction was considered to be slowly biodegradable. It could
thus return to the process and be used by the remaining organisms as
substrate through hydrolysis, consequently providing an explanation to the
observation described above as a build up of biodegradable material during
the anaerobic period.

Besides the carbonaceous conversion aspects described above, van Handel
et al. (1981) showed that the bisubstrate and death-regenesagiiwoach

could be integrated in a consistent manner withtthesformations of
nitrogen.

The full UCT model (Dolcet al, 1991) consists of 14 different processes
including 14 state variables and 21 parameters. It has provided the basis for
most future mechanistic modelling approaches of the AS process, for
example, for the IAWQ AS Model No.1 discussed in the re=dtion.
However, it is important to note that in order to successfully apply a model
of such high complexity to a real process, an extensigasurement
program in combination with estimation methods is requiretktermine
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suitable values for the parameters and to characterize the inflaste-
water. A description of methods for measuring these quantitiesysnd
the scope of this work. Some relevant references addressingstiese
are (Ekama and Marais, 1984; Cexthal., 1985; Dold and Marai4,986;
Ekamaet al, 1986; Henzeet al, 1987; Henze, 1988; Gradiy al.,, 1991;
Ayesaet al, 1991; Doldet al, 1991; Sollfrank and Gujer, 199#genze,
1992; Kappeler and Gujer, 1992; Laretaal, 1992; Siegriest and Tschui,
1992; Vanrolleghem, 1994; Heneeal, 1995).

The highly complex mechanistic models have initiated research to develop
simpler, reduced order models for the AS process, more suited for on-line
control and identification. One approach to develop a struckinetic

model for the activated sludge system is given in Padukon@mews
(1989). The proposed model is stated to be the simplest one capable of
giving a realistic description othe contact-stabilizatioprocess for
carbonaceous removal although no validation of the model esieyi-
mental data is presented in the paper. Based on a tradistumage-
metabolism hypothesis for the substrate, the rate equations are chosen in a
way that reduce them to the Monod equation during ‘balagcedth’

(when the external conditions to which the cell is exposed change so
slowly that its composition remains perfectly acclimated to them, for
example in the completely mixed AS process). Because theqa#tions

are linear, the cell growth and substrate uptake in a stirred tank can be
defined exactly in terms of the average composition of the biomass. The
composition of the flocs is described by the ratio of stored substrate to
active biomass. However, the type and number of parameterstaad
variables make this model difficult to verify and would requéeegthy
experiments in order to update the parameters for changing environmental
conditions.

A simplified AS model is presented in Fupe al. (1988). It predicts the
concentration of organic material in the aeration basins and in the effluent
from a wastewater treatment plant performing only carbonaceous removal.
Only soluble organic substance is modelled since the particulate material is
considered to be immediately adsorbed by the activated sludge and thereby
remain within the system. The model is easily verified since practically all
parametersaand statevariablesare directlyavailable throughsimple
measurements. In the paper the predictions are validated aggpesi-
mental data and they show a large degree of agreement. However, it has to
be emphasized that the effluent concentration of organic substrate is not
the most suitable variable for modelling a modern treatment plant receiving
municipal wastewater. This concentration is in many cases so low that the
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uncertainty of any measurement is considerable. Since many modern plants
also perform nitrification/denitrification, the sludge age is usualllyigbh

that the effluent concentration of organic soluble material is molessr
negligible.

A number of mechanistically simplified models for the orgamuilestrate

and the active biomass are presented and tested against each other in
Shefferet al. (1984). Ways of automatically selecting the besssible

model for a certain purpose are also discussed as well as the need for on-
line updating of model parameters. A similar comparison between different
levels of mechanistic simplification of the IAWQ modelaxperimental

data is given in Gujer and Henze (1991). Complete modelgrftire
wastewater treatment processes, including primary settiagtion,
secondary settling, gravity thickening, anaerobic digestion, waste disposal
etc., have also been proposed, for example by €arad. (1987). Such

large models are usually only applicable for steady-state conditions and are
mainly used to analyse the most cost-effective approach for operating an
entire plant.

A somewhat different modelling approach is suggested in Benefield and
Molz (1984). It is based on a modified Monod relationship and the transfer
of nutrients into the flocs is modelled as spherical moledlifarsion
depending on the floc radiuBiological phosphorus removal ialso
included in the model though in a very rudimentary form. The rate of the
removal is simply stated to be directly proportional to the rate of microbial
growth. The model is further investigated and validated in Benefield and
Reed (1985).

In recent years, significant efforts have been maden&hematically
model the processes involved in enhanced biological phosphorus removal.
There are still many questions to be resoleedcerning thishighly
complex process. Today, two main biochemical models can be recognized.
They are referred to as the TCA model (Comeftal, 1985; Wentzeét

al., 1986) and the Glycogen model (Mimt al, 1987). Thebasic
principles of these models are discussed and compared in Wentdel
(1991). Both models recognize that stimulation of an EBIPétess
requires anaerobic/aerobic sequences and that VFA (volatileafatly),

for example acetate, play a central role in the anaerobic phase. The models
differ primarily with respect to the origin of the reducieguivalents
(NADH) necessary for the production pbly-hydroxyalkanoate (PHA)
from acetate. There is also questions with regard to which baciidhmia

the microbial community in a WWT plant that play the most important role
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for EBPR. The mathematical models for describing EBPR are often added
on as extensions to established models for carbonaceousteogen
removal in AS systems, applying many of the concepts incorporated in the
original models. Some of the most recent proposals for modelling the
EBPR process are Dupont and Henze (1989), Weetzsdl (1989), Dold
(1992), Wentzeet al. (1992), Johansson (1994), Hereteal. (1995) and
Smolderset al. (1995). As EBPR is not considered in this work, the
process will not be further discussed. A good reference fontheested
reader is Aspegren (1995), where EBPR is investigated, both from a
modelling and a practical perspective. A large number of releefart
ences concerning EBPR are also provided.

A very different approach when modelling the AS process is to use black-
box models, e.g., stochastic processes or neural networks. A problem is the
difficulty to incorporate any mechanistic knowledge aboutpitoeesses

into these types of models. Instead they rely heavily on identification and
estimation algorithms in combination with a large and reliablabase
describing different dynamical aspects of the process. Although black-box
models are reliable when it comes to interpolating results withegian
which they have been trained for (calibrated), there is no guartatiee
they will produce any relevant results when used to extrapdéée
Therefore, the use of black-box models to describe the full dynamics of the
AS process is quite limited but they may prove useful for on-line control of
certain well-defined parts of the process. A few relevant references dealing
with black-box models (both stochastic processes and neural networks) in
WWT applications are Bhat and McAvoy (1990), Hiraakaal. (1990),
Kabouris and Georgakakos (1991), Novo#tyal. (1991), Boger(1992),
Capodaglioet al. (1992), Yang and Linkens (1993), te Braaieal.
(1994). A more fruitful use of black-box models may be to apply them
combinationwith established mechanistic models of the AS process for
specific control purposes or for estimating and updatingrteehanistic
model parameters as the conditions of the process change.

Another, more promising approach is to use so called grey-box models for
describing the AS process. In this type of model, some opliysical
knowledge of the process is incorporated into a stochastic nvaldieh
means that many model parameters maintain their phystegbretation.
Such a model has been successfully used for control and identification of
an alternating process including nutrient removal (BIO-DENITRO and
BIO-DENIPHO) and is thoroughly described in Carstensen (1994). The
full potential of this modelling approach is still to be determined but
significantly more research efforts are required within this new field.
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3.3 A State-of-the-Art Model

In 1983, the International Association on Water Quality (IAVi&pmerly
IAWPRC) formed a task group, which was to promote development, and
facilitate the application of, practical models for design and operation of
biological wastewater treatment systems. The first goal waswview
existing models and the second goal was to reach a consams@sning

the simplestmathematical model havinthe capability ofrealistically
predicting the performance of single-sludge systems carryingasbbn
oxidation, nitrification and denitrification. The final result was presented in
1987 (Henzeet al, 1987) as the IAWQ Activated Sludge Model No. 1.
Although the model has beeextended since therfpr example to
incorporate more fractions of COD to accommodate egperimental
observations (Sollfrank and Gujer, 1991), to describe growttpapdia-

tion dynamics of floc forming andilamentous bacteria (Gujer and
Kappeler, 1992) and to include new processes for descrdshgnced
biological phosphorus removal (Heneeal., 1995), the original model is
probably still the most widely used for describing WWT processes all over
the world. Due to its major impact on the WWT communitgdaserves
some extra attention and it can still be considered ‘state-of-the-art’
model when biological phosphorus removal is not considered.

Many basic concepts were adapted from the UCT model discussed in the
previous section, such athe bisubstrate hypothes@nd the death-
regeneration hypothesis. Agathe Monod relationshipwas used to
describe the growth rate of both heterotrophic and autotrapbanisms.

COD was selected as the suitable parameter for defining the carbonaceous
material as it provides a link between electron equivalents iortfanic
substrate, the biomass and the oxygen utilized. Furthermore, mass balances
can be made in terms of COD.

Some substantial modifications were also proposed by the 1A88K)

group with regard to the UCT model in terms of tBemeshment-
adsorption (storage) and in the solubilization (hydrolysis) concepts. The
task group rejected the view that the biodegradable particulate COD was
adsorbed and stored on the organism mass. Instead they proposed that the
enmeshed biodegradable material was hydrolysed to readily biodegradable
COD, andreleased to the bulk liquid by the action of extracellular enzymes
secreted by the organism mass. With regard to denitrificatiorgrtug
separated the processes of hydrolysis and growth. Finally, the fate of the
organic nitrogen and source of organic nitrogen for synthesistveated
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somewhat differentlyThe task group also introduced the concept of
switching functions to gradually turn process rate equations on and off as
the environmental conditions were changed (mainly between aerobic and
anoxic conditions). The switching functions are ‘Monod-likgpressions

that are mathematically continuous and thereby reduce the problems of
numerical instability during simulations. Furthermore, the work of the
group promoted the structurptesentation of biokinetic modeiga a
matrix format, which was easy to read and understand¢c@msblidated
much of the existing knowledge on the AS process. A complete description
of all differences between the UCT and IAWQ models is giveDald

and Marais (1986). The full IAWQ AS Model No.1, in the original matrix
format, is provided in Appendix B.

As a comparison, the fourteen process equations of the UCT medzl|
reduced to eightin the IAWQ model whereas the number of state variables
were only reduced by one (from fourteen to thirteen). An evaluation of the
two models (Dold and Marais, 1986; Dadal., 1991) revealed more or
less identical predictions under most operating conditions when the models
had been properly calibrated.

State Variables

The carbonaceous material ithe IAWQ model is divided into
biodegradable COD, non-biodegradable COD (inert material) and biomass,
see Figure 3.5. The biodegradable COD is further divided into readily bio-
degradable substrat&j and slowly biodegradable substra¥e)( The
readily biodegradable substrate is hypothesized to consist of simple soluble
molecules that can be readily absorbed by the organismsetatholized

for energy and synthesis, whereas the slowly biodegradable substrate is
assumed to be made up of particulate/colloidal/complex organic molecules
that require enzymatic breakdown prior to absorption and utilization. Note
that a fraction of the slowlpiodegradable substrateay actually be
soluble although it is treated as a particulate material in the model. The
non-biodegradable COD is divided into solulf @nd particulateX))
material. Both are considered to be unaffected by the biological action in
the system. The inert soluble material leaves the system [sgetbadary
clarifier effluent, whereas the inert particulate material is enmeshed in the
sludge mass and accumulates as inert VSS (volatile suspended solids). The
inert particulate material will be removed from the system by the removal
of excess sludge and to some extent be present in the settler effluent as
well. Moreover, the active biomass is divided into two types of organisms:
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heterotrophic biomass<g ;;) and autotrophic biomasXd ). Finally, an
extra state variableXp) for modelling the inert particulate products arising
from biomass decay is included, similar to tbedogenous mass of
McKinney and Ooten (1969).

Total COD

Y Y Y

Biodegradable Nonbiodeg. Active mass
COD COD COD

L] L] Y Y

Soluble Particulate Heterotrophs Autotrophs
3 Xs XBH XB.A

1 1

Soluble Particulate
S X & Xp

Figure 3.5 Wastewater characterization for carbonaceous components.

The nitrogenous material in the wastewater is divided accordiRgtwe

3.6. Based on measurements of total Kjeldahl nitrogen (TKN), the nitrogen
Is divided into free and saline ammon,{), organically bound nitrogen
and active mass nitrogen, that is, a fraction of the biomass which is
assumed to be nitrogen. Similar to the division of the organic material, the
organically bound nitrogen is divided into soluble and particulate fractions,
which in turn may be biodegradable or non-biodegradable. It should be
noted that only particulateiodegradable organic nitrogeiX\p) and
soluble biodegradable organic nitrog&l) are explicitly included in the
model. The active mass nitrogefyg) is included in the model only in the
sense that decay of biomass will lead to a production of particulate bio-
degradable organic nitrogen. Organic nitrogen associated witimehe
organic particulate productXyp) and the inert organic particulateatter

(Xy1) can easily be calculated, although not described in the model matrix.
No inert soluble nitrogen is modelle8(). Finally, nitrate andnitrite
nitrogen are combined into one varialfRd), as a way of simplifying the
model.



Chapter 3. Processes and Models — a Review 93

Total Kjeldahl N Nitrate &
TKN nitrite N, Svo
Y A A
Free & saline Organically Active mass N
ammonia, SyH bound N XNB
Y Y
Soluble Particul ate
organic N organic N
Y Y Y Y
Nonbiodeg. N Svo o Xnp Nonbiodeg. N
SN Biodeg. XN & Xnp
N

Figure 3.6 Wastewater characterization for nitrogenous components.

The last two components described in the IAWQ model ardigsslved
oxygen concentratiorgf), expressed as negative COD, andatkalinity

(SALK)'

Dynamic Processes

The different processascorporated inthe IAWQ model arebriefly
described below.

» Aerobic growth of heterotrophs fraction of the readily biodegradable
substrate is used for growth of heterotrophic biomass and the balance is
oxidized for energy giving rise to an associated oxygen demand. The
growth is modelled using Monod kinetics. Ammonia is used as the
nitrogen source for synthesis and incorporated into the cell rBafs.
the concentration ofSg and & may be rate limiting for thgrowth
process. This process is generally the main contributor to the production
of new biomass and removal of COD. It is also associated with an
alkalinity change.

* Anoxic growth of heterotrophs In the absence of oxygen the
heterotrophic organismare capable of using nitrate as tteeminal
electron acceptor witlss as substrate. The process will lead to a
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production of heterotrophic biomass and nitrogen(dasitrification).

The nitrogen gas is a result of the reduction of nitrate with an associated
alkalinity change. The same Monod kinetics as used foraénebic
growth is applied except that the kinetic rate expression is multiplied by
a factorny (<1). This reduced rate could either be caused tmwar
maximum growth rate under anoxic conditions or because only a
fraction of the heterotrophic biomass is able to function with nitrate as
electron acceptor. Ammonia serves as the nitrogen sourceefbr
synthesis, which in turn changes the alkalinity.

Aerobic growth ofautotrophs Ammonia is oxidized to nitrate via a
single-step process (nitrification) resulting in productiomatitrophic
biomass and giving rise to an associated oxygen demand. Ammonia is
also used as the nitrogen source for synthesis and incorporated into the
cell mass. The process has a marked effect on the alkalinityf(both

the conversion of ammonia into biomaasd by the oxidation of
ammonia to nitrate) and the total oxygen demand. The effect on the
amount of formed biomass is small as the yield of dhtotrophic
nitrifiers is low. Once again the growth rate is modelled usogod
kinetics.

Decay of heterotrophslhe process is modelled according to the death-
regeneration hypothesis (Do&t al, 1980). The organisms die at a
certain rate and a portion of the material is considered toone
biodegradable and adds to tKe fraction. The remainder adds to the
pool of slowly biodegradable substrate. The organic nitrogen associated
with theXs becomes available as particulate organic nitrogen. No loss of
COD is involved and no electron acceptor is utilized. The process is
assumed to continue with the same rate under aerobic, anoxic and
anaerobic conditions.

Decay of autotrophsThe process is modelled in the same waysesl
to describe decay of heterotrophs.

Ammonification of soluble organinitrogen Biodegradablesoluble
organic nitrogen is converted to free and saline ammonia in a first-order
process mediated by the active heterotrophs. Hydrogercamssimed

in the conversion process results in an alkalinity change.

Hydrolysis of entrappedrganics Slowly biodegradableubstrate
enmeshed in the sludge mass is broken down extracellyaoiyticing
readily biodegradable substrate available to the organisnggdaith.
The process is modelled on the basis of surface reaction kinetics and
occurs only under aerobic and anoxic conditions. The rate of hydrolysis
is reduced under anoxic conditions compared with aerobic conditions by



Chapter 3. Processes and Models — a Review 95

a factorn, (<1). The rate is also first-order with respect to hlegero-
trophic biomass present bwiaturates aghe amount ofentrapped
substrate becomes large in proportion to the biomass.

* Hydrolysis of entrapped organigitrogen Biodegradablearticulate
organic nitrogen is broken down to soluble organic nitrogenratea
defined by the hydrolysis reaction for entrapped orgaméssribed
above.

Model Parameters

The selection of values for the kinetic and stoichiometric coefficients of a
mathematical model is known as model calibration. In the case of activated
sludge models, the calibration has traditionally been carriedhomtgh
specific and well-controlled experiments at pilot and bench-gualds
assuming constant operating conditions. However, the values obtained in
such a way may not be totally reliable for two prime reasons fifste
reason being the difficulty of configuring and operating a small-scale plant
in exactly the same way as a full-scale plant and thereby introducing a risk
of changing the behaviour of the microorganism population and also the
conditions that influence the values of the parameters which should be
determined. The second reason is that the experiments and calculations are
often based on the fact that tleefficientsare constants. Since the
experiments may take several days or even weeks to perform, they are not
carried out very often. Many of the parameters are time varians@nd

of them may change considerably over a limited period of tkaetors

such as plant configuration, operating conditions, microorgap&-

lation dynamics, degree of inhibition by toxic compounds, composition of
the influent wastewater, temperature, pH, etc., all affect the values of the
process parameters. The same type of problem is evenempteasized

for characterizing the influent wastewater. While the parameters discussed
above may change their values considerably over a period of dafgsy

the characteristics othe influent wastewater may changignificantly
within a few hours. The fact that the influence of the inflvesstewater
composition on the model behaviour is usually large, furtdmeplifies
these difficulties.

By examining the sensitivity, variability, and uncertainty of thedel
parameters, an indication is given as to which coefficianésmost
important to determine accurately. Such an investigation is performed in
Henze (1988) for the IAWQ model. It is stated that for plaetforming
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nitrification and denitrification,the model show littlesensitivity with
regard to the COD due to the long mean cell residence timepdrae
meters that are considered to be the most important ones for this type of
process are the

» decay rate of heterotrophs;

« growth rate for anoxic growth of heterotrophs;
* maximum specific hydrolysis rate;
 half-saturation coefficient for hydrolysis;
 correction factor for anoxic hydrolysis;

* maximum specific growth rate of autotrophs.

In Henze (1988) it is also demonstrated how different sefsameter
values may lead to approximately the same model behaviour. This is due to
the fact that many modedoefficientsare correlated. It implieghat
parameters can often not be adjusted one by one, but rather a whole set
must be tuned simultaneously. Some examples of such interrelations are
given below.

* Growth rate and decay rate — increased growth and datay
may produce an identical net growth rate but will increase the
oxygen demand and speed up the substrate cycling.

* Yield and growth rate — increased yield and growth rate may
outbalance each other with respect to substrate conveeten
but will increase the oxygen consumption.

* Yield and heterotrophs in the influent wastewater — lyigid
and a low concentration of heterotrophs in the inflweadte-
water is equal to a low yield and a high concentratidmedéro-
trophs in the influent.

The situation outlined above is an indication that methodglémtifying
and estimating the non-measurable state variables and padeheters
have to be employed. This should be done in order to extrgmisdible
information from available on-line measurements as well as l@bora-
tory investigations.

As an example, values for the model parameters suggested IAWWIGE

task group are presented in Table 3.1. Note that many parameter values are
strongly influenced bythe environmental conditionand should be
regarded more as average values indicating a reasonable ondagrof

tude. As a comparison, values commonly foundthe literature are
provided for some of the coefficients.
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Table 3.1 Typical model parameter values at neutral pH (Henze, 1987).
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Model Formulation

Based on the above description, we can now formulate the full set of
ordinary differential equations, making up the IAWQ AS Model No. 1 (not
taking the flow terms into consideration). Each model equatiamiiten
explicitly, in order to demonstrate the full complexity whiclsa@newhat
hidden when using the matrix format.

The dynamic behaviour of thkeeterotrophic biomass concentration is
affected by three different processes — aerobic growth, anoxic growth and
decay — according to

dXgy B0 s 1 s O
dt _EJHEKS+SS%KO,H+SOE+
0O Koy @M S EH
T EKO,H +So %KNO +Sno %

The situation for the autotrophic biomass concentration is simpler since the
autotrophs do not grow in an anoxic environment. Consequently,

(3.11)
[]
- bH D<B,H

¢ g° K NH + SnH EﬁKO,A +So

[ [
E_ bA D<B,A (312)
g

The concentration of readily biodegradable substrate is reduced by the
growth of heterotrophic bacteria (in both aerobic and anocxnditions)

and is increased by hydrolysis of slowly biodegradable substrate and the
differential equation describing this is

dSs_o D S O s O
dt E YH EKS+SS%KO,H +80E

nD Kow 0 Sy HH,
QEKO,H +So %KNO +SNO%

 XeXew B sy O
Kx +(XS/XB,H) %jKo,H +SOE

0 Koy MM Sy
& EKO,H +So %K Nno T Sno B

(3.13)
k
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The concentration of slowly biodegradable substrate is increased by the
recycling of dead bacteria according to the death-regeneratpmihesis
and decreased by the hydrolysis process according to

Ks _

dt (1_fP)(bHXB,H + bAXB,A) -

_ Xs/Xgn B s, O,
Ky +(Xs/Xgn) o +So (3.14)

.0 Kow 0 S
hEKO,H +So K o +Swo O

The shortest model equation is the one describing the concentration of inert
particulate products arising from biomass decay, which is simply

dXx
?szP(bHXB,H +bAXB,A) (3.15)

Similar to (3.14) theconcentration of particulate organic nitrogen is
increased by biomass decay and decreased by the hydrolysis process. The
differential equation becomes
dX : :
% = (ixs _fPIXP)(bHXB,H + bAXB,A) -
Xnp/ X B S D+
h Ky +(XS/XB,H) %jKO,H +SOE (3.16)

o0 Ko 0 Sy
EKO,H +So %K No T Sno >

The concentration of soluble organic nitrogen is affectecrynonifi-
cation and hydrolysis, according to

dt

Xno/Xgn  EH S D+
Ky +(Xs/Xgp) o +So

'7hD Ron 3 Swo B.H
EKO,H +So %KNO + Sno ’

U]
= FkaSyp +Kp

(3.17)
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The ammonia concentration is affected by growth of all microorganisms as
ammonia is used as the nitrogen source for incorporation intcelhe
mass. The concentration is also decreased by the nitrification process and
increased as a result of ammonification of soluble organic nitrddes.

leads to a complex differential equation formulated as

dSyy _ 5. - O (] O
i S B
B s +SsHKon +So

0 Koy M S [H O
’ +Kk.Syp Xpy — (3.18)
ngEKo,H +So %KNO-"SNO% : ND@ o

. 0O 1M Sy O s O
HA%XB+YA%KNH"‘SNHHjKo,A"’SoETXB'A

The concentration of nitrate is only involved two processes — it is
increased by nitrification and decreased by denitrification. dyremic
equation describing this is formulated below.

dSNO _ ~ Dl_YH D] SS Dj KO,H I:D SNO
= THulg G, T Hj % BH T
dt .86Yy MK s+ Ss K on +So T Kno *+Sno
a0 Sy 00 s O
YA EKNH + S\H %KO,A +So ETXB’A

(3.19)
Finally, the oxygerconcentration inthe wastewater is reduced by the
aerobic growth of heterotrophic and autotrophic biomass, according to

di:—’\ D]._YHDJ SS ED SO D _
o FrEY, Hikg+ sk, +soH B

(3.20)

U
Hag YA %KNH *+ SnH %KO,A +50BXB’A

We do not present the differential equation describing the dynamics of the
alkalinity. Equations (3.11)—(3.20) clearly shows why the mdtrrmat

(see Appendix B) is preferred for describing this type of compiedel.

On the other hand, the matrix format creates an illusion fomtme
experienced reader thapr example, the IAWQ model is notery
complex. Equations (3.11)—(3.20) demonstrate the opposite.
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A few final comments regarding the IAWQ model equationsageired.

The factor 2.86 in thestoichiometric expressiofor anoxic growth of
heterotrophic biomass in (3.19) is the oxygen equivalencediaversion

of nitrate nitrogen to nitrogen gas and it is included to maintain consistent
units on a COD basis. The value is theoretical and means that if all the
organic matter added to the denitrification reactor were only converted to
CO, and HO, it would require 1/2.86=0.35 gNEN for each g COD
removed. Similarly, the 4.57 term in tlsoichiometric expression for
aerobic growth of autotrophs in (3.20) is the theoretical oxytgnand
associated with the oxidation of ammonia nitrogen to nitrate nitrogen, i.e.,
4.57 gQ/gNHs—N is consumed. Due to the death-regeneration hypothesis
used in the model, the heterotrophic decay rate is notraldé@ionally
decay parameter used to describe endogenous decay, instead the value is
significantly larger. If we denote the traditional decay ratibyy the two
decay rates are related according to

b,

oh = 1-Yy(1-fp)

(3.21)

Note that the specific decay rate coefficient for autotrophic badberi

the IAWQ model, is numerically equivalent to the traditional decdy
constant. This follows from the fact that the recycling of orgamater

that results from decay occurs through the activity of éterotrophic
biomass and not by thautotrophic biomass. Alsthe coefficientfp,
representing the fraction of the biomass that ends up aspartidulate
products following decay, is affected by the death-regeneration description.
If the decay is modelled as endogenous decay, this valwsuslly
assumed to be approximately 0.2 (i.e., 20%), whereas the recycling of
biomass by death-regeneration results in the use of a signifit@ndy
value in order to end up with the same amount of particulate inert mass. If
we denote the fraction of inert material following a traditiodetay
approach b'fp, the two coefficients are related according to

1-Yy)
f =(—Hf' 3.22

Py gy P (3.22)

It is naturally important to be aware of this type of special interpretation of
various model parameters when attempting to calibrate the model to a real
AS process.
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Model Restrictions

A certain number of simplificationand assumptions must be made in
order to make a model of a WWT system practically useful. Some of these
are associated with the physical system itself, while others concern the
mathematical model. A number of such restrictions concerning the IAWQ
model are listed in Henz al. (1987) and are summarized below.

The system operates at constant temperature. In order to allow for
temperature variations an Arrhenius equation may be used to
adjust the model parameters within a certain region.

The pH is constant and near neutrality. The inclusion of alkalinity
in the model allows the user to detect potential problems with pH
control.

No consideration has been given to changes in the nature of the
organic matter within any givefraction (e.g.,the readily
biodegradable substrate). Therefore, the coefficients imatiee
expressions have been assumed to have constant vahies.
means that changes in tlveastewater character cannot be
properly handled by the model.

The effects oflimitations of nitrogen, phosphoruwnd other
inorganic nutrients on the removal of organic substrate and on
cell growth have not been considered. Thus, care muttkiea

to be sure that sufficient quantities of inorganic nutrients are
present to allow for balanced growth.

The correction factors for denitrification are fixed aroshstant
for a given wastewater.

The coefficients for nitrification are assumed to be constant and
to incorporate any inhibitory effects that other waste constituents
are likely to have on them.

The heterotrophic biomass is homogeneous and does not undergo
changes in species diversity with time. This means that effects of
substrate concentration gradients, reactor configuration, etc. on
sludge settleability is not considered.

The entrapment of particulate organic matter in the biomass is
assumed to be instantaneous.

Hydrolysis of organic matter and organic nitrogen esapled

and occur simultaneously with equal rates.

The type of electron acceptor present does not affect the loss of
active biomass by decay.
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3.4 Controllability of the Process

Traditionally, biological WWT processes have been regarded as more or
less self-controlledand quite inflexible in their operation. Theants
normally function under pseudo steady-state conditions for long periods of
time, which are suddenly interrupted by abrupt failures. Sombese
instabilitiescan be attributed to sudden, exterdadturbances ohigh
amplitude but most are probably due to the propagation of slowly variable,
internal perturbations in the largely inaccessible microbiological state of
the system. The available control usually depends on the expertise of the
human plant operators in combination with a few automsitigjle-loop
controllers. Since the early seventies, when a major leap forward was made
by the widespread introduction of dissolved oxygen conttiohited
progress has been made.

Measurement Problems

The earliest models for describing the AS process were bassthien
variables which were quite readily measurable. Model calibration was
performed using results obtained by operating continuous-flow plants at
steady-state conditions for different sludge retention times. Today, mecha-
nistic models have evolved considerably. In order to precisely explain the
different phenomena occurring, many state variables and model parameters
that are not directly measurable, have been introduced.

It is obvious that sensor technology for WWT applications has not evolved
as fast as the complexity of the mathematical models. In order to use the
highly complex models for the AS process available todaypfactical
applications, a significant effort is required for model calibratiot@rms

of exhaustive measuring campaigns, designing and perforspegal
Identification experiments, maintaining a sophisticated laboratatty
highly trained technicians, etc. Process identifiability may be enhanced by
means of exciting the system, perturbing the input and control signals in an
optimal manner, properly choosing the sampling instants, uangus
methods of signal processing, etc. The proper desigdenttification
experiments is a very troublesome task but of the utmost importance in
order to produce reliable results, see (Ljung, 1987; St6derstrém and Stoica,
1989). A few major drawbacks are the large amount of resources required
(both equipment angbersonnel)the high degree otincertainty(two
equally skilled persons may reach quite different results wkeeiorming
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identical experiments due to the need for subjective interpretation of many
results), the long time to perform certain experiments (some results may be
obsolete by the time they are reached), and the lacstamidardized
methods (different methods for determining the same quantityshnay
considerable variations). Furthermore, many parameters ussmmnplex
models have to be considered as constants because of the practical difficul-
ties of performing identification experiments as often as would be required
to keep track of their variation.

Another possibility is to use simplified, reduced order models and take full
advantage of the variables which are measurable on-line, trddsign
models that are better adjusted to the current level of sensor technology. In
combination with mathematicalentification-estimation algorithmsuch
models could be automatically calibrated on-line and always be tuned to
the current situation of the plant (adaptive models). The drawbadbisin
case is the lack of reliable on-line sensors (only a few variables can be
accurgely measured). This may lead to overly simplified modetsch

are not capable of producing any realistic predictions (the number of
parameters which can be accurately estimated is related to the amount and
quality of the available data). Moreover, the cost and need of maintenance
for advanced instrumentation are quite high.

A combination of the two approaches is naturally an alternddepend-

ing on the purpose of the model and for what time scale the model is to be
used, the best procedure can be selected. A model used for design of new
plants simulates plant behaviour over long periods of time v@hations

which are of real relevance are those with time constants of days, weeks or
even longer. On the other hand, an oxygen regulator for an a¢aokic
reacts within minutes and relevant parameter changes witlconstants

of seconds and minutes have to be detected. This can only be accomplished
by on-line measurements.

It is interesting to note that the main measurement problem for WWT
plants is usually not lack of data. On the contrary, large amounts of
information are being measured and stored at a modern plant. The number
of inputs from sensors usually varies between a few hundredevedal
thousand. The problem is often that the available measurements are not
very relevant for modelling purposes. Moreover, the data must be available
with adequate accuracy and frequency.

Traditionally, on-line measurements&ve been restricted tphysical-
chemical variables such as flow rates (of both water, sludge and air), power
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to pumps, levels in reactors, temperatyrd, redoxpotential, water
conductivity, etc. The introduction of on-line sensors for measuring the
oxygen concentration ofhe wastewater led to intensive research and
development of regulators, estimat@sd models forcontrolling the
dissolved oxygen concentration as a key variable. This work has continued
over the last two decades. The sensors are now very reliabtexpgen
consumption is considered the key variable used for verifyiathe-
matical models as well as for control purposes. On-line measurements of
the oxygen concentration is today used in combination madbel-based
estimators to identify the oxygen dynamics of the activated sludge process,
that is, on-line estimation of the oxygen transfer functi§ra) and the
respiration rate (oxygen utilization ratege e.g., Kocet al. (1982),
Holmberg and Olsson (1985), Holmbergal. (1989), Holmberd1991),
Carlsson and Wigren (1993), Carlsson and Lindberg (1994).

During the last 5 to 10 years, it appears as if the problem of unreliable and
unavailable on-line sensors has become more pronounced and a lot of
research and development is currently directed towards this very important
field. Not surprisingly, thisnew development coincides with timeore
widespread implementation of biological nutrient removal at many WWT
plants. A comprehensive review of existing and new setestinology

was recently presented by Vanrolleghem and Verstraete (196@glop-
ments are many and increasingly sophisticated devices are proposed in an
attempt to provide the necessary information on the compleesses
needed to meet strict effluent standards. Table 3.2 summarizagdike

able sensor technology, the processes in which they canpbemented

and the range of applicability, that is, the extent to which they are con-
sidered proven technology. Two significant trends in the developments of
new on-line monitoring equipment are the applicatiorulfafiltration
systems to bring automated wet chemistry to the WWT plant on the one
hand and thecombination of robust, proven sensor technolegth
extended data interpretation on the other hand.

However, not eversophisticated laboratory analysaead newsensor
technology are enough to solve all problems related to the calibration of
complex models. Many models aiaherently unidentifiable. As an
example, the IAWQ model contains five stoichiometric coefficidots;

teen kinetic parameters, and five non-measurable state variables @tarrea
al., 1992).
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Physical measurements Physical-Chemical (Bio-)Chemical
measurements measurements
Variable Applicability| Variable Applicability| Variable Applicability]
Process' Process' Process'
Temperature G | O |pH G | O | Respiration rate 23| 0
Pressure G | O |Conductivity G | O |stBOD* 23| 0
Liquid level G | O [Oxygen Toxicity 23| 0
Flow rates — Liquid 2,3 | O | Sludge activity 23| 0
— Liquid G | O - Gas 23| 0|COD 1,23 0
— Gas 1,2,3| O |Digester gas TOC 1,2,3 O
Suspended solids - CH, 1 | O[NH, 3 | 0O
—0.0-0.1 g/l 4 O - H,S 1 | O [NOg 3 |0
—1.0-10 g/l 123 0O -H, 1 | O0[PG 3 |0
—10-100 g/l 4 0 [CO, 1,2,3| O | Bicarbonate 13| 0
Sludge blanket 4 O | Flourescence Volatile fatty acids | 1,3 | O
Sludge volume 4 O — NAD(P)H 23| 0O
Settling velocity 4 O — Fa2o 1 |0
Sludge morphology G | O |Redox 13| 0
Heat generation | 1,2,3 O |NH,(ISB) 3 | 0O
UV absorption G O [NO3
- ISE 3 |0
— UV absorbanc O
1Applicability range
O: state of technology{l: applicable in certain cases]: requires development work.
2Unit process in the wastewater treatment plant where the sensor can be implemented
1: anaerobic digestion; 2: activated sludge; 3: nutrient removal; 4: sedimentation; G: all.
3ISE: ion selective electrode.
4stBOD: short-term biological oxygen demand.

Table 3.2 On-line monitoring equipment for wastewateratment
processes (Vanrolleghem and Verstraete, 1993).

A general description of an extensive procedure to determine the unknown
parameters of the model is given in Heetal.(1987). It is a combination

of practical experiments and curve-fitting procedures and it is clearly stated
that an error introduced when determining certain coefficients will be
compensated when determining another parameter. This might seem satis-
factory but is actually an indication of lacking model identifiabi{itgn-
unique solutions), as different sets of model parametersproldluce
identical results.
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Establishing Cause-Effect Relationships

During the last decade the complexity of the AS processntasased
significantly with the introduction of biological nitrogen apbdosphorus
removal. This complexity in combination with the ever stritégislative
requirements on the effluent wastewater quality is today the major driving
force for developing new control strategies, more sophisticated sensors and
improving plant flexibility. It must also be recognized thatitable
mathematical models of the processes are prerequisites feueacgssful
Implementation of sophisticated control strategies.

A WWT process is hardly ever in steady state, mostly duéad
variations. As a consequence its dynamical properties and its response to
changes has to be known if the plant is going to be consistently controlled
towards a desired result. A traditional way to solve the problem of variable
loads has been to increase the tank volumes. A better opehatrogver,

can offer the possibility to calculate the trade-off between design and
operational costs.

Since load variations have to be accepted, any operation has tsunake
that the detrimental influence of any disturbance is minimized. The control
and operation problem naturally has to focusimurbance rejectionStill

it is an open question how much operation (as opposed to design) can
improve a WWT system.

One way of approaching the control problem is to realize that many of the
control variables act in different time scales and, consequently, they may
look as if they are quite independent of each other. Their influence can be
observed via sensors or estimation procedures. In an advaotreht
removal system it becomes increasingly important to monitosysem

on the microbial level, and floc structures and organism compositions are
of crucial importance.

A key question for nutrient removal systems is whether or not the process
Is sufficiently controllable with the existing control variables. This can
qualitatively be expresseak: given an undesired operatiorahdition
(such as bulking sludge, excessive foam formation or poor sketfjea-
bility), are there any operational procedures that can bring the fpdamt

the present state to some desired state? At present thiesuffscient
knowledge available to answer this question completely. In particular, for
undesired microbial conditions, there is no operational procedure that can
be derived from known mathematical models, since the knowledge of these
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conditions is far too limited (Albertson, 1991; Gadikal, 1991; Jenkinst

al., 1993). In order to further improve the controllability of plants, a much
better understanding of microbial conditions and the plant paranties¢rs
may influence them, has to be established.

Often the goals of the plant operation are not clearly statedafpaent

goal is to satisfy the effluent requirementssistently Furthermore the

costs should be minimized while maintaining the water quality. Frequently,
control criteria are mixed up wittonstraints The goal of the operation is

not to keep the dissolved oxygen concentration in the aerobic zone at 2
mg/l, maintainingthe mixed-liquor suspended solids (MLSS&pncen-
tration at a fixed value or to ensure that the sludge retentioreticeeeds

ten days. These values are chosen set-points that contribute to keep the
plant running properly.

The main objectives of WWT plant operations may be categorized into the
following groups:

* maintaining liquid and sludge inventories;
« maintaining required effluent quality;
 disturbance rejection;

« efficient operation and reduction of cost.

Liquid inventories are usually well taken care of for the total plant. How-
ever, as the settler unit is highly sensitive to hydraulic disturbances, any
damping of hydraulic disturbances is important. Plants ugpiagllel
channels are designed for hydraulic symmetry. In practice, however, the
flow symmetry has to be guaranteed by flow meters and caattioins.

For sludge inventories, more remains to be done at many plants and the
mass balances have to be more closely maintained.

The product quality in terms of effluent carbon content is not asbige
anymore. Biological nitrogen and phosphorus removal are still challenges,
in particular in cold climates. Most often the sludge settleability is not
sufficiently controllable. Consequently, it may be difficult to guarantee the
effluent suspended solids concentration.

For the disturbance rejection it is usually impossible to remove the source,
even if this is an important option, especially for industrial effluents, where
production control inthe industry may be improved. Sometimes the
magnitude of the disturbance can be redumdreit reaches the WWT
plant. An integrated sewer-treatment plant control can attehydtaulic
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disturbances, and some waters can be pretreated in order to avoid harmful
effects on the plant. The control can also compensate for effilois the
process. A common example is dissolved oxygen control.

An efficient operation can be obtained in many ways. A ahoseitoring

of the plant by on-line measurements, estimation of non-measaiale
meters and diagnosis of operational conditions are all impokiatihods

like statistical monitoring ought to be used to a greater extentmddy-
taining certain concentration profiles of dissolved oxygen or sludge, more
efficient operations can be obtained. Furthermore, alternative designs —
such as sequential batch or alternating systems — can offer dysdtar

tional flexibility.

The dynamics of the AS system spans several orders of magrirude,
seconds to months. The fact that the phenomena can be griotped
several classes will allow many control actions to be decoupled. As a
result, slow phenomena can lwentrolled while consideringhe fast
dynamics instantaneous. For the control of fast varying variables, the slow
modes are considered constant. This approach is also usefubtiel
development, in the sense that models can be simplified bastxtion
range of applicability in time. From a complete set of modekribing

the different dynamics of the process, a fairly simple model suited for a
specific purpose can be selected.

In a first attempt to systematically describe the many cause-effect relation-
ships of the AS process, an incidence matrix is proposed, see3lable
Manipulated variables and disturbances define the columns and measurable
or estimated variables define the rows of the matrix. Each nedémxent
indicates the influence from one manipulated variable toeasurable
variable of the AS process. The element is marked with a letter indicating
the time scale of the dynamics of this particular interaction. However, the
amplitude of the cause-effect is not indicated. The incidence matrix is by
no means complete and there are still many unknown elements in the
matrix, especially the relationships between manipulated variables and floc
formation and microbial composition.

Table 3.3 (Next two pages) Incidence matrix of the AS procéssed
on Olsson and Jeppsson (1994a). F indicates fast (minutes), M
means medium (hours) and S indicates swdys) dynamic
influence. Empty boxes indicate too small or unknaffiect,
while ? means an unknown but probable influence.
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Table 3.3 indicates a major difficulty when attempting to control the AS
process. When one variable in the process is manipulated it affects a large
number of measurable variables in a very complex way. Ovenger
period of time, the total system behaviour may change considerably. The
ideal situation would naturally be that a change of one comsmdble

would produce a well-defined response in one process variable, instead the
situation is practically the opposite. This is an indication that it may be
necessary to use control strategies based on multi-variable control to solve
the problems in some cases.

From a modelling point of view a similar problem exists.chAanging
process behaviour will naturally have an impact e microbial
population in the system as they adapt to new environmeoalitions

(due to changing influent wastewater characteristics, operatmodit
fications, physical-chemical variations, etéThe model parameters can
consequentlynot be regarded asonstantsbut must bedynamically
updated as the plamonditions change. More adequated adaptive
models are necessary in order to predict both the long andtehart
behaviour of the AS system and to determine and implement better control
strategies.



Chapter 4

Reduced Order Models

In this chapter a set of reduced order models for the actishtiede
process is developed based on a number of simplifying assumptions. A
comparison of the dynamic behaviour of the reduced order models and the
IAWQ model is performed, considering different types of proopesa-
tions. The possibility to globally identify the parameters of rdduced
order models is first investigated using an off-line optimizatrethod.

The identifiability of the parameters is tested based on diffassump-

tions of what measuremerdse available (using the IAWQ model to
simulate the ‘true’ process). The sensitivity of the reduced order models to
parameter changes during normal operating conditions ispatsented.
Finally, an on-line estimation algorithm is tested for similar conditions as
used for the off-line method, in order to evaluate guessibility of
identifying the simplified models from on-line measurements. The material
in this chapter is covered in [181], [182], [183] and [185].

4.1 Model Assumptions and Development

The basis for thedevelopment of reliable mathematical models is a
thorough understanding of the involved processes. The understanding may
to some extent be replaced by the use of stochastic models, a fast com-
puter, proper software and a sufficient amount of experimental data. This is
the field of system identification discussed in Chapter 2, which can in its
ultimate form, be described as multi-dimensional curve-fitting procedures.

Physical modelling is, however, an analytical approach where lbagsc
from physics, chemistry, etc. are used to describe the behaviour of a pro-
cess. Based on such process knowledge, a model suited foedefined
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purposes can be hypothesised. Its structure and behaviour may then be
analysed using available tools (cf. Sections 2.3-2.5) and stegieby
further tested, modified and validated.

One of the main difficulties when developing a model is often to determine
which reactions are the most significant ones and to describe these in a
simple, yet comprehensive manner. A good physical model sheallg-

tically mimic the true dynamics of the process in question but still contain
a minimum number of variables and parameters while maintaining the
physical interpretation of those.

Overall Considerations

Activated sludge systems are usually described by mathematozkls

based on mass balance equations. These equations relate the changes of the
state variables of the system (i.eoncentrationsyilue to transport and
transformation mechanisms. Transport mechanisms are characteristic for
the design and physical outline of a system (reactor configurdisir;

bution of the influent, mixing, excess sludge removal, etc.) butl&dae

the chemical structure of all material unchanged. A mass balance equation
for a single component within a defined system boundary can be described
according to

input — output + reaction = accumulation

The eight transformation processes used in the IAWQ AS Middl
(Henzeet al, 1987) were discussed in detail in Section 3.3. The model is
considered to be particularly useful for the prediction of

» biological degradation of organic material and denitrification;

» nitrification;

 the distribution of oxygen consumption along‘@ug-flow’
reactor in the course of diurnal variations;

 sludge production;

 variation in effluent quality during dynamic loading conditions.

In order for the above to be completely true there is normally a need to
combine the biological model with other models describingef@mple

the settling process and the oxygen transfer mechanisms. However, in this
chapter we will focus on the biological mechanisms and probielated
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to other process units will not be considered. Although the |1AWadel
comprises much of the current knowledge of the biological reactions — in a
fairly simple manner — a number of drawbacks exist. Apart from the model
restrictions listed in SectioB.3 we have summarized some thbse
drawbacks below.

» Lacking identifiability — different sets of model parameteils
produce inseparable results.

» Lacking verifiability — certain state variables and parameters are
not directly measurable and, therefore, it is difficulietqeri-
mentally validate all aspects of the model.

e Limited understanding@nd knowledge about some of the
described processes (for example, the hydrolysis mechanism).

 Troublesome practical characterisationtbe influentwaste-
water, although essential for the model behaviour.

 Difficult to estimate and update the varying mog@arameters
(functions of time, pH, load, temperature, etc.) on-line.

* Troublesome non-linearities (Monod functions, switchingc-
tions, etc.).

» Not useful for on-line control applications.

» Expert knowledge required to understand all internal model inter-
actions (i.e., complex cause-effect relationships).

» Sophisticated instrumentatiand laboratory facilitiesequired
for calibrationand validation purposes in combinatiomith
expensive (time and money) measurement campaigns.

The aim of the work presented in this chapter is to approach some of the
problems listed above and develop reduced order models which can ade-
quately describe both carbonace@ml nitrogenous activitiegor the
purpose of on-line control. A fundamental requirement is thabibeels
contain a minimum number of state variables and parameters to allow for
model identification based on available on-line measurements.

General mathematical methods for reduction of non-linear models are still
difficult to apply (as discussed in Section 2.3). In order to maintain the
basic mechanistic structure of the reference model and describigine

ficant reactions in a physically reasonable manner, the model reduction is
instead based on traditional reasoning and means of analysis. Due to the
widespread use, the general acceptance and the mechanistic structure of the
IAWQ model, it was selected as the best reference model fanddel
reduction study.
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Measurable Variables

Models for on-line control purposes must be related to quantities and
variables which are possible to measure on-line. This is espeaonglby-

tant as the model parameters are not constant but vary with time and opera-
tional conditions. Results from laboratory experiments and beocale

tests should be used for validation and further improvements of the model
predictions whenever possible but not be of vital importance fdvabie
reliability and performance of the model.

Quantities and variables which are possible to measure and quantify on-
line in the activated sludge process were discussed in Section 3.4. New
types of sensors and measurement technologies are also continuously being
developed. For the work presented in this chapter the following set of
quality variables are assumed to be measurable on-line:

» biodegradable organic substrate concentration;
e ammonia nitrogen concentration;

 nitrate nitrogen concentration;

 volumetric flow rates.

In some cases, measurements of the oxygen uptake rate (OUR) or respira-
tion rate are considered to be available as well (for example, by means of a
respirometer).

Cost, accuracy, sensitivity and repeatability of the above measurements are
not considered nor are the practical aspects of where to plasensa's,

how data should be transferred to the computer systems, etcqgBesh

tions are of great importance at a later stage of the work. But until the more
basic and fundamental questions concerning the reduced roabls

have been investigated, the measurement quality issues are overlooked.

Simplifying Assumptions

The assumptions for simplifying the IAWQ model are from a physical and
biological viewpoint mainly based on a discussion of howftflewing
components are treated in the model:

 dissolved oxygen;
e Qrganic matter;

* nitrogen;

* microorganisms.
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For the reduced models, measurements of the dissolved oxygen (DO) con-
centration are not considered although the DO sensor is usually regarded as
the most reliable on-line instrument for the activated sludge protieiss.

IS because the oxygen concentration is excluded as a state variable. It is
assumed that the DO is controlled separately on a routine basigtso
corresponding growth expressions become independent of DO variations.

Still, the DO mass balance contains a lot of useful information. It is, for
example, the basis for the estimation of the oxygen uptake rate, which is
recognized as fundamental information for future control asp€otsse-
quently, the models describing the DO, oxygen transfer rate, blowers, etc.,
are considered to make up an important but separate modulehofran
archical control structure as outlined in Figure 2.4. The diffesaht
models need to be synchronized with the overall control of the plant. Such
an approach makes it possible to separate the biological model from the
oxygen model on the first level of control. It also allows for a nstriet
boundary between the anoxic and aerobic environments frowdalling

point of view. The existing DO control is assumed to provideféicient
amount of oxygen in the aerobic reactor while minimizing akggen
concentration into the anoxic reactor. The above model separation can also
be motivated by considering the different time scale of the prabess

mics. The dynamics with regard to the DO concentration have time con-
stants in the range of seconds to a few minutes whereas the time constants
for the biological reactions vary from hours all the way up to weeks.

The above model separation may appear as too rowgmgification.
However, it must be remembered that we are discussing models for control
and not models for design. Naturally the different models will interact but
such interactions will be handled by a supervisory control system, whereas
the various small models performs their specific tasks. Moreover, the
approach does not imply that the biological models are insensitive to the
DO concentration. The effects of DO changes are rather comwitied
other inhibitory circumstances and reflected as variations iedimated
growth rate factors whereas the IAWQ model uses a switching function to
single out the effects of different DO concentrations.

The assumption of a constant Dédncentration within a reactor at a
specific time is valid only if the reactors are truly completely mixed. The
situation is often quite different at real WWT plants. Experimshtsv

that an aerobic reactor which is assumed to be completely mixed, with a
DO probe in the centre of the tank and connected to a control system with
a DO setpoint of 2 mg/l, may actually have a DO concentration of 0.5 mg/I
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close to the influent and 5 mg/l close to the effluent. The expeetad

exists only close to the sensor. The reasons for such differences are mainly
due to improper mixing, varying concentrations of available substrate and
lacking control flexibility. There is no easy way of modelling these effects
of non-ideal reactors. A method often applied to improve the situation is to
model the aerator as a number of reactors (each completely mixed) in
series to reduce the discrepancies. Another possibility is to use a plug-flow
model and add on effects of turbulent diffusion or use patifi@rential
equations to describe the spatial distribution (as well as the distribution in
time) of the concentration variations for all the model variabl@dsding

DO. Such approaches will result in more complex models. Compared with
the problems discussed above, the assumption of having completely anoxic
and aerobic reactors is only a small additional simplification. niagpr
simplification in this respect is actually to assume completalyed
reactors.

The description of the organic matter represents the sexumsiderable
difference of the reduced models compared with the IAWQ model. In the
IAWQ model four fractions of organic matter are considered:

 soluble inert organic mattef {;
 readily biodegradable substrag)(
 particulate inert organic mattexX,@ndXp);
» slowly biodegradable substrates].

All the above fractions are replaced by a single variable irretdaced
models K-op), Which is considered to be made up oflatidegradable
organic matter and is assumed to be directly measurable. The approach can
be motivated in several ways.

The two inert fractions are not important from a biological pointi@iv.
The § fraction simply follows the wastewater flow and passes through a
WWT plant without having any effect and the particulate inert fraction is
used for predicting the total amount of sludge in the systedetirmine

the wastage and recirculation rates. Variations of the amount of sludge in
the system is a slow process andnsequently, it isiot necessary to
include this in a model for control with a predictive time horizon in the
range of hours. On the other hand, the two biodegradable fractions are of
the utmost importance for describing the biological reacti8gss con-
sidered to be directly available for the microorganisms wWiylBrst has to

be enzymatically broken down in& (the hydrolysis mechanisrgfore

the organisms can use it for metabolism.
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The hydrolysis process is, however, not very well understoodlAWE)
description of it is quite complex but still a simplification of the true reac-
tion. Due to the uncertainty and complex description of the mechanismiit is
not included in the reduced order models.

Another reason for lumping the biodegradable organic matter together is
the difficulty of measuring th& and Xg fractions separately. In a labora-
tory scale experiment it is possible to monitor the oxygen uptake rate of a
small batch reactor and thereby determining an average value of the two
fractions. To do this on-line at a full-scale plant is more difficult although a
respirometer can be used to determine the so called short-term COD con-
tent of a wastewater. In practice, COD measurements on fikaradles

of the wastewater is often considered to be equal to the amouHat of
However, there is no evidence that all soluble biodegradable matter is
readily biodegradabland that allparticulate biodegradable matter is
slowly biodegradable. Moreovethe time constant for thaydrolysis
process may be very different for various organic compon&asent
extensions of the IAWQ model suggests tKashould be divided into two
variables, rapidlyand slowly hydrolysableCOD, where therapidly
hydrolysable organics are primarily soluble in nature (Sollfrank and Guijer,
1991; Henze, 1992).

The organic matter that is received by a WWT plant includes all kinds of
different molecular structures. Different organisms deal with different sub-
strates in different time scales, which makes it probable that an entire set of
biodegradation processes with time constants ranging from fagdowo
biodegradability is at work here. Since there is no apparent upper limit to
the number of substrates which would really need to be included, the oppo-
site solution is suggested in this work, that is, we model only one type of
organic biodegradable substrate. This means that the reduced models do
not take rapid uptake phenomena into consideration. Instead it makes some
averaging of biosorption and growth by combining soluble stoded
organic substrate. Consequently, fast dynamics (in the order of less than an
hour) are neglected. Together with the earlier discussed wapdélling

the DO concentration, these simplifications make the models less stiff, that
Is, the ratio between the smallest and the largest time constants is reduced.
The complexity and the number of model parameters are natatsdly
significantly reduced and the possibility to end up withidemtifiable

model structure is increased.

The third major difference between the IAWQ model and rdticed
models concerns the nitrogeomponents. Irnthe IAWQ modelfour
fractions of nitrogen are considered:
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* nitrate and nitrite nitroger§(o);

¢ ammonia nitrogenyy);

 soluble biodegradable organic nitrog&gd);
 particulate biodegradable organic nitrog&Rd).

The only two nitrogen fractions included in the reduced order models are
the nitrate nitrogen and the ammonia nitrogen, which are both assumed to
be measurable on-line. The reason for this is firstly to reduce the com-
plexity of the model structure and the number of parameters. Secondly, the
two organic nitrogen fractior§,p andXyp primarily describe the internal
formation of §y by hydrolysis and ammonification (see Section 3.3). In
the reduced models, ammonia nitrogen is assumed to be meandred
therefore, its formation mechanism is not considered to be crucial for
control purposes. Moreover, as the hydrolysis mechanism was excluded to
describe the transformation of organic matter it should consequently not be
used to describe the transformation of nitrogen (as it is basicalhaihe
process according to the IAWQ model).

The two types ofmicroorganisms described ithe IAWQ model(and
many other AS models) are maintained in the reduced models, i.e.,

* active heterotrophic biomassg,);
« active autotrophic biomasXg ).

In the reduced models heterotrophs are considered to grow imhaxic

and aerobic environments whereas autotrophs only grow iaesesbic
environment. A death-regeneration principle (see Section 3.2) is also used
to describe the decay of the organisms but in a modified way. The decayed
biomass is considered to transform into biodegradable COD and ammonia
nitrogen directly. In the IAWQ model the decay material is suggested to be
partly inert (a small fraction) and partly transformed idp and Xyp

which after hydrolysis and ammonification become availabl&aand

Suh» respectively.

The Reduced Order Model

The simplifications discussed in the previous subsection has reduced the
number of state variables to five compared with the twelve gtaigbles

of the original IAWQ model (alkalinity is not considered). Titeaction
mechanisms for hydrolysis of entrapped organics, hydrolyssatapped
organic nitrogen, and ammonification of soluble organic nitrogen have also
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been removed, mainly due to measurement problems, uncertainties of the
actual processes, and the need to reduce the overall model complexity.

It is possible to continue the simplification procedure one step further. As
illustrated by the example in Section 2.6 there are good reasossoto

sider the parametrization of the Monod growth rate expression and the
similar switching functions. The idea is to approximate the Mdnad-

tions by linear functions (cf. Figure 2.8), that is, use a first-aeheation
followed by a zero-order reaction (Blackman, 1905). If we further note that
for most operating conditions of WWT plants receiving municipadte-
water the substrate concentrations are generally quite low, then there is
only a need to model a first-order reaction.

As a result of the assumed existing DO control, the DO influence on the
switching functions is constant. The switching functions r@garded
solely as functions describing growth limitation due to tmmcentrations

of DO or different types of substrates. Therefore, the estimated parameters
of the first-order rate equations include both maximum spegi@ath

rates and possible limitations by DO, COD, nitrate, etc. SWwgching
functions are consequently removed.

The differential equations for the first reduced order model (model A) of
the activated sludge process can now be formulated. It descelsm-
aceous oxidation as well as nitrification and denitrification according to the
simplifications discussed above. Altogether three summary processes are
proposed to describe the anoxic environment — growthetdrotrophs,
decay of heterotrophsnd decay of autotrophs — and fguarameters
should be estimated g, Yy, by andb, — preferably on-line. Foanoxic
conditions the following simplified model is suggested:

dX cop 1

- = —YH X copXph +byXgy +baXpa (4.1)
d?]lTH = _iXB(rHXCODXB,H ~byXgh - bAXB’A) (4.2)
S = 2w, oo 43
L
dXpa _ ~bpXga (4.5)

dt
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In an aerobic environment four main mechanisms are defined — growth of
heterotrophs, growth of autotrophs, decay of heterotrophs and decay of
autotrophs — and six parameters need to be updated 5 Yy, Ya, by and

bs. The following set of equations is suggested:

dX 1
dCtOD BR; X copXpn +PyXgn +baXpa (4.6)
H
dS :
d’:H = _IXB(rHXCODXB,H ~byXgh - bAXB,A)
4.7
5 +iD SnHX 0
EXB Y, E"A NHABA
ds 1
d—TO = KFASNHX B,A (48)
dX
df'H = (X cop —br ) Xem (4.9)
dXx
d?A = (I’ASNH - bA)X B,A (410)
where: r, = reaction rate factor for heterotrophs [| (mg d&y)
r, = reaction rate factor for autotrophs [l (mg day;)
Yy = yield factor for heterotrophs;
Y, = Yyield factor for autotrophs;
b, = decay rate coefficient for heterotrophs [dqy
b, = decay rate coefficient for autotrophs [cély
ivg = Mass N/mass COD in biomass.

The model is also described using the traditional matrix formappen-

dix C. By comparing equations (4.1)—(4.10) with the full sexapfations
describing the IAWQ model, that is, equations (3.11)—(3.20), the simplicity
of the reduced order model is obvious. The factor 2.86 (see equation 4.3) in
the stoichiometric coefficient for anoxic growth of heterotroghanass

Is the oxygen equivalence for conversion of nitrate nitrogen to nitrogen gas
included to maintain consistent units on a COD basis. The paraigetsr
considered to be a constant with a value of 0.086, as suggested by the
IAWQ task group (Henzet al., 1987). The other parameters are con-
sidered to be time varying and need to be identified for adequadel
performance. Note that the model parameter values are not assumed to be
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identical for anoxic and aerobic conditions and should be estimated within
their specified environment.

For purposes of comparison and estimation, the oxygen uptake rate is in
some cases considered to be measurable. It is modelled in the same way as
in the IAWQ model apart from the use of first-order reaction rates and the
absence of switching functions according to

OUR =

1-Y 4 57-Y
H "X conXsH + A
H A

'ASnHXBa  (4.11)

The factor 4.57 in the stoichiometric coefficient for aerobic growth of auto-
trophs is the theoretical oxygen demand associated with the oxidation of
ammonia nitrogen to nitrate nitrogen.

Theoretical Identifiability

Prior to any furthernnvestigations it is important to determine if the
suggested model is theoretically identifiable. If the model doepasd

this test then it must be reformulated. Methods for investigating the theore-
tical identifiability of a model were discussed in Section 2.4. rieor-

linear models the only universal technique is the Taylor series expansion of
observations method. The details of this method were demonstrated in
Section 2.6. By applying the same method to the reduced order model it is
possible to examine its theoretical identifiability.

We start by investigating the anoxic part of the model, thagsations
(4.1)—(4.5). Assume that all five state variables are possibietsure
continuously with no noise and that the model parameterscarstant
during the experiment. If we differentiate the model equationsvmre
time, the following system results:

dZX r ' , ’ ,
dt%OD = _YH (XCODXB,H + XcopX B,H) +by Xgy +baXpa (4.12)
H
d*Sy

a2 _iXB(rH (X'CODXB,H "'XCODX'B,H)_ byXgH —ba 'B,A) (4.13)

dZSNO - _ 1_YH r
dt? 2.86Y,

(X’CODXB,H "‘XCODXE,H) (4.14)
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d*Xg , , ,
dtz’ = rH( copXpH * XCODXB,H) — by Xp 4 (4.15)
d%X g A
A = _p, X! (4.16)
dt2 ANBA
From equation (4.5) we can immediately deduce that
XI

by =-—2A (4.17)

XB,A

By combining equations (4.2), (4.4) and (4.5), an analytical expression for
theiyg parameter can be determined as

U
NH

Ixg = (4.18)

I I
BH T XBAa

From the equations (4.4) and (4.15) the expressionjf@an beformu-
lated as

_ X'B,HXE,H _( 'B,H)Z
X'COD(X'B,H)2

By continuing the analysis we can derive analytical expressions for the
remaining parameter¥,( andby) as well.

f, (4.19)

In a similar way it can be shown that the aerobic part of the reduced order
model, that is, equations (4.6)—(4.10) are theoretically identifiable if all
five state variables are assumed to be known with perfect accuracy.

If only measurements o{-qp, Syy and §yp are assumed to kmvailable,

the identifiability analysis is more complicated. For the anoxic part of the
model we can formulate an expressionXgr, using equation (4.3hat

only depends on the available state variables according to

2.86S\
(1-2Yn)mX cop

and from equations (4.1) or (4.2) we can define an expressiof fofin
combination with (4.20)), which depends only on the thmeasurable

Xgp = (4.20)
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variables. Based on these expressions defidingandXg 5, together with
equations (4.1)—(4.5) and their derivatives, the same tymeofifiability
analysis can be performed. However, in this case the seguations
becomes more complex and will require lengthy calculations (or a suitable
computer program for symbolic mathematical analysis, e.g., Maple™ or
Mathematica™). A detailed analysis of this case (or the equivedset
describing the aerobic part of the model) has not been perforntat in
study although preliminary results show thgtcannot be identified within

the anoxic reactor if measurementsgfy are not available. This fact may
actually be directly concluded by observing equations (4.1)—(4.5),Isince
andXg A always occur as a combined varialidg Xg ).

Further Simplifications

While maintaining the basic structure of model A (equations (4.1)—(4.10)),
it is possible to impose some further simplifications to improve the identi-
fiability. It is not unrealistic to assume the decay rates for heterotrophs and
autotrophs, respectively, to be equal for both anoxic and aecobdi-

tions. This will reduce the total number of parameters to be estimated from
ten to eight.

Taking this approach one step furthigg,andb, can be lumpedogether

into one single decay ratb, equal for all conditions. This reduces the
number of unknown parameters to seven. The simplification istadly
realistic but on the other hand not very drastic — the assumption of having
only two kinds of microorganisms representing the entire micrplojal-

lation in a WWT plant is definitely a much more sevesmaplification.
Moreover, it is really the net growth rate of the organismsdbtrmine

their behaviour and since the growth rates are estimated separately for the
different types of organisms this simplification should be valid.

A more practical reason for such a simplification is due to the difficulty of
estimating decay rates during normal plant operations. The eraatiple

in Section 2.6 indicated that the decay rate parameter was easily estimated.
This was primarily because during the final stage of such a leafudri-

ment, the decay rate is the sole factor to influence the behaviour of the
process (when all available substrate has been consumed). Its identifiability
Is therefore enhanced. From continuous-flow reactors, however, the effects
of microbial growth and decay are difficult to separate, especially when the
oxygen uptake rate is not monitored. In the previous subsectialseoe
concluded thaby, is not theoretically identifiable in the anoxic reacfor i
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the autotrophic organism concentration is not monitored. Tped#gems
will be more closely investigated later in this chapter.

The second proposed reduced order model which wilinbestigated,
referred to as model B (see Appendix C), contains the same principal equa-
tions as model A. The only difference is that all paraméigendb, have

been replaced by a single decay rhteyhich is assumed to hdentical

for both anoxic and aerobic conditions.

In much the same way as the growth and decay rates may be difficult to
separate, identifiability difficulties may arise when trying to estimate the
yield and reaction rate factor simultaneously. A higher value for both the
yield and reaction rate factor will outbalance each other with respectto the
substrate conversion rate. In the example (Section 2.6), the situation was
improved because both the substrate and organism concentraéimns
assumed to be measurable, in combination with the fact that a batch experi-
ment excites all modes of the system as it covers a wide range of different
concentrations. This is not true during traditional continuous-fitamt
operation. For this reason model B may be even further reduced by assum-
ing the same value for the heterotrophic yieiq, for both anoxic and
aerobic conditions (model C). It is clear from equations (4.7) and (4.8) that
a similar problem exists for the growth rate and yield coefficients describ-
ing the autotrophic organisms. It may prove necessary to estimate the ratio
of these parameters rather than their individual values andsarae
additional measurement to separate them (for example, the OU&ge

final simplifications leave a total of six model parameters to be estimated.
This model will, however, not be further investigated in this study.

As for the reaction rate factor of the heterotrophic organisgst does

not seem realistic to assume this parameter to be identical foaboxic

and aerobic conditions. Experiments have shown that either only a fraction
of the heterotrophic biomass is able to function with nitrate as the terminal
electron acceptor or the maximum specific growth rate is lower for anoxic
conditions (Batchelor, 1982). The reaction rate factor must therefore be
separately identified to take such effects into account. The absoiute

mum realistic number of parameters to be updated would therefore be the
six parameters suggested for model §,€both anoxic and aerobia),,

Yy, Yo andb — where some additional measurements may be required to
separat@, andY,.
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The above types of highly simplified models will naturally not predict all
the intricate details of the more complex models, since many reactions and
variables have been lumped together. Instéed models should be
evaluated in view of their specific purpose, that is, on-firaglel-based
control. However, the basic mechanistic structure of the models have been
maintained when possible and, consequerilg, possibility todirectly
interpret the results. The presented models serve a major purpose as an
experimental platform to investigate how far the model redugiron

ciples can be pursued without losing the possibility of adequptebjict-

Ing the main phenomena of the true processes while simultang@usly

ing the possibility to determine unique estimates of the mpal@meters

and perform on-line model calibration.

4.2 Methods for Model Analysis

A large number of methods for analysing the properties of a necds!
Some of those were discussed in Sections 2.3-2.5. In this woltcus

on investigating the practical identifiability of the reduced ontedels
depending on which variables are assumed to be measuraétefore,

we will study the possibility to estimate the model parameters by using one
off-line and one on-line estimation method and also perfosarsitivity
analysis of the reduced model for continuous-flow plant operation.

Estimation as an Optimization Problem

Parameter estimation problems can be formulated as an oftitre
mization problem where the best model is the one that best fidathe
according to a given criterion. Such a criteridnié often based on the
difference between the realeasurementg and the model outpuly
written in the form

J= ki[y(tk)_y(tk)]TW[y(tk)_y(tk)] (4.21)

wheren is the number of discrete time measurements\&nd a weight
matrix. J is a function of all the unknown model parameters. These are
adjusted untiD has obtained a minimum. If there is only one unique mini-
mum forJ (independent of the initial estimates) then the system is defined
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as globally identifiableThe loss function (4.21) is an example of a
weighted least squares criterion (cf. Section 2.4).

In this work the weight factors (the diagonal element8fhave been
chosen so that a 10% difference between the measured values and the
model estimates around a specified steady state gives approximately the
same contribution to the loss functial) for all measured variable$his

means that the measurements are considered to be of the same quality and
that the model is capable of estimating all variables with the same

racy. If this was not considered to be the case, less weight could have been
given to some of the residuals. It is also possible to let the wictiors

vary with time and the actual value of the measurements.

The Nelder-Mead simplex method (Neldand Mead, 1965Fletcher,
1987) used in this work is amd hocoptimization method that applies a
type of random search by calculating and examining the funetatue

(i.e., the loss function) at several points in the state space of the model —
together forming a so called simplex — and moving towards |loalees

until convergence. The method has already been used in the example in
Section 2.6 with good results. The main advantage of the algorithm is its
robustness and its insensitivity to noise, whereas the convergence rate is
slow and the computational effort goes up rapidly (typically™asvith the
dimension ) of the model. A more detailed description of gmmplex
optimization algorithm is given in Appendix D. Results of thethod
applied to the reduced order models are presented in Section 4.4.

The Kalman Filter

One of the most commonly used methods for on-line state estimation is the
Kalman filter. It is based on theeconstruction algorithm (2.12). By
updating the gain matriK in a special way, the estimation of the states is
optimal in the sense that the variance of the reconstruction emuoniis
mized. The problem is that the disturbances and properties oiothe

have to be fairly well known. For the extended Kalman filter not only the
modelled state X are updated from the available measurementsilsot

the unknown model parameters. The filter algorithm can be diwided

two phasespredictionandcorrection.The principal structure of the on-

line identification procedure is illustrated in Figure 4.6.
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Influent
noisy data |~k THE KALMAN FILTER
" Predicted values
thtk—li v
‘WWT PLANT’
ESTIMATOR REDUCED
IAWQ model Y, ‘ . , ORDER MODEL
online ® ‘correction phase
measurements ‘prediction phase’
. COD sampling time = 6 minutes
e ammonia 5\(
* nitrate ty [t f
Updated values

- VALIDATION & -
All states and parameters MODEL ANALYSIS| Al states and parameters

Figure 4.1 Structured identification using an extended Kalman filter.

During the prediction phase, the dynamic equations of the modiatare
grated between two measurements, from timeto timet, (using a much
smaller time step) as shown below.

K(ty fteg) = PR(tyogftees) + Mu(tyy) (4.22)

The states (in this case the concentrations) and the model parameters are
now based on measurements up until ttpe As new measurements are
acquired at time,, they are used to update the generalized s&ttor.

This latter part is called theorrection phaseand is based on the
calculation

Kt tic) = K(ti[tien) + K (v (ti) ~ CR(ti[ticn)) (4.23)

A Kalman filter is, however, based on the assumption thatlyhamics

are linear, which is not the case for this application. In order to caléllate

the dynamic equations are linearized around the existing opepaimigy

for each measurement instance. At the time for corredfiaos calculated

from the linearized equations at timig and depends not only on the
linearized state equations but also on the properties of the noise that affects
both the process states and the available measurements.
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In this work the gain matrik has been kept constant in order to simplify
the computations (a constant gain extended Kalman f{lEndricks,
1992)). The values df will influence the convergence speed of the para-
meters towards their final values. The chosen valuek dfave been
calculated according to equations (E.19) and (E.20) usingdlcelated
steady state values of the IAWQ model (which is used to simulate the true
process) as the operating point (the conditions are defined in Sé&jon
together with the selected noise characteristics. In Appendixr&gra
detailed description of the extended Kalman filter is given and some of the
computational results are presented in Section 4.5.

The state variables in the models hargnificantly differentvalues,
expressed as mg/l. In order to obtain reasonably accugetgfication
results, it is mandatory tecalethe equations onormalizethem to a
reference point so that all the concentration values are expressed in the
same order of magnitude. This is even more important when the parameter
values are considered, that is, when performing simultaneous state and
parameter estimation. If no scaling is done,Khmatrix will contain such
different elements that the estimation becomes numerically infeasible.

Sensitivity Analysis

Sensitivity analysis is another importatonl when analysingnodel
characteristics. It expresses the influence of a small parameter change on
the state variables and can therefore provide strong indications as to which
parameters are most difficult to identify either because of timeited
influence on the total system behaviour or due to the factsthadral
parameters compensate for the effects of others. A good illustration of the
latter was the combined effect (i andKg in the example of Section 2.6.
Several parameter sets produced approximately identical résatisise

the effect of one parameter was compensated by another.

The method is also useful for experimental planning and design as well as
for model reduction. Since the aim of this study is to identifypie-
meters of the reduced order models for normal operating conditions the
analysis is performed for similar conditions, i.e., varying influéw
rates and concentrations, both anoxic and aerobic zone adteseging
internal and sludge recirculation rates (the exact conditions are described in
Section 4.3). By simulating such a process using model A, changing one
parameter slightly and rerun themulation repeatedly (Mont€arlo
simulations) and storing the value of the loss function (4.21gé&tch
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simulation, a rough ‘map’ describing the influence of the parameters on the
model behaviour is acquired. The relative change of the parameters is iden-
tical for every simulation to make a fair comparison possible.rébelts

of such an analysis are presented and discussed in Section 4.4.

It is often more practical to do a sensitivity analysis on decoupled systems
(only anoxic or aerobic reactor) for batch conditions and without any feed-
back (recirculation). Results from this type of unit operation slayw

quite different results, which are not applicable for caitinuous-flow
plant operation because special modes that do not appear daringl

plant operation are often emphasized. For example, the decayo&dtie

cient in the example was easily identified from a batch experiment because
its effect was enhanced when no substrate was availables@sisivity
analysis will show). However, a situation like that will not ocduring
normal operating conditions and in a continuous-flow reactoidrifi-

cation will be much more difficult.

Therefore, since the purpose of this work is aimed at onpknameter
identification during normal operating conditions, it is advantageous to
perform the sensitivity analysis for the same type of condition. On the
other hand, if the work is aimed at experimental design, the possibility of
investigating how different conditions affect the identifiability npagve

very useful (e.g., Vanrolleghem, 1994).

4.3 Simulated Plant Configuration

So far no validation has been performed using real data butweihly
simulated data mainly based on the IAWQ model. Comparisonaade

of model outputs from the IAWQ and the reduced order models to
determine if they incorporatihe same dynamical phenomenabeth
qualitativelyand quantitatively — of importance when subjected to the
same type of model input (i.e., influent wastewater). Thereseweral
reasons for such an approach. Since the analysis is nthedyetical,
fundamental model weaknesses can be more thoroughly investigated using
simulated data because it is possible to change the clo#sacteristics,
repeat an experiment for identical conditions but for a change in one
specific variable, control the inputs to the system, etc. Furthermore, the
time and effort required to collect this type of detailed data frdoila
scale WWT plant have been considered to be outside the scdpis of
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work. When the structural modelling problems have bsatisfactory
solved then investigations based on real data are called for.

In order to investigate the behaviour of the reduced order models, the
IAWQ model has been used to simulate the ‘real’ AS process. The
physical outline of the simulated WWT plant includes a completely mixed
anoxic reactor fompre-denitrification followed by a completelnixed
aerobic reactor and a secondary clarifier. The process includetearal
recirculation stream fronthe aerobic to the anoxic reactor as well as
sludge recycling from the thickener to the anoxic reactor.inlilent
wastewater is fed into the anoxic reactor. The system is operated with a
sludge age of ten days and a hydraulic retention time of ten hours (in
steady state). The default set of parameters for the IAWQ modet@ti20
used for the simulations. A more detailed description of the volumes, flow
rates, influent wastewater characteristics, etc., is presented in Figure 4.2.

Operational variables Model parameters (Henze et al.,1987)
Influent flow rate (Qin) = 3000 m3/day Ay = 6.0day1
Recycle flow rate = 05Qn Ks = 20 mg COD/I
Internal recycleflow rate = 3*Qin Kon = 0.2 mg O2/l
Anoxic tank volume = 250 ms Kno = 0.5mg NOz—N/I
Aerobic tank volume = 1000 ms3 by = 0.62 day-1
Settler volume = 1250ms N = 0.8day:
Sludge age = 10days Knh = 1.0 mg NHz—N/I
Hydraulic retentiontime = 10 hours Koa = 0.4 mg O/
ba = 0.2 dayl
Influent wastewater characteristics Ka = 0.08 mg/(mg COD day)
kn = 3.0 mg COD/(mg COD day)
S =  30mg COD/I Kx =  0.03 mg COD/(mg COD)
Xs = 70 mgCOD/I hg = 08
S = 0mgCoD/I hn = 04
X = 10 mg COD/I Yh = 0.67 mg COD/(mg COD)
Swo = 2mg N/ Ya = 0.24 mg COD/(mg COD)
SWH = 10mgNI/ fp = 008
S =  1mgN/ ixs =  0.086 mg N/(mg COD)
Xnp = 1mgNI/ ixp = 0.06 mg N/(mg COD)
S =  0mg(-CoD)/
XBH = 0mg CoD/I
XB,A = 0 mg COD/I
Setpoint for oxygen concentration in the aerobic reactor = 2.0 mg O/l

Figure 4.2 Configuration of the simulated WWT plant.
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It is necessary to include a model of the secondary clarifier to describe the
behaviour of the entire plant. Models for the settling process will be
studied in detail in Chapters 5 and 6. For this study, a simple model was
used because we are not interested in predicting the true effluent and
underflow concentrations. The thickener is modelled as a constant compac-
tion ratio (i) of the underflow sludge concentration and the average sludge
concentration in the reactors (Olsson and Andrews, 1978). Based on a
steady state relationship ovre settler, the compaction ratio can be
expressed in terms of flow rates and the sludge retention time as

y:Q|n+Qr V/ex (4-24)
Q;
where: Q,, = influent flow rate to the WWT plant;
Q, = sludge recycle flow rate from the settler;
6¢ = sludge retention time;
V = total bioreactor volume.

This model is highly idealized in the sense that the compactionwiitio

be adjusted so that for any given flow rates the required sludge age will be
maintained. The hydraulic retention time of the settler is taken into account
by a subsequent time lag. It should be noted that albittdegradable
organic matter of the reduced models{p) is considered to be part of the
flocs (which is why the IAWQ nomenclature for particulate maderns

used) and, consequently, settles. In the IAWQ model onl{4lieaction is
particulate whereas th®; fraction is considered soluble. Thdgference

will not have any major impact on the process behaviour sinc&the
concentration is normallyery low when the wastewater reaches the
settler, due the long sludge age of the simulated plant.diffezent
definitions of the biodegradable substrates in the models will have a more
significant effect when the total biodegradable substrate concentration (i.e.,
S+ Xg in the IAWQ model) of the influent wastewater changes. In the
IAWQ model only theSg fraction is directly available for microbial growth
whereas the entin&-qp fraction in the reduced models can be immediately
used for microbial growth.

The importance of process excitation was discussed in Section 2.4. In this
study the system was perturbed using pulse disturbances fuflltiveing
input variables:

 the influent flow rate;
« the influent biodegradable organic substrate concentration;
 the influent ammonia concentration.
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The reduced order models display a somewhat different behaviour than the
IAWQ model, especially for the transient behaviour. Thus, pdilster-
bances appear to be a decisive model test. The model input dgptrot
mized from an identifiability point of view although step changes of the
input signals have the advantage that they excite several modes of the
process whereas sinusoidal variations excite only one specific frequency.

At a real continuous-flow WWT plant it is often possible to excite the
influent flow rate in a step wise manner by changing the ippatping
capacity of the plant. It is more difficult to produce a similar change of the
biodegradable substrate concentration and the ammonia concentration. At
certain times, abrupt changes of the above concentrations may occur due to
external events and may then be usedidentification purposes. It is
important to take advantage of such natural variations ofintheent
wastewater characteristics to improve the possibility of produgpoogl
estimation results.

For the off-line estimation results presented in Section 4.4 jnjmet
variables are in most cases perturbed according to Figure 4.3lé€fte
fication is based on measurements during a ten day period égims

with a steady state period lasting for three days (based on the values given
in Figure 4.2) followed by a 50 % increase of the three inputbles
discussed above during a two day period (each disturbance lasts for one
day, see Figure 4.3). Measurements for five more days are included during
which the process slowly approaches steady state. Such aséimee
includes steady state behaviour, fast dynamics duheglisturbance
period, and slow dynamics as the system settles down towarahstidie
steady state. For the on-line identification results in Section 4.5, other types
of process perturbations have been used.

The possibility to estimate the parameters of the reduced order models will
be investigated for three different cases. The basic case assurttes¢he
following concentrations to be directly measurable on-line:

» biodegradable organic matter concentration;
e ammonia concentration;
e nitrate concentration.

The sampling time for the measurements is chosen to be six minutes. It is
assumed that the above variables are measured not only imfltlesnt
wastewater stream but also in both the anoxic and aerobic reactor. The
influent flow rate is also assumed to be continuously available.
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1.5 - flow rate 1
— biodeg. org. matter
- - ammonia conc.

normalized value

0 2 4 6 8 10
time [days]

Figure 4.3 Perturbations of the influent variables (normalized values).

The second investigated case also considers the oxygen uptake rate to be
continuously available as a measurable variable in the aerobic reactor. For
the third case the concentrations of microorganisms (hetgrotrophic

and autotrophic organisms) are assumed to be measurable. Although this is
not a realistic assumption, this case is included to examinentuel
behaviour if all state variables of the reduced order models are possible to
measure directly.

The noise conditions used for the different simulations gagwificantly.

For the off-line estimation problem, noise is usually not added to the
process because the main purpose is here to investigate thedeasic
fication properties. If the amount of data is sufficiently large thigmlar
results will usually be achieved whether noise is added or not (for the
chosen noise distributions in this study) as was illustrated in the example in
Section 2.6.

In the simulations where noise is added to the system (mainly for the on-
line identification in Section 4.5), this is done in tways. Processoise

Is simulated by adding Gaussian white noise to the variables of the IAWQ
model input (influent flow rate, biodegradable organic matter and ammonia
concentration, etc.). The white noise has a mean value of zerostaa a
dard deviation which is 10% of the steady-state value of iedchdual
variable, that is, all input variables are exposed to the same ralatise
level. Measuremenhoise (with the sam@roperties) is added to the
measurable variables in the same way as to the input variabies,
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implies that all measurements are assumed to be equally uncertain. The
chosen noise level is quite realistic although related problems, such as
‘outliers’, trends, uncalibrated sensors and sensor failures, haveeot
considered.

All computer simulations in this chapter have been carried out using the
simulation platforms Simnon™ (SSPA Systems, 1991) @maulink™
(MathWorks, 1995). More detailed descriptions of these diwmlation
programs are provided in Appendix F.

4.4 Off-Line Estimation

In order to perform an investigation of the behaviour of the reduckd
models and the possibility to identify the parameter sets from the type of
data available from full-scale WWT plant, a number of simulations are
carried out. These analyses do not provide proof whether a mdd#y is
identifiable or not but they give strong indications of the majwarac-
teristics of the models and point out some of their potential weaknesses.

The assumed physical outline of the plant, the variations and character of
the influent wastewater and the measurable variables, were all defined in
the previous section together with the chosen values of the IAWEEI
parameters used to simulate the true WWT plant. The off-line optimization
algorithm (the Nelder-Mead simplex method) and the type of loss function
applied, were discussed in Section 4.2 and the algorithm is described in
more detail in Appendix D. In Section 4.1 the reduced order modks
developed and discussed, based on the biological and physicakses
involved. In this section they will be further investigated mainly from an
identifiability point of view. Note that all the off-line estimations presented

in this section are based on simulated data without any noise added.

The results and conclusions are based on a large number of massive com-
putations. Only a limited number of these can be presented here. The case
studies to be discussed below are selected to illustrate hoveguks
depend on the following situations:

« availability of different measurable variables;
 unit or coupled optimization of the two reactor types;
« identification based on models A or B.
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An examination of the sensitivity of the loss function (4.21)aocameter
changes will also be presented using model A for both unittangled
optimization. Such an analysis may explain some results qfaifzaneter
estimations.

All results and graphs in this chapter are presented usingirie
milligramme [mg] (mg COD or mgN depending on the variable), litre [I]
and day [day]. During the actual computations the variables are scaled to
avoid numerical problems.

Case 1 — Anoxic Reactor Using Model A

The first presented case is an investigation of the part of model A describ-
ing an anoxic environment, that is, equations (4.1)—(4.5). Datgeae=
rated by simulating the IAWQ model of an entire plant according to the
description given in Section 4.3. The variables describing the total input to
the anoxic reactor (i.e., the combination of influent wastewatesrnal
recirculation and sludge recirculation) as well as the internal variables of
the reactor are stored and then used for the offdptanization. The
anoxic part of model A is then simulated using the stored influent data.

The loss function on which the optimization is based, is calculated as the
sum of weighted squares of the residuals, see (4.21). These residuals are
the difference between the measurable variables of the IAWQ and the
reduced model in the anoxic reactor. The simplex method fisafjgests

a new set of parameters for model A and the procedure is¢peated

until an optimum solution is reached. The optimization proceduitieiHs
strated in Figure 4.4.

Completerun
predictions ) )

residuals loss function
IAWQ
influent data

IAWQ optimization
model A anoxic data
anoxic reactor O
A
start new run

New parameters -

Figure 4.4 Optimization procedure for an anoxic reactor.
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Two special cases are examined depending on which variables are assumed
measurable. In case 1A theqp (i.e., Ss+ Xg of the IAWQ model), Sy

andSyp concentrations in the anoxic reactor are assumed to be measurable
and in case 1B the above variables plusXhg and Xz o concentrations

are assumed possible to measure. This difference affects the value of the
loss function and thereby the optimization. In both cases all five quantities
are assumed available from the influent data (necessarygtamization

Is to be performed for a single anoxic reactor without modellingéhe-

bic reactor and the settler of the true process).

It should be noted that the generated data for the true plant are based on a
simulation with both anoxic and aerobic reactors, settler, sltetgeula-

tion, etc., and not a specialentification experiment using asolated

anoxic reactor. This is because the aim of the study is to identify the
models during normal plant operation. However, the situation is simplified
since the anoxic reactor of model A is simulated as a singlaltimitugh

the input data are generated from a simulation of an entire plant.

This is a first test to determine whether the anoxic part ofr¢deced
model is at all capable of mimicking the behaviour of the IAWQ model in
an anoxic environment. It is also a first rough test of the identifiability of
model A since several sets of initial parameter values are used for the
optimization and different variables are assumed to be measurable for the
different test cases. Results of the optimizations are presented in Table 4.1.

Optimization initial estimates final estimates value
of loss
model A, anoxic part Mn Yu | by ba Mn Yo | bu | ba | func.
Case 1A 024 | 35 | 46 | .06 | .013| .498 | .000 |.014 | 19.3
(measured: 046 | 69 | 94 | .12 | .013 | .502 | .000 | .207 | 195
Xcop, Svr, Svo) 057 | 86 | 118 .15 | .025| .663 | .326 |.000 | 319
.068 | 1.03 | 1.42 | .18 | .013 | .498 | .000 |.000 | 19.3
Case 1B 024 | 35 | 46 | .06 | .013 | .498 | .000 .014 | 195
(measured: 046 | 69 | 94 | 12 | .013 | .506 | .000 |.383 | 204
Xcop, Sy Svo, .057 | .86 | 1.18 | .15 | .013 | .500 | .000 |.079 | 195
XeH, Xga) .068 | 1.03 | 142 .18 | .013| .502 | .000 |.159 | 196

Table 4.1 Results of the parameter optimization for case 1.

An analysis of the final estimates suggests some possiblgdusions.
Firstly, the autotrophic decay rate is extremely difficult to estimate for the
applied conditions. The concentration of autotrophs does not change much
due to reaction mechanisms in the anoxic reactor (see equation (4.5)) but
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more due to the variations of the input data (since an aerobic reactor was
included to generate the data). Moreover, the volume of the anoxic reactor
Is only 20% of the total reactor volume. Therefdwgmay assume practi-
cally any small value and its effect will be negligible. The situation is
emphasized by the fact that the estimations are not improved for case 1B
whenXg 5 is assumed to be measurable. The effethadn theXop and

Suu concentrations by the transformation of dead microorganis@aisaos
small due to the lovXg o concentration. Part of the above also holdsfor

and its effect may be compensated for by the valug, ¢br the applied
conditions.

Secondly, the parametars andYy determine the main behaviour of the
investigated system. In most situations thege parametergonverge
more or less globally (if the initial estimates are ‘reasonable’pébin
cases 1A and 1B. The effect of including measuremens gfandXg 4 in

the loss function is small (the same optimum is reached for dasis).
However, for the initial estimates of case 1A(row 3), a completely different
optimum is reached which shows that the model is not globally identifiable
from the available data. WheXs ,; and Xg o are included in thdoss
function, their influence is significant enough to draw tpéimization
algorithm away from this local optimum and towards the truly past-
meter set, even when the values for the local optimum are useitiads
seeds for the optimization (not shown).

The reason why both optima produce similar model outputsKsgees
4.5-4.9) is due to the fact that the numerical values of the net reaction rate
expressionsr(; Xcop—by) and ¢4 Xcop/Yytby) are practicallyidentical

for both parameter sets (cf. equations (4.1) and (4.4)). By optimizing the
system for several initial parameter sets and examining the value of the
loss function it is possible to detect this type of problem.

However, it is not realistic to assumdg, andXg 5 to be measurable. The
situation may be improved if instead measurements otiémrification

rate are included in the optimization. Such measurements can be performed
with reasonable accuracy (though not on-line) but the possibility to include
this information has not been tested in this study.

In order to verify the behaviour of the anoxic part of model A after the
optimization is concluded, the system is simulated with the obtained para-
meter sets and the values of the internal state variables are compared with
those of the IAWQ model when using the same set of input data. Such a
comparison is illustrated in Figures 4.5-4.9.
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Figure 4.5 Biodegradable organic matter concentratiorthie anoxic
reactor using the IAWQ and A models (model A with two
different sets of parameters).
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Figure 4.6 Ammonia concentration ithe anoxic reactor using the
IAWQ and A models (model A with two different sets of
parameters).
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Figure 4.9 Autotrophic organism concentration the anoxicreactor
using the IAWQ and A models (model A with twidferent
sets of parameters).

It is obvious from the graphs that the behaviour of the anoxic part of the
reduced model is similar to that of the IAWQ model, both during transient
and steady-state situations. The main difference can be observed for the
biodegradable organic substrate since this variable is described quite diffe-
rently by the two models. The discrepancy, however, is not significant.

Case 2 — Aerobic Reactor Using Model A

The second case is an investigation ofadéebicpart of model A, that is,
equations (4.6)—(4.10). It is carried out using the same principle as was
described for case 1. Data are generated by simulating the IAd4@I

for an entire plant according to Section 4.3. The variables ofvdisee-

water flowing into the aerobic reactor as well as the internal variables of
the reactor are stored and used for the optimization. The aerobic part of
model A is then simulated using the stored data as model inputoghe
function on which the optimization is based, is calculated as the sum of
weighted squares of the residuals. The residuals are the differences of the
assumed measurable variables of the IAWQ and the reduced model output.
A new set of model parameters is proposed by the algorithm and the
procedure is repeated until an optimum parameter set is achieved.
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Four special cases are examined depending on the set of variables that are
assumed to be measurable in the aerobic reactor. They are defined below.

» Case 2A: measurementsX¥op, Sy andSyo.
» Case 2B: measurementsXfop, Syn» Syvo and OUR.

» Case 2C: measurementsXfop, Syn, Svor Xg 4 andXg a.
« Case 2D: measurementsX¥op, Sun: Svo Xe 1y Xg a and OUR.

The investigation shows whether the aerobic part of the reduced model is
capable of mimicking the basic behaviour of the IAWQ model or not. It is
also a preliminary test of the identifiability of the aerobic part of model A
since several sets of initial parameter values are used foptin@zation

and different variables are assumed to be measurable for the various cases.
Some results of the optimizations are presented in Table 4.2.

Two different situations can immediately be observed from the results —
when the OUR is included in the optimization and when it is not. The
significance of the OUR measurements leads to similar results for cases 2B
and 2D, whereas the results for cases 2A and 2C are more scattered. As
was also seen for case 1, itis extremely difficult to estimate the autotrophic
decay rate factob, with any relevance for the operatior@inditions
assumed in this simulation. The impactbgafon the model behaviour is
practically negligible and is compensated for by other model parameters.

It is interesting to observe that several parameters appeaimieerge
almost globally -+, Y4 andby. For example, it was not possible to deter-
mine by realistically in case 1 (converged towards zero in most cases). The
optimum parameter set is quite different when the OUR is included in the
calculations due to the extra information.

The parametens, andY, do not appear to converge globalowever,

the ratior o/ Y, always converges towards practically the same values (0.89
for cases 2A and 2C, 0.98 for cases 2B and 2D). This implies that the small
difference of theXg o concentration is not sufficient to separate the effects
of the two parameters even when this variable is assumed measurable —
especially ag, varies as well. Only the combined effect of the parameters
Is possible to determine for the conditions used in this simulation. A
modification of the weight factors defined for the loss function may
improve matters slightly. It should also be noted that for cas¢h2re

exist a number of local optima close to each other depending on the strong
correlation betweeny andby. This is quite natural since the optimization

in case 2A is based on the smallest amount of information.
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Optimization model A, aerobic part value

initial estimates final estimates of loss
func.

'y ra YH YA bH bA 'y ra YH YA bH bA

Case 2A (measured: Xcop, S\H, SNO)

046 | .111 | .33 | .10 | .42 |.064 | .029 |.004 | .494 | .004 | .172 | .000 | 376
093 | .222| 66 .20 | .86 | .126 | .035 .066 | .558 | .075 | .227 | .000 | 376
116 | 278 | .83 | .25 | 1.08 | .157 | .034 | .000 | .552 | .000 | .213 | .072 | 369
140 | .333 | .99 | .30 | 1.30 .188| .032 .000| .528 | .000 | .219 | .096 | 375

Case 2B (measured: Xcop, SNH, Svo, OUR)

046 | 111 | .33 | .10 | 42 |.064 | .044 |.043 | .582 | .045 | .358 | .000 | 472
093 | .222 | 66 | .20 | .86 |.126 | .044 |.000 | .588 | .000 | .364 | .153 | 468
116 | .278 | .83 | .25 |1.08 |.157 | .044 |.001 | .583 | .000 | .357 | .018 | 466
140 | .333 | .99 | .30 |1.30 |.188 | .043 |.000 | .581 | .000 | .342 | .309 | 469

Case 2C (measured: Xcop, SnH, Svo, XBH, XB,A)

.046 | .111| .33 | .10 | .42 |.064 | .033 |.012 | .554 | .013 | .207 | .116 | 380
093 | .222 | 66 .20 | .86 | .126 | .034 |.000 | .554 | .000 | .208 | .042 | 375
116 | 278 | .83 | .25 | 1.08 | .157 | .034 |.000 | .552 | .000 |.210 | .080 | 377
140 | .333 | .99 | .30 | 1.30 .188| .033 |.025| .544 | .028 | .209 | .000 | 374

Case 2D (measured: Xcop, SvH, SNo, XBH, XB.A, OUR)

046 | 111 | .33 | .10 | 42 |.064 | .044 |.042| 583 | .043 | .362 | .000 | 474
093 | .222 | 66 | .20 | .86 |.126 | .044 |.000 | .584 | .000 | .359 | .009 [ 470
116 | .278 | .83 | .25 |1.08 |.157 | .044 |.000 | .589 | .000 | .368 | .000 | 472
140 | .333 | .99 | .30 |1.30 |.188 | .043 |.024 | .579 | .025 | .352 | .000 | 472

Table 4.2 Results of the parameter optimization for case 2.

The behaviour of the aerobic part of the reduced model is quite similar to
that of the IAWQ model for both steady state and transient situgteas
Figures 4.10 and 4.11). The differences are, however, more significant than
for the anoxic part of the model (partly due to the fact thatadrebic
reactor volume is 80 % of the total reactor volume and the internal process
mechanisms therefore play a more important role). This is obwbes

the values of the loss functions for cases 1 and 2 are compared. For case 2
the values are more than ten times higher, although the weight factors in
both cases are chosen to show the same impact for the same relative value
of the squared residuals. The behaviour of the model is investigated by
simulating the system with the optimized parameter sets and comparing it
with data generated with the IAWQ model. In Figures 4.10 and 4.11 such a
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comparison is illustrated for two variables, nanfg|y and OUR. For the

other variables the differences are not significant.

N
4y

=
a

ammonia concentration [mg N/I]
N

T
Aerobic reactor

— IAWQ model
mod A, case 2A§row 3

- - mod A, case 2D

row 3

)

Figure 4.10

380

Ammonia concentration irthe aerobic reactor using the
IAWQ and A models (model A with two different sets of

parameters).

4 6
time [days]

360-

w
D
o

oxygen uptake rate [mg/(l day)]
w
o
o

T
Aerobic reactor

N
N
o

2207

— IAWQ model

model A, case 2A(row 3
- - model A, case 2D

row 3) |

200
0

Figure 4.11 Oxygen uptake rate in the aerobic reactor usingANeQ
and A models (model A with two different sets qudra-

meters).

6
time [days]

10



146 Modelling Aspects of Wastewater Treatment Processes

It is clear from the graphs in Figure 4.10 that the difference foS{phe
concentration when compared withe IAWQ model is larger in the
aerobic reactor than in the anoxic one (cf. Figure 4.6). A main reason for
the difference is that the growth rate of autotrophs in the reduced model is
described by a first-order reaction, while the IAWQ model uses the Monod
growth rate expression with a very low value for the ammabiai&
saturation coefficientyy =1 mgN/l). Therefore, the autotroprgcowth

rate in the IAWQ model (in an aerobic environment) is almost constant for
ammonia concentrations higher than a few mgN/I while the groatéh
expression used in the reduced model will increase proportionally to the
ammonia concentration and, consequently, transform more ammitnia
nitrate. Consequently, it may be better to assume a zero-artgrophic
growth rate for the reduced order model. The graphs of the OUR in Figure
4.11 show that the reduced model produces reasonable resuliwleen

the optimization is not based on information of this variable (dashed line).
The result is further improved when OUR is included in the calculation of
the loss function, especially in the steady state region (dotted line).

The amount of readily biodegradable substr&g (s dependent on the
hydrolysis of slowly biodegradable substraxg)(in the IAWQ model,
especially in the aerobic reactor since the infli&m primarily consumed

in the first anoxic reactor. Variation of ti8&/Xs ratio is consequently an
important factor for the behaviour of the IAWQ model whereas the
reduced model does not respond to such changes as long &st+the
concentration is fairly constant. Changes in the ratio of orgaubistrate
fractions are thereforgoublesome to mimic witlthe reducednodel
(especially in an off-line estimation approach) and differencesoallir
because the reduced order model does not include a hydrolysis process.

If the optimization of cases 1 and 2 is carried out using stagdy-state

data or data generated using small disturbances, the parameters will not
converge towards the values found in this study. In such a case the results
will to a large extent depend on the initial values of the parameters because
the amount of information in the data iissufficient to locate drue
optimum set.
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Sensitivity Analysis of Cases 1 and 2

In cases 1 and 2, the anoxic and aerobic parts of model A were investigated
for their identifiability properties. Parameter optimization \wasformed
using different sets of initial parameter values and assuwanigus
variables to be measurable. The reactor models were iders#pedtately
and the effect of the recirculation due to the behaviour ofrédaced
model was therefore not taken into account (although the nigolels
were generated from a complete WWT plant simulated with Al¢Q
model including recirculation etc.). It was demonstrated thate¢teced
model was capable of mimicking the behaviour of the IAWQ model during
these conditions although it proved troublesome to identify alinbeel
parameters — especialy, andb, but alsor, andY, — in a global sense.

In order to investigate the sensitivity of the model to parameter variations,
the value of the loss function is analysed. This is not to be considered as a
complete sensitivity analysis of the model but since the result afptire
mization algorithm is based on how the value of the loss function changes,
it may serve as a good indicator of convergence problems.

The case which will be examined in this subsection is the one where the
loss function is calculated from measurement¥&fp, Syy andSyo (i.e.,

the earlier described cases 1A and 2A). By simulating each rewgotor
repeatedly with identical input data, introducing a small change in one
parameter for each run and storing the value of the loss functiomapa
describing how the loss function varies can be created (i.e., a type of
Monte Carlo simulation). The initial sets of parameters areofftena
found in case 1A(row 1) and case 2A(row 2) and each parameter (four for
the anoxic and six for the aerobic part of the model) var&s% around

its initial value in steps of 2% for each simulation.

The situation is first illustrated in Figure 4.12 for the anoxic part of model
A. The model is simulated for the same conditions as described in case 1.
Contour plots show how the value of the loss function is affected as the
parameters change. In the upper plot of Figure 4.12, the parame¢terd

b, are kept constant at the optimized values and in the lower phkod

Yy are kept constant. Consequently, not all possible parameter interactions
are shown (only two parameters vary within each plot). To show the effect
of all the parametevariations simultaneously would requirefaur-
dimensional plot which would be difficult to interpret.
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A small complication occurs when the sensitivitiebgfandb, are to be
examined. Since the optimized values for these parameters are close to
zero, the effect of a 20 % change would be negligible. Insteachthes

for by andb, are set to vary from 0.0 to 0.4 dayn the lower plot of
Figure 4.12 while the other two parameters are kept constant. To be able to
compare the two plots, two contour lines next to each other indieatte

the value of the loss function has changed with a value of 1&Gdthe

scale is used in Figure 4.13).
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Figure 4.12 Contour plots showing the sensitivity to parametenges
for the anoxic part of model A (case 1A).
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The first plot in Figure 4.12 shows that the loss function is sensitive to
small changes of botly andYy and the direction of the gradientviell
defined. This implies a reliable convergence of the optimization algorithm
although a problem occurs as the optimum is approached difi@oent
optima appear, very close to each other. The values of the parameters are
almost the same for both optima but it is an indication that the information
on which the loss function is based, is not sufficient or that there is a struc-
tural problem in the model. If the region of analysis was extended, a third
optimum would appear for the parameter set found in case 1A(row 3). It is
obvious that the ratio of the two parameters are of importance for the
model behaviour. Within the narrow valley seen in the plot — indicating a
low value of the loss function — this ratio is almost constant.

The second plot illustrates the previously discussed problem of identifying
b,. The gradient of the loss function indicates how tpéimization
algorithm would change the valuelgf to improve the result but a signifi-
cant change ab, does practically not affect the loss function. Thedel

IS not sensitive to this parameter for the applied conditions which explains
the results from case 1. In Table 4.1 it was shown that the sensitivity is not
significantly improved wheiXg ., andXg , are also included in the calcu-
lation of the loss function (cf. case 1B).

In Figure 4.13 results from the same type of analysis as desatlose

are shown for the aerobic part of model A. The initial parameter values are
the optimized set found in case 2A(row 2) and the simulatoomlitions

are identical to the ones described there. Due to the fact thatitibke
value ofb, is almost zero, its value is set to vary between 0.0 and 0-4 day
in the last plot.

The first plot of Figure 4.13 illustrates the high sensitivity of the model to
the two parametens, andY,,. A well-defined optimum appears although
from the results shown in Table 4.2 it is clear that the best parameter set for
ry andYy, is also influenced by the convergence of the other muatel
meters.

The second plot shows that the model is also sensitive to variations of the
parameters, andY,. However, their individual values are obviously of
practically no significance for the applied conditions; it is only the ratio of
the two that matters. The optimum valley is extremely longremcbw
which indicates that the optimization algorithm has no probleabsr-
mining the best ratio but cannot find the correct individual values of the
parameters. This explains some of the results earlier discussed for case 2.
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The final plot demonstrates the much smaller influend®,@&ndb, on the
model behaviour. Variations of the valuebafhas a very limited effect. It
should also be noted that the true optimunbfom this case appears to be

a negative value. However, a deliberate restriction built intophieniza-

tion algorithm hinders any of the model parameters to asswepative
values even if such a change would further lower the value olosise
function. Negative parameter values do not have any relevance when inter-
preting the parameters in a physical/biological sense.

heterotrophic reaction rate factor, rH [I/(mgCOD day)

autotrophic reaction rate factor, rA [I/(mgN day)]

0.055 0.06 0.065 007 0075
autotrophic yield, YA
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Figure 4.13 Contour plots showing the sensitivity to parametenges
for the aerobic part of model A (case 2A).

Case 3 — Anoxic/Aerobic Reactor Combination Using Model A

In this subsection the@ptimization is generalized. A naturaktension
would be to investigate the anoxic and aerobic part of model A separately
but for conditions where the effect of the recirculation is included in a
direct way, that is, simulating a plant with either an anoxic ocaeanbic
reactor in combination with a settler. However, for practical reasons the
number of different cases has to be limited and, therefore, the optimization
algorithm is now used for the complete model (i.e., coupled operation of
the two reactor types) and all parameters are simultaneously estimated. The
principle of the optimization is shown in Figure 4.14.

The necessary data are generated by simulating the IAWQ model (describ-
ing the true WWT plant) as discussed earlier. The character of the influent
wastewater to the plant is identical to what was used for the ezabes

(see Figures 4.2 and 4.3). The reactor volumes, recirculation satder
model, etc., are naturally the same for both the IAWQ anddtieced
model, according to Figure 4.2. Measurements are assumed to be available
from the influent wastewater, the anoxic reactor and the aerobic reactor.
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Figure 4.14 Optimization procedure for the complete model A.

In the influent wastewater four variables are always considered to be
measurable X-qp Sy Svo and Q,, (the concentration ofmicro-
organisms in the influent wastewater is assumed to be zero). Depending on
which variables are considered to be measurable in the two redetors,
different cases will be examined.

« Case 3A: measurements ¥fqp Sy Syo IN both theanoxic
and aerobic reactor;

Case 3B: measurements Kcop, Sy, Syo N both reactors
plus OUR in the aerobic reactor.

Case 3C:measurements oK-qop, S\u: S\o IN both reactors
plus OURXg 4, Xg A in the aerobic reactor.

Case 3D:measurements Keop Syn» Syo N both reactors
plus X5 1, X5 4 in the anoxic reactor.

Case 3E: measurementsXfop, Syn Svo» Xg hr Xga IN bOth
reactors plus OUR in the aerobic reactor.

The results of the optimizations are presented in Tables 4.3 aifde#t4
opening) for different sets of initial estimates. The two tables show the
results for the anoxic and aerobic part, respectively, but the rebolitd

be interpreted simultaneously. They are separated into two tables only to
make the results easier to read. Consequently, the values of thenloss

tion given in Table 4.4 represent the values of the total loss function for
both the anoxic and aerobic part of the model.

It is obvious that the values of the loss function are much larger for case 3
than would be expected if the results from cases 1 and 2 could simply be
added together to describe coupled operation. This is becausw®tite
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characteristics to the unit reactors in cases 1 and 2 were identical to the
input calculated by the IAWQ model. In case 3 only the input to the entire
plant is the same. A small error in the prediction of the behaviour in the
anoxic reactor is in case 3 propagated into the aerobic reactor, further amp-
lified, and propagated back to the anoxic reactor by the recircu(#tien
internal feedback of the model). This emphasizes the differbetesen

the reduced and the IAWQ model.

The different way the organic matter is described in the IAWQ and
reduced order models also has an influence on the behaviour, especially in
this case where the settler model is included for both models. On an aver-
age morebiodegradable organic matter is recirculated when using the
reduced modelyXcop) than when using the IAWQ modéekt yXs). As

the recirculated sludge is fed back to the anoxic reactor, this difference will
also have an impact on the behaviour of the models, which was not
included in cases 1 and 2.

In order to avoid the influence of the initial transients when the parameters
are updated during the optimization, the new steady state oédueed

order model is first calculated for each new parameter set before the actual
optimization is initiated.

The results for case 3A show large variations. Ten parameteptre
mized based on six measurable variables and several local optima are
detected. Even the most sensitive parameters, thatand Yy, converge
towards different values depending on the initial estimates. However, a
strong correlation betweean, andby is apparent for both reactors. A high
value ofry is always accompanied by a high valuebgfand viceversa.

This is because the algorithm attempts to minimize the residu3lsogf

A highry indicates a high growth rate and, consequently, a large consump-
tion of organic matter. This effect is compensated by a highwhich

leads to a high conversion rate of decayed materiaMgtg. The mathe-
matical relationship between the two parameters is not clear due to the
different values ofyy (among other things). However, the modensi-

tivity to the heterotrophic decay rate is increased by the recirculation when
compared with cases 1 and 2.
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Optimization initial estimates final estimates
model A, anoxic part ru Yy by ba Iy Yy by ba
Case 3A 024 | 35 | 46 | .06 |.023 | .723 | .372 | 111
(measured: 046 | 69 | .94 | .12 |.014 | .726 | .131 | .071
Xcop, Swrr Svo) 057 | .86 | 118 .15 |(.008 | .711 | .015 | .073
.068 | 1.03 | 1.42 | .18 | .030 | .626 | .579 | .040
Case 3B 024 | 35 | 46 | .06 |.050 |.872 | 1.10 | .090
(measured: 046 | 69 | 94 | .12 | .013 | .660 | .117 | .057
Xcops Swry Svo) 057 | .86 | 1.18 | .15 | .021 | .743 | .302 | .086
.068 | 1.03 | 1.42 | .18 | .047 | .862 | 1.02 | .158
Case 3C 024 | 35 | 46 | .06 |.043 | .744 | .830 | .120
(measured: 046 | 69 | 94 | .12 | .032 | .691 | .521 | .139
Xcop, Swry Svo) 057 | .86 | 118 | .15 (.019 | 573 | .172 | .110
068 | 1.03 | 1.42 | .18 | .029 | .671 | .452 | .101
Case 3D 024 | 35 | 46 | .06 |.031 | .675 | .510 | .116
(measured: 046 | 69 | 94 | .12 | .037 | .711 | .644 | .128
Xcop, SwHy Svo, 057 | .86 | 1.18 | .15 | .020 | .566 | .185 | .070
Xen, Xsa) 068 | 1.03 | 142 | .18 | .041 | .733 | .782 | .136
Case 3E 024 | 35 | 46 | .06 |.027 | .647 | .360 | .209
(measured: 046 | 69 | .94 | .12 | .028 | .652 | .340 | .075
Xcop, SwHy Svo, 057 | .86 | 118 | .15 | .025 | .630 | .335 | .163
Xen, Xsa) 068 | 1.03 | 142 | .18 | .027 | .646 | .380 | .286

Table 4.3 Results of the parameter optimization for case 3 (anoxic part).

The same type of correlation appears to exist fandb, in the aerobic
reactor due to the minimization of the residual§gf. This conclusioniis,
however, more uncertain as a part of the forr&gg originates from the
decay of heterotrophs (i.e., dependshp). The values for théetero-
trophic yield coefficient in the anoxic reactor appears quite stable whereas
the other yield coefficients and the anojcdisplay large variations.

Another important factor which must also be considered, does not show in
the tables. As the concentrations of microorganisms are not assumed to be
measurable, the different optimized parameter sets lead todiféagent
values of theXg |; and Xg 5 concentrations. Based on the measurements in
case 3A, the optimization algorithm cannot determine whethetribe
system contains a high concentration of organisms with a low reaction rate
or vice versa. This affects all parameter values and is the major reason why
the optimized parameter sets are so different.
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Optimization model A, aerobic part value
initial estimates final estimates of loss
func.

ry ra YH Ya o ba rH ra YH Ya bH ba

Case 3A (measured: Xcop, SuH, SNO)

046 | 111 | 33 | .10 | 42 |.064 | .078 | .156 | .766 | .202 | .780 | .042 | 1430
093 | .222 | 66 | .20 | .86 |.126 | .041 | .180 | .728 | .059 | .385 | .097 | 1238
J16 | 278 | .83 | .25 | 1.08 | .157 | .019 | .250 | .643 | .716 | .123 | .174 | 979
140 | 333 | 99 | .30 | 1.30 | .188 | .042 | .162 | .478 | .052 | .385 | .069 | 1499

Case 3B (measured: Xcop, SvH, Svo, OUR)

046 | 111 | .33 | .10 | 42 |.064 | .025 |.142 | 555 | .129 | .203 | .030 | 1361
093 | 222 | 66 | .20 | .86 |.126 | .028 |.192 | .602 | .141 | .234 | .107 | 1112
J16 | .278 | .83 | .25 | 1.08 |.157 | .029 |.196 | .576 |.707 | .248 | .105 | 1200
140 | .333 | .99 | .30 | 1.30 |.188 | .028 |.214 | .568 | .500 | .239 | .108 | 1370

Case 3C (measured: Xcop, S\H, SNo, XB H, XB A, OUR)

046 | 111 | 33 | .10 | 42 |.064 | .091 |.232 | .714 | .208 | .944 | .138 | 2359
093 | 222 | 66 | .20 | .86 |.126 | .041 | .223 | .539 | .204 | .406 | .124 | 2146
J16 | 278 | .83 | .25 | 1.08 | .157 | .050 |.238 | .586 | .219 |.503 | .152 | 2121
140 | 333 | .99 | .30 | 1.30 | .188 | .044 | .244 | 556 | .222 | .439 | .160 | 2150

Case 3D (measured: Xcop, SuH, SNO)

046 | .111 | .33 | .10 | 42 |.064 | .042 |.141 | .528 | .128 | .409 | .023 | 1369
093 | .222 | 66 | .20 | .86 |.126 |.038 |.208 | .501 | .188 |.374 | .107 | 1413
J16 | .278 | .83 | .25 | 1.08 |.157 | .043 |.221 | .530 | .199 | 421 | .138 | 1376
140 | .333 | 99 | .30 | 1.30 |.188 | .033 |.201 | .466 | .180 |.315 | .095 | 1429

Case 3E (measured: Xcop, SnH, Svo, XB H, XB.A, OUR)

046 | .111 | .33 | .10 | 42 |.064 | .044 |.148 | .548 | .136 | .443 | .021 | 2149
093 | .222 | 66 | .20 | .86 |.126 | .041 |.189 | .526 | .173 | .401 | .097 | 2169
JA16 | 278 | .83 | .25 | 1.08 |.157 | .044 |.189 | .549 | .172 | 442 | .075 | 2156
140 | .333 | 99 | .30 | 1.30 |.188 | .042 |.166 | .536 | .152 | .418 | .015 | 2153

Table 4.4 Results of the parameter optimization for case 3 (aerobic part).

In an attempt to improve the behaviour of model A and enhance the
optimization, OUR is included as a measurable variable in case 3B. The
effect is apparent on the parametgysY, andby in the aerobiceactor,
which now converge towardspproximatelythe same valuesmdepen-
dently of the initial estimates. Consequently, the predicted val¥g ofs
much more stable (although not identical to the concentration predicted by
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the IAWQ model). Since the concentration of autotrophic organisms is
much smaller thaiXg 4, its effect on the OUR is small. Therefokg 5
converges towards different values and the estimates adutioérophic
parameters,, Y, and b, are not significantly improved by thadded
information. The same result could be observed for case 2B. In the anoxic
reactor the earlier discussed correlation betweggeand by still holds
although the results are not improved when compared with case 3A.

In case 3C the concentrations of heterotrophs and autotrophs in the aerobic
reactor are also assumed to be measurable. This will draXstheand

Xg a concentrations of the reduced model towards the values calculated by
the IAWQ model and thereby eliminating one of the probldmsussed

for cases 3A and 3B. Note that the concentration of microorgamgins

be approximatelghe same in both reactors due to tieeirculation,
although it is only assumed to be measurable in the aerobic reactor. The
result of row 1 is clearly a special case where the algorithm has converged
towards a local optimum quite far from the best one. The dtiree
optimizations produce almost identical values of the loss funbtiowith

quite different parameter sets although the convergence atutb&ophic
parameters is remarkably consistent. For case 3B the situatiquracais

cally the opposite. There are a number of reasons for this.

Apart from the earlier discussed correlation betwegandby, in the two
reactors a new correlation can be observed. Ar|pin the aerobic reactor
leads to a highy in the anoxic reactor and vice versa (the same correlation
holds for the ratiay/Yy). In case 3A the opposite relationship could be
observed. This implies that the reduced model deals with dyrthsiuc-
bances differently in the two reactors which can be observed by comparing
dynamic simulations but not by the value of the loss function where all
errors are lumped together. The value of Y /Yy in the aerobic
reactor is practically the same for all examples of case 3C due to the
available OUR an&g 4 measurements.

A problem is that the measurements of the organism concentrations are in
conflict with the OUR measurements. To reach the best estimated result of
the OUR behaviour, the reduced model requires a set of parameters which
leads to a significantly highefg ; concentration whereas thmeasure-
ments of this variable force the optimization algorithm away from that set
of parameters in order to predict the low organism concentration calculated
by the IAWQ model. Therefore, the values of the loss functionmaeh

higher for cases 3C and 3E than for cases 3B and 3D.
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In case 3D the concentrations of microorganisms in the anoxic reactor are
considered to be measurable. Only the three basic variables are assumed to
be measurable in the aerobic reactor. The results of the optimization are
similar to the ones for case 3C. The values of the loss function are almost
identical for all examples although much lower than for 3C. The parameter
values found in cases 3C and 3D are in the same region, which is an
indication that the weight factor for the OUR residuals should perhaps be
increased to enhance the influence of the OUR measurements. However, it
is obvious that the information & 4 is essential for estimating many of

the autotrophic parameters.

In the final case, all state variables of model A are assumed to be measur-
able in both reactors. Furthermore, the OUR is also available. It is not
realistic to have so much information available. Parameters that do not
converge globally for this case will probably not be possiblestonate
directly in a continuous-flow planfThe conclusion would be that the
influence of such parameters is practically negligible.

The results for case 3E clearly indicate that most model parameters con-
verge globally when all this information is available. The slightly differing
parameter values are mainly due to the slow convergence of the optimiza-
tion algorithm and in some cases tbptimizationhas beenstopped
prematurely. Howevelthe autotrophic decay rate coefficient does not
converge globally for the chosen conditions in neither the anoxic nor the
aerobic reactor (which to a small extent also influence the valugsanid

Y, though the ratia, /Y, is perfectly constant). A low, value in the
anoxic reactor is compensated by a higher value in the aerobic reactor and
vice versa. The recirculation then equalises the differences ofghe
concentrations in the two reactors. A small correlation is apgmarent
between the values of, andby,.

The low concentration of autotrophic organisfgs10 %) compared with

the heterotrophs, implies that — from the model point of view — is only

of importance for keeping th&; o concentration at the correct level (if it is
assumed to be measurable). The parameter has no real significance on the
process of transforming decayed material iiggp and Syy. This is a
common problem and motivates the modification of model A mdoalel

B, which is further discussed in the next subsection.

An investigation ofthe sensitivityfor the complete model Aduring
coupled operation has been performed. By varying the npzalameters
(the same principle as was shown for cases 1 and 2), the model sensitivity
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to parameter changes has been examined. Although not presented here, the
results of this analysis further motivate the conclusions discussed above.

The behaviour of model A is validated by simulating the process and
comparing the results to the predictions of the IAWQ model using identical
influent wastewater characteristics, flow rates, recirculation rates, etc. In
Figures 4.15-4.19 such a comparison is illustrated for some chatee

variables using a few of the parameter sets determined by the optimization.

All graphs show that the qualitative behaviour of the IAWQ model and
model A is similar. Figures 4.15-4.17 also indicate that the behaviour of
model A with regard tXc-op, Syy andSyo is similar for both cases 3A and

3E although the optimized parameter sets are based on diféenenints

of information. The reasons for thdifference in Xcop concentration
between the IAWQ and the reduced models were commented in a previous
subsection (e.g., the hydrolysis process, the changing rafe arfid X,

and the behaviour of the settler).

Figure 4.17 shows a significant difference in the behaviour of the two
models with regard to the predicted ammoo@acentrationgspecially
around day five. This is primarily because the ammabai&saturation
coefficient of the IAWQ model is set to 1 mgN/I. As Bg, concentration

Is increased from 1 to 3 mg/l (i.e., the most non-linear region of the Monod
growth rate expression used for the autotrophs) in the aerobic basin it is
iImpossible to achieve the same behaviour for model A when using a first-
order approximation to describe the autotrophic growth rate. Therefore, the
nitrification rate will increase more rapidly in the reduced model when the
ammonia concentration increases and the ammonia peak predicted by the
IAWQ model is flattened. As a consequence, a higher concentration of
nitrate in the anoxic reactor is also predicted by the reduced model during
the same period due to the recirculation from the aerobic re@eer
Figure 4.16).
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Figure 4.15 Biodegradable organic matter concentrationtire anoxic
reactor using the IAWQ and A models (model A with two
different sets of parameters) to simulate an entire AS process.
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and A models (model A with two different sets of parameters)
to simulate an entire AS process.



160 Modelling Aspects of Wastewater Treatment Processes

Aerobic reactor — ‘|AWQ modei
mod A, case 3A(row 2)
- - mod A, case 3E(row 3)

N
N [6)]
T T

ammonia concentration [mg N/I]
=
)|

time [days]

Figure 4.17 Ammonia concentration irthe aerobic reactor using the
IAWQ and A models (model A with two different sets of
parameters) to simulate an entire AS process.

Figure 4.18 illustrates how differently the quantitative concentrations of
microorganisms are predicted by the reduced model for cases 3A and 3E.
This is the major reason for the different sets of parameters found by the
optimization algorithm. If instead the organism concentrationsan@a-

lized around their steady state values the results are ainsegtrable,

that is, the qualitative behaviour of the model for the different cases is
identical.

Finally, the OUR is shown in Figure 4.19. It appears remarkable that the
predictions from case 3A are better than from case 3E, although OUR
measurements were not included for the optimization in case 3A. The large
offset for case 3E compared with the result of the IAWQ model is due to
the simultaneous optimization of the organism concentrations. While the
predictions ofXg ,, and Xy 5 are improved for this case, the prediction of
the OUR is not satisfactory. If the OUR for case 3B would haeen
plotted, it would be in perfect agreement with the results ofl AN&Q
model. On the other hand, the steady-state heterotrophic concentration for
case 3B is close to 800 mgCOD/I, which should be compared with the
steady-state value of 460 mg COD/I predicted by the IAWQ model.
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Figure 4.18 Heterotrophic organism concentration in the aeroééctor
using the IAWQ and A models (model A with twidferent
sets of parameters) to simulate an entire AS process.
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Figure 4.19 Oxygen uptake rate in the aerobic reactor using AN¢Q
and A models (model A with two different sets of parameters)
to simulate an entire AS process.
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Case 4 — Anoxic/Aerobic Reactor Combination Using Model B

The results from case 3 show that the problems concerning gleh&t
fiability are apparent. Even when a large number of variables are assumed
to be measurable it is difficult to obtain an optimum global sqtaoé-
meters. Part of the problem is due to the model compleXitigough
model A is a simple model for the activated sludge process when compared
to the IAWQ model, there are still ten parameters to be idensinedl-
taneously (if one anoxic and one aerobic reactor are modelizuhy
normal operating conditions (no special identification experiments) for a
continuous-flow WWT plant.

In an attempt to reduce the degrees of freedom for the model and improve
its globalidentifiability, model A is further reduced into model B. As
discussed in Section 4.1, this is done by assuming the decay ratelfgctors
andb, to be identical, both for anoxic and aerobic conditions. The number
of model parameters are hereby reduced from ten to seven. Moreover, the
difficulty of separately identifyindgpy and especiallyp,, which hasbeen
discussed for the previous cases, may also be reduced since the effect of
each of the four parameters on the model behaviour are now combined into
one. Therefore, the possibility for the optimization algorithndébect
significant changes in the value of the loss function is improved, that is, the
model sensitivity to the decay parameter is enhanced.

From a biological point of view there is no motive to differentiate the
decay rate factors depending on the applied condition (anoserobic)

since the microorganisms are circulated through the plant and exposed to
both environments during their life cycles. As for the assumption that the
decay rates for both heterotrophic and autotrophic bacteria asanthe,

this is more debatable. However, bbthandb, are rough average values
because heterotrophs and autotrophs are large groups that consist of many
different organism species with individual variations.

It should be noted that the different valuesbdgrandb, suggested in the
IAWQ model (see Table 3.1) depends on the fact bhatepresents a
traditional decay rate coefficient due to endogenous decay, whereas the
value ofby, is affected by the death-regeneration hypothesidessribed

in Section 3.3, equation (3.21). Using the default parameter values of Table
3.1 and inserting them into equation (3.21), it is obvious that the decay rate
for heterotrophs in the IAWQ model (0.62 d8yis equivalent to a tradi-
tional decay rate of 0.24 ddy(which is practically the same value as used

to describe the autotrophic decay rate). However, in the reduded
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models both types of organisms contribute to the recyclindeoayed
organic matter in the process, as hydrolysis is not included.imbiges

that for the reduced order models it is correct to assume praciobely

tical decay rates for the different organisms because the recycling of
decayed material is modelled differently than in the IAWQ model.

In most AS models the decay coefficient is important in ordgredict

the sludge production, sludge age and the oxygen consumption. This is not
the purpose of the simplified models presented in this chapter. As the
reduced models only describe active biomass and the fact that all material
which results from decay is directly transformed iKtg,p and Sy, the
specific decay rate factor is in this case actually a rate coefficient, describ-
ing this transformation. To compare identified value®pfandb, from

the reduced models with values normally used in traditional AS models or
determined by laboratory experiments, may therefore not be relevant. This
Is an important drawback of the reduced models.

The reasons discussed above motivate the simplification of mooebA
model B. It is also considered important to apply a model structure which
enhances parameter identification and automatic model calibifadion
full-scale continuous-flow plant operation. The possibilitydetermining

the traditional heterotrophic decay rate from laboratory experiments by
monitoring the OUR exists, although such experiments usually require a
significant amount of time and is based on a very small sample of the
sludge. To experimentally determine the spdgiadf the IAWQ model is
much more complicated (unleds andfp are assumed to bexactly
known, in which case equation (3.21) may be used), since it includes the
transformation of decayed material into organic substrate.bAls® diffi-

cult to determine with any true meaning (Heetal, 1987).

In order to investigate the behaviour of model B, the off-line optimization
algorithm is used to estimate the model parameters for exactsathe
conditions as were described in case 3. The selection of cases to investigate
(4A to 4E), depending on which variables are assumed todasurable,

are also identical to case 3. In Table 4.5 the results of the optimizations are
presented for different sets of initial estimates.

When the results are compared to case 3, there are three impbdeant
vations that can be made immediately. The first is the fact that model B is
capable of mimicking the behaviour of the IAWQ model practically as
well as model A although the number of model parameters bease
reduced from ten to seven (compare the values of the loss functions in



164 Modelling Aspects of Wastewater Treatment Processes

Tables 4.4 and 4.5). A small increase of the loss function values (10-15 %)
IS noticeable for the cases where the microorganism concentrations are
considered to be measurable (cases 4C, 4D and 4E), whereas the results for
cases 4A and 4B are actually improved.

The second observation is that the variations of the values faypthe
mized sets of parameters are significantly smaller for model B as compared
to the results when using model A. These smaller variations also mean that
the loss function values are much more consistent for inaebtigated

case when using model B. This fact more than adequately compensates for
the somewhat higher values for cases 4C, 4D and 4E. The possibility of
finding the truly optimum set of parameters (or values very close to it) is
thereby significantly enhanced.

Finally, the algorithm appears to converge towards a gloptium
parameter set not only for case 4E but also for case 4B. This is a dramatic
improvement since the assumption of being able to monitodifferent
organism concentrations on-line (case 4E) is not practically possible. In
contrast to this, the assumption regarding what measurements are available
in case 4B is much more realistic.

When the five investigated cases are more closely examined, most parts of
the conclusions from case 3 still hold. In case 4A a stommgelation
betweerb, andr andr in the aerobic reactor is indicated. As the concen-
trations of microorganisms converge towards different vatlepending

on the initial estimates, the yield coefficients vary significantly.

The inclusion of OUR in the calculation of the loss function in case 4B
enables the optimization algorithm to determine an almost unique set of
parameters. In case 3B only the convergence of the heterotimguiaic
meters in the aerobic reactor were improved to this extent. The sole major
discrepancy is seen in row 3 for the autotrophic parameters. With this set
of parameters the concentrationX§ » is about one fourth of what is
predicted by the parameters in the other rows and, consequ&ntyfour

times smaller. The principal reason for this is that the autotrqyana:
meters are less sensitive to the OUR because the concentragn o

very low when compared % . Apart from this problem the results are
remarkably consistent and this is clearly the main advantage of model B.
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Optimization model B
value
initial estimates final estimates of loss
anoxic anoxic func.

frH | YH | rH | ra | YH | Ya b frH | YH | TH | ra | YH | Ya b
Case 4A (measured: Xcop, SuH, SNo)

024 | 35 |.046|.111| 33 | .10 | .20 | .011 | .772 | .018 | .209 | .635| 577 | .114 | 992
046 | 69 | 093 |.222 | 66 | .20 | .40 | .011 | .754 | .017 | .197 | .615| .160 | .101 958
057 | 86 |.116 | .278 | .83 | .25 | .50 | .014 | .700 | .012 | .167 | .434 | 226 | .073 | 1171
.068 | 1.03|.140 | .333 | .99 | .30 | .60 | .015 | .780 | .027 | .302 | .679 | .188 | .209 | 1075

Case 4B (measured: Xcop, SNH, Svo, OUR)

024 | 35 |.046|.111 | 33 | .10 | .20 | .016 | .697 | .024 | .282 | .564 | .236 | .189 [ 1192
046 | 69 | .093 | .222 | .66 | .20 | .40 | .016 | .697 | .025 | .295 |.568 | .209 | .202 | 1193
.057 | 86 |.116 | .278 | .83 | .25 | .50 | .016 | .697 | .021 | .257 | .539 | .055 | .163 | 1185
.068 | 1.03|.140 | .333 | 99 | .30 | .60 | .016 | .700 | .025 | .287 | .568 | .206 | .195 [ 1189

Case 4C (measured: Xcop, S\H, Svo plus X H, XB,A, OUR in aerobic reactor)

024 | 35 |.046|.111| 33 | .10 | .20 | .018 | .631 | .033 | .393 |.476 | .363 | .309 [ 2363
046 | 69 | .093 | .222 | 66 | .20 | .40 | .015 | .567 | .023 | .290 |.403 | .258 | .196 | 2507
.057 | 86 |.116 | .278 | .83 | .25 | .50 | .018 | .564 | .028 | .330 |.443 | .299 | .238 | 2431
.068 | 1.03|.140 | .333 | .99 | .30 | .60 [ .034 | .699 | .052 | .609 |.586 | .550 | .533 [ 2509

Case 4D (measured: Xcop, SNH, Svo plus X H, XB A in @anoxic reactor)

024 | 35 |.046|.111 | 33 | .10 | .20 | .022 | .600 | .027 | .343 | .418 | .310 | .253 | 1585
046 | 69 | .093 | .222 | 66 | .20 | .40 | .021 | .588 | .031 | .374 | .447 | .330 | .281 | 1604
057 | 86 |.116 | .278 | .83 | .25 | .50 | .017 | .531 | .019 | .244 |.330 | .216 | .147 | 1659
.068 | 1.03|.140 | .333 | .99 | .30 | .60 | .020 | .572 | .021 | .274|.356 | .248 | .181 | 1614

Case 4E (measured: Xcop, SNH, SNo, XB H, XB A, OUR)

024 | 35 |.046|.111| 33 | .10 | .20 | .026 | .633 | .032 | .398 | .465 | .364 | .314 | 2450
046 | 69 | .093 | .222 | .66 | .20 | .40 | .024 | .622 | .034 | .408 | .479 | .372 | .323 | 2448
.057 | 86 |.116 | .278 | .83 | .25 | .50 | .025 | .628 | .034 | 408 | .474 | 371 | .323 | 2447
.068 | 1.03|.140 | .333 | .99 | .30 | .60 [ .025 | .631 | .035 | .425|.487 | .385 | .340 | 2449

Table 4.5 Results of the parameter estimation for case 4.

Case 4C shows a number of local optima yielding approximately the same
values of the loss function but with very different parameter sets. Row 2
and 4 illustrate this problem well. For the parameters in row 2, the OUR is
somewhat better predicted, whereasXpg concentration is more accura-

tely predicted by the parameter set in row 4. The differences are, however,
quite small and the total value of the loss function is the samepdarhe
meter set of row 4 is clearly a local optimum, while the paramatees

of rows 1, 2 and 3 are more similar but still vaignificantly. The
increased values of the loss function when compared to cases 4A, 4B and



166 Modelling Aspects of Wastewater Treatment Processes

4D indicate the difficulties to simultaneously predict both dhganism
concentrations and the OUR when using the reduced model Bsahte

fact was also observed for model A. The main reason for this is once again
the different description of the organic substrate in the reduced models and
the IAWQ model. Note that the ratios of and Y, are identical for all
examples in cases 4C, 4D and 4E (wign is considered to be measur-
able) and the correlation betwdgrandr, andr , in the aerobic reactor for
case 4C is apparent.

In case 4D the OUR is excluded from the optimization. This leatsato
also the ratios ofy and Y,y converge towards the same values for all
examples in both the anoxic and the aerobic reactor.

Finally, a global optimum is reached for case 4E. Due toagsamed
measurements ofg iy and Xg 5 in both reactors the effects of the OUR
measurements on the optimization are reduced and the convergence is
improved when compared to case 4C.

The behaviour of model B is validated against data generated by the IAWQ
model by simulating the two systems separately using idermitadnt
wastewater characteristics, flow rates, recirculation rates, etéiglres
4.20-4.22 such a comparison is illustrated for some of thestaébles.
The behaviour of the other variables (organic substrate, ammonia, and
nitrate) are similar to the ones earlier presented in Figures 4.15-4.19.

Figures 4.20 and 4.21 show how the concentration of heterotrophs is over-
estimated and how the concentration of autotrophs is underestimated when
the OUR is used for the optimization and measurements afrgfagism
concentrations are not available (i.e., case 4B). On the other hand, the
prediction of the OUR is more accurate for this case, see Figure 4.22.

In order to more accurately predict the concentration of heterotrophs for
case 4E compared to case 4B, the heterotrophic yield fagdois(reduced
(among other things). Consequently, to increl®ee predictedconcen-
tration of autotrophs, the autotrophic yield fact®g)(is almostdoubled

(cf. cases 4B and 4E in Table 4.5). These parameter changes also have an
immediate effect on the OUR. The factor ({3/Yy in equation (4.11) is
doubled, which, however, is compensated for by the fact thaXghe
concentration is reduced by almost 50%. But sinces simultaneously
increased to maintain the good predictionXg&hp andSo, the predicted
oxygen uptake rate will be too high. The OUR for the autotrophs are on the
whole fairly constant for cases 4B and 4E since the factor (XQ)7¥, is
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decreased by approximately 50 % while the factdfg » is increased by
the same amount and, consequently, compensates for the ditiatent
trophic yield factors determined for cases 4B and 4E.
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Figure 4.20 Heterotrophic organism concentration in the aeroéactor
using the IAWQ and B models (model B with twidferent
sets of parameters) to simulate an entire AS process.
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Figure 4.22 Oxygen uptake rate in the aerobic reactor using AN¢Q
and B models (model B with two different sets of parameters)
to simulate an entire AS process.

Summary Discussion

A number of case studies have been presented in this seclilustiate

the behaviour and identifiability properties of the reduced onaulels

with regard to operational conditions, assumed measurable variables, initial
parameter values, etc. The investigations do not cover all important aspects
of the models but provide a basis for further analysis.

In cases 1 and 2 it was shown that the reduced model A was capable of
mimicking the behaviour of the IAWQ model with reasonable accuracy in
unit operation (only one type of reactor). The main differences were due to
the fact that the reduced models do not include a hydrolysis process for the
organic matter which affects the time constants of the models. Difficulties

to identify global parameter sets for the simplified model were also clearly
indicated.

This difficulty was further investigated by examining the sensitivity of the
model to parameter changes. The model proved to be especially insensitive
to variations of the decay rate coefficients but ajsand Y, were almost
Impossible to determine separately for the applied conditions and assumed
available measurements.
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In case 3 the complete model A was used to simulate a WWTwpifdint
both anoxic and aerobic reactors and the results were conpdhed
simulations of an identical plant simulated with the IAWQ model. The
recirculation introduced new problems when trying to determigielaal
optimum parameter set by means of optimization. Not even Wigéfy
favourable conditions were assumed, could &lkotrophic decayate
coefficient be uniquely determined.

This motivated the use of a further simplified model — model Bhimn

model all the decay rate coefficients were identical. This approach signifi-
cantly improved the optimization results without deterioratinggdreeral
behaviour of the model, as was shown in case 4. What appeared to be an
almost global optimum parameter set could be determined without assum-
ing the concentrations of the different microorganisms to be measurable.

However, it appears troublesome to uniquely identify all the parameters of
the models based on measurementXQfp, Syy and §yp alone (ateast

for normalcontinuous-flow operating conditions). In many caséen
measurements of the OUR were considered to be available, the estimation
results were significantly improved, especially for parametessribing

the heterotrophic biomass in case 3 and for all parameters in case 4. New
sensor technologies, such as on-line respirometers vanekurrently

being developed, may therefore provide a very useful tool for identification
and validation of models describing the AS process. An impor¢zasbn

for this is that the OUR provides directformation concerning the
activities of the microbial processes while traditional measurements of
concentrations only provide indirect knowledge.

In some cases it was assumed possible to measure the concentration of
active heterotrophic and autotrophic biomass. This is unrealistic but useful
when fundamental properties of a model are investigated. Whgrand

Xg A are not measurable, these model variables may converge towards very
different values when the model is optimized, depending onnitial
parameter estimates. This leads to non-unique parameter sets because high
concentrations of microorganisms with a low activity in the systsult

in approximatelythe same model behaviour as l@@ncentrations of
microorganisms with a high activity.

Since it is practically impossible to measure the concentrati@ttofe
biomass directly, it may prove useful to base an AS modektimations
of actual reaction rates instead of rate coefficients. Knowledge of the
reaction rates are important for process control, whereas théacabes
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may be more important for biological interpretations concerningttite

of the process. For example, estimation0fg ,; as a combined parameter
and not as two separate variables may improveadietifiability of a
model, especially as th¥;,,; concentration is not measurable. All the
parameters,, ra, by andb, of the reduced models always appear in multi-
plicative combinations witlXg |; or Xg o and, consequently, thdentifia-

bility may be global in the sense that the parameter combinations converge
towards identical values but may assume practically any valueptiat
meters areanalysed separately. Fairly simple measurements of the
suspended solids concentration or the total COD content mayraige
useful since they contain a certain amount of information about the micro-
organism concentration (though in a complex combinawah other
matter). The development and analysis of an AS model which uses the
concept of direct estimation of reaction rates is an interesting topic for
future work.

For all case studies presented, the measurements were assumed to be com-
pletely free from noise. An analysis of the impact of noise (Gaussian noise
with reasonable variance) shows that the effect is negligible for the type of
optimization presenteliere since it is based on a large number of
measurements. The reduced models with optimized sets of padel

meters have also been compared with the IAWQ model udiffegent

types of input dynamics than have been presented in this section. The
different behaviours of the reduced models and the IAWQ meded,
however, most prominent for step variations, which motivated the choice.

No thorough analysis has been performed to determine hoprdlcess
should be perturbed to further enhance the model identifiabiiftyent
variations synchronized with the time constants of the madpkated
rapid input variations of high amplitude, etc., may improveiteatifia-
bility. However, since theossibilities to controand manipulate the
influent wastewater are quite limited for most WWT plants, such an inves-
tigation would probably produce results which are not practically feasible,
though theoretically interesting.

As a final remark the computational effort is commented upon. In order to
determineoneset of optimized parameters the system of differential equa-
tions describing the dynamics of the plant has to be simulated between 500
and 1000 times (the simplex algorithm converges slowly). This means that
the required CPU time for one optimization on a ‘standard’ workstation is
measured in hours and even days rather than seconds and minutes. The
work presented in this section is based on hundreds of such optimizations.
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For practical use the optimization algorithm will have to be mod{fied
example, combined with faster but less robust algorithms omeasan-
able set ofparameters have been determined)tlog errortolerance
increased.

4.5 On-Line Estimation

The main disadvantage of the off-line optimization approach used in the
previous section is that the resulting model is fitted to ceo@national

and influent conditions. The model is capable of predictindpdtaviour

of the real process as long as thesaditionsare notsignificantly
changed. However, over longer periods of time, small variationsaisdl
accumulate and affect the plant performance and the behaviour of the
microorganisms. Therefore, it may prove necessary to updatedtel
parameters on a regular basis. A possible solution is to perform a new opti-
mization when needed but better still is to automatically update the model
and track the parameters on-line as new measurements bacaiaéle.

This will guarantee that the model predictions are as reliabj@ssble
since the model will always be calibrated for the current conditions. In this
section results from such an approach are illustrated and discussed.

Off-line and on-line methods should produagproximatelythe same
results when used to estimate process parameters during identical operating
conditions. Off-line methods are, however, often easier to useland

more robust. Therefore, the simplex method has been used for the principal
model investigations reported in Section 4.4 although ongdarameter
estimation is of great importance for time varying systems, such as the AS
process. The Kalman filter (described in Appendix E) can be shown to be
an optimum on-line estimation algorithm under certaonditions.
However, as a result of the recirculation and the long time delays of the
activated sludge system difficultiesay occur. When a parameter is
adjusted the effect on the model behaviour is only partly ‘instantaneously’
noticeable. After a period of time (depending on the design of the plant but
normally several hours) the model input is also changed by the impact of
the recirculationwhich is interpreted as a new disturbance ofsystem

and, consequently, may induce new parameter adjustments. In certain cases
this can lead tostability problems wherthe parametersare over-
compensated back and forth. Especially the effect oomibeorganism
concentrations is slow and it may take days before signifiandtions
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can be observed. To some extent it is possible to modifestimation
algorithms to take the correlation of a changing parameter datela
change in the model feedback into account. Such modificationsgver,

have not been tested in this study. Instead the maximum rate of change for
the model parameters is set to a low value (by adjusting the gain matrix of
the Kalman filter) to avoid oscillations in the parameter estimates.

The reasons above motivate the use of a combination of on-lineffand

line methods. By first applying an off-line optimization algorithm, a set of
reasonable parameter values can be determined. These values may then be
used as initial seeds for the on-line estimation algorithm, thereby reducing
the risk of divergence and unwanted oscillations.

When performing on-line estimation using real data it is more important to
determine the noise characteristics of the process anmé¢hsurements.
Whereas the off-line methods are based on a large number of samples and
the effect of noise is reduced by the averaging calculation®rttiee
algarithms respond immediately to sudden changes in the meatateed

By performing a thorough investigation of the noise distribution of the
process, this information can be included in the identification algorithm to
prevent the estimated parameters from changing rapidly imesalistic
manner due to the influence of noise. Furthermore nkasurements
should be ‘logically’ analysed before the data are used for orpére

meter identification. The reason for this is to detect trends, outliers, drastic
sudden changes, etc., which may indicate that a certain sensor is not
properly calibrated or is out of operation, before the identificgirone-

dures are applied and produce an erroneous result. This qanfoened
on-line and would be one important function of the top lénewledge-
based system outlined in Figure 2.4.

A number of cases will be presented in this section to determine the basic
behaviour of the reduced order models when used for orpéremeter
identification. The assumed conditions for the simulated WWT pldht

be those already described in Section 4.3 and previously used faff-the
line optimizations. The following situations will be investigated:

» a case study of modifiedmodel A for various assumed available
measurements and initial estimates (the same principle as used in
Section 4.4 for cases 3A, 3B and 3E (without the OUR));

» the effects of both measurement and process noise on the identi-
fication results;

 the effect of a change in one of the IAWQ model parameters on
the reduced model behaviour during on-line estimation.
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Results from Tables 4.3 and 4.4 indicate that the decay mies{b,)

may assume almost any values especially when Xgdy, Sy and Syo
measurements are available. If all ten parameters of model A are identified
simultaneouslywith the extended Kalman filter this is manifested as
divergence. The correlation between the decay rate factors anthére
parameters often lead to an oscillatory behaviour of the estimates, that is,
one parameter changes at a certain rate and another variable chiéimges

the same relative rate and the total effect on the measurable state variables
Is negligible. Finally, the identification process breaks down.

To avoid this problem the elements of the Kalman gain matrix related to
the decay parameters are set to zero, that is, the decay rate coefficients are
assumed to be constants. The more variables that are measurable the more
parameters may be estimated successfully. If the OUR oortgamism
concentrations are assumed to be measurable as well, one or two of the
decay parameters may be estimated too. All ten parambtarsyer,

cannot be estimated simultaneously for those cases either. In order to allow
the results of the different on-line estimations to be comparedeedly
paraneters are constant in this section. The model used faorthiee
estimations is consequently a simplification of models A and B since only
Six parameters are assumed to vary (ten and seven parameters are con-
sidered to vary in models A and B, respectively).

One basic problem was already discussed in Section 4.4. It is ‘easy’ to
estimate the net reaction rates for the organisms but much more difficult to
determine the growth rates and the decay rates separately. Fuodeds
should be developed taking this fact into account.

In Figure 4.23 the results from an on-line estimation are showsoioe

key variables. The measurements assumed to be available fidettie
fication in this case are the ones described for case 3AXi&5, Syy and

Svo In both reactors) but the process is now in steady state. In order to
Initiate the on-line estimation with reasonable parameter valuegffthe

line results from case 3A(row 2) are used (solid line). This parameter set is
then increased (dashed line) and decreased (dotted line) by 15% (not the
decay rate coefficients) and the identification procedure is repeated for
these new initial parameter sets to investigate the possibilitgl&ial
convergence.
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The graphs in Figure 4.23 illustrate that tieterotrophicparameters
(shown for the anoxiceactor) and,consequentlythe heterotrophic
organism concentration converge towards identical vaheependently

of the initial estimates. This is possible since the decay rate coefficients are
identical for all simulations (if not, the identification algorithm would find
different estimates). For the autotrophic parameters, however, the available
measurements are not sufficient. The autotrophic reactiorcoaterges
towards the same value, whereas the yield coefficient convengasds
different values. Sinc¥g A is not assumed to be measurable, this variable
may compensate for the effects of the different yield values. A high value
of the yield factor leads to a high concentration of autotrophsviaed
versa. The ratios okg o to Y, converge towards identical values but the
Kalman filter cannot determine a global estimate for the vawables
separately, especially not based on data from a process in steady state. The
entire model is also less sensitive to variations of the autotrpphae
meters due to the low concentration of autotrophs when compared with the
concentration of heterotrophs.

The low sensitivity is a major reasowhy the convergenceate is
considerably slowefor the autotrophic parameters, which dearly
illustrated in Figure 4.23. This is an expected result as thecomstants

for the dynamics of the autotrophic biomass are larger thaothar
mechanisms in the activated sludge process. Furthermore, the convergence
rates for all parameters shown in Figure 4.23 are very slow because of the
used steady-state data. Such data produce small residualsoasd;
quently, a slow convergence rate. The simplified Kalman filter used in this
study (constant gain matrix) further emphasises this fact. The rate of con-
vergence is also correlated to the number of measured variables (see Figure
4.25) and the number of parameters to be estimated. Comparisons of the
convergence rates dhe different parameters for different cases may
consequently provide some valuable information.

The estimation procedure described above is repeated to obtain the results
shown in Figure 4.24. In this case tigentification is based on the
assumption that the OUR is also measurable. The first initial parameter set
Is taken from case 3B(row 2) (solid line) and then changédo (the

same principles as were used in the previous example, +15%: dashed line;
-159%: dotted line). The same data, generated by simulatingwe

model for a complete WWT plant during steady-state conditions, are used.
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Figure 4.24 On-line state and parameter estimation of a modified model A
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The graphs in Figure 4.24 show that the additional information from the
OUR measurements is not sufficient for the identification algorithm to esti-
mate a global set of parameters. It was already discussed in Section 4.4 that
the effect of the OUR is most prominent for the heterotrophrameters
because of the lowoncentration of autotroph$he autotrophigield
factor and the concentration of autotrophic biomass still converge towards
different values depending on the initial parameter set. The situation is,
however, somewhat different when compared with the previoogdsti-

gated case. The ratios ¥ o to Yo do not converge globally. Rather the
weighted mean value of this ratio and the expres@I&Y —Y,) Xg a/ Ya,

which is part of the calculation of the oxygen uptake rate (4.11), converge
in a global sense. Thereby the reduced model may provide a good fit to
data from the IAWQ model for several sets of parameter estimbses
when the OUR is assumed to be available.

In Figure 4.24 no estimations of the heterotrophic parameters in the anoxic
reactor are shown. In this reactor the OUR does not provide any new
information and the estimation results are therefore similar to what was
illustrated in Figure 4.23. An examination of the autotrophic variables in
Figures 4.23 and 4.24 show a higher rate of convergence when the OUR is
measurable. The effect of the OUR measurements is not significant enough
to determine a global set of parameter estimates but it increases the conver-
gence rate. Although not shown, the convergence rate for the heterotrophic
parameters also increase when compared with the previous example. The
more information available, the faster and more accurate isaifmeer-

gence of the identification algorithm.

Finally, the identification procedure is tested on a new case. Now the OUR
is not considered measurable, instead the organism concentraiigns (

and Xg a) in both reactors are assumed to be available. Some results are
presented in Figure 4.25. The initial parameter set is taken ¢emm
3E(row 3) (solid line) and then changed5% (+15%: dashedne;
-15%: dotted line). Note that two different time scales are used in the
graphs. Neither of the time scales are the same as the one previously used
in Figures 4.23 and 4.24.
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The graphs in Figure 4.25 illustrate how all parameters congéogally

for different initial parameter sets. The rate of convergence is also dramati-
cally higher than for the earlier shown cases. In order to determine a global
set of estimates it would actually be sufficient to use measuremexgs, of
from the aerobic reactor. Possibly, measurements of the cigfahism
concentrationXg 4+ Xg o) Would also be sufficient instead odquiring
individual data of both types of organisms. Such approacioesd,
however, slow down the convergence rates. The prediction aixigen
uptake rate based on the estimated parameters also convegugids.
Moreover, it converges towards the identical value as determined by the
IAWQ model (244 mg@/(l day)), although it is only estimated liging

the reduced order model.

The actual values of the parameters estimated in this section are not identi-
cal when compared with the optimized sets determined in Section 4.4. The
reason for this difference is that the weighting of the resicaaafermed

by the gain matrix of the Kalman filter is not exactly the same as for the
loss function used by the simplex method. The off-line optimizations were
also based on data generated during dynamic conditions, whereas the on-
line estimations are performed using steady-state data.

The large initial transients for some of the estimates showfigures
4.23-4.25are not an error produced by tiaentificationalgorithm.
Instead, they are the result of the very large residuals that occur at the early
stage of the estimation. The reason for these large residuals is that the
reduced model is simulated towards steady state prior ideghsfication
procedure is initiated and the steady-state values are then usetibhs
predictions by the simplified model. Consequently, the values may be quite
different when compared with the assumed measured variables of the
IAWQ model in steady state. The use of a constant gain matrix for the
Kalman filter further emphasizes the large initial variations.

In order to investigate how noise affects the results of the oredima-

tion algorithm the available measurements are corrupted by Gaussian white
noise with a mean value of zero and a standard deviation which is 10 % of
the steady-state value of each variable. To complicate mdtieher,

noise with the same distribution is also added to the flow oaganic
substrate concentratiomnd ammonia concentration othe influent
wastewater, which are inputs to the IAWQ model used to simulate the true
WWT plant. Otherwise the conditions are identical to those hhae
already been described in the previous examples. Note thatoike
components added to the different variables are uncorrelated.
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To demonstrate the magnitude of the chosen noise distribution added to the
model variables and to illustrate the difficulty the identificatdgporithm
has to deal with, two noise corrupted variables are shown in Figure 4.26.
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Figure 4.26 The magnitude of the used noise distribution shown for the
influent wastewater flow rate antheasurements of the
organic substrate concentration in the anoxic reactor.

Noise causes problems for the identification algorithm. The residuals by
which the Kalman filter determines how the parameters are tgpdeted

are dramatically affected by the noise and it may very well conceal the true
differences between the measurements and the model preditieneby
causing the identification to fail. This problem is more apparent when the
process is close to steady state (i.e., small residuals) and the situation can
be improved by perturbing the system in a suitable manner. Since the
influent wastewater characteristics to a real WWT plant is onlystoall

extent controllable (in practice only the flow rate is to a certain extent con-
trollable), such perturbations may be difficult to effectuate.

For this reason the identification procedure is performed using datay

for steady-state conditions, thereby giving the algorithm epesgibility

to fail. Investigations have been performed for all three cases shown in
Figures 4.23, 4.24 and 4.25. For all cases the behaviour efstimates

was approximately the same as already shown in those figures. The identi-
fication algorithm converge towards the same values as when the data was
free from noise, independently of the initial parameter values.estie
mates are naturally corrupted by the added noise althougKaimean

filter reduces its effects. By using a time-variable extended Kafiiten

the results could be improved further (on-line updates of the gain matrix).
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A few results from the estimations including noise are illustrated in Figure
4.27. The measurable variables and the initial estimates are the same as
those used for one of the estimations shown in Figure 4.25. In order to
allow for a closer comparison with the noise-free results, the estimates are
filtered using a traditional low-pass filter and then plotted together with the
estimates produced when no noise was present. Such a comparison is
shown in Figure 4.28 for some key variables. It is clear thatdhect
information with regard to the parameter values is available also from the
noisy estimates.

The last example in this section demonstrates how the parameters of the
reduced model can be tracked and updated on-line to maintain a good fit of
the model to the measurements as conditions change. In orsietulate

this, the maximum specific hydrolysis rate)(of the IAWQ model is
increased by 50% over a period of one day starting &tday (aramp
disturbance) and then maintained at this higher level throughout the simu-
lation. The hydrolysis rate was selected as a suitable parameter because of
its significant influence on the overall behaviour of the IAWQ model. In
reality this change would reflect that the character of the inflakently
biodegradable organic substrate had changed and could now more easily be
transformed into readily biodegradable substrate. A step increase of the
influent flow rate by 50 % (starting &t 6 and lasting for one day) is also
simulated to investigate the behaviour of the reduced model to such a
disturbance. The process is initially in steady state. Note that no noise has
been added to the measurements in this example.

The effects on the behaviour of the IAWQ model, when the hydrolysis rate
IS increased, are mainly a considerable reduction of the amoslavdi
biodegradable substrate in both reactors (in this case about 5§téady

state) and a lower concentration of nitrate in both reactors as the produced
readily biodegradable substrate improves the denitrification.cbheen-
tration of heterotrophs is also somewhat increased. The effects on the
ammonia concentration and the autotrophic biomass are negligible.
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Figure 4.27 On-line parameter estimation of a modified model A based on
noisy measurements of organic substrate, ammaitrate
and organism concentrations from a stationary AS process.
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All three cases earlier described in this section (based on wieaekure-

ments are assumed to be available) have been investigated. It is interesting
to note that the model parameters are qualitatively updated in the same way
for all three cases, as shown for a few examples in Figure 4.29thNbte

the convergence rates are not a problem for any of the cases because the
process is now in a transient state due to the changes of the hydrolysis rate
and the influent flow rate. Consequently, the rate of convergemsedk

higher than for the previous examples where steady-state dataiseere

for the estimations. Prior to=0, the Kalman filter has been usedesti-

mate the model parameters with the initial steady-state data so that the
parameters of the reduced model have converged, in order to teuwid
sients in the graphs shown in Figures 4.29 and 4.30.
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Figure 4.29 On-line parameter tracking based on differanailable
measurements Xcop, Syy and §p (dotted line),plus
OUR (dashed), pluXg ; and Xg  (solid). Thehydrolysis
rate is increased by 50% fram1 tot=2 (ramp) andhen
maintained at this level whilthe influent flow rate is
increased by 50% at=6 (step) and set back to dsginal
value att=7.

Figure 4.30 illustrates some more detailed results of the opdirsaneter
estimation wheiXop, Sun: Syor Xgy aNdXg 5 are assumed to be measur-
able. Predictions of the oxygen uptake rate is also shown. As the hydrolysis
rate of the IAWQ model increases, the total amounbiofiegradable
organic substrates{+X¢) is decreased and, consequently, rireasured
values ofX-op are reduced. As an effeg), increases rapidly (ifoth
reactors) but during the most transient stage (frerh until 2) the hetero-
trophic yield is also affected. This is the way for the reduced model to
rapidly reduce theX.,, concentration while maintaininthe correct
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concentration of heterotrophs during the transient phagseand Yy are
correlated. As the process settles down at the higher hydrolysisate,
reaches an optimum value aiYg returns to approximately theriginal
value, which is realistic as the concentration of active biomass has not
changed in any significant manner. Measurements of the @id&d
reduce the variations ofy. The effects on the autotrophparameters
caused by the changing hydrolysis rate are quite small, as would be
expected.

The influent flow rate disturbance is introducedt=aé. If the reduced
model was a perfect replica of the true process (in this casé&\\Wi@
model), this perturbation would not require any model parameters to be
updated since both model and process would then react in exactly the same
way to such an external disturbance. This almost holds fohdtexo-
trophic parameters where only small adjustmen®-3 %) are required to
maintain a good fit of the model. For the autotrophic paraméteysr
adjustments are requiredi0%). The reaction rate factgy is decreased
primarily because the autotrophic growth rate of the IAWQ model is in its
most non-linear region for the concentrations considered irefaisiple.

The sudden increase of the ammonia concentration caused by the increased
flow rate leads to an overly large predicted growth rate (cause by the linear
relationship used in the reduced model) for the autotrophscamse-
quently, the value of, must be reduced. For the same reasgns
increased. The predicted values of the OUR are during the wekpbi-

ment fairly accurate when compared with the calculated values of the
IAWQ model (not shown in the graph).

Note that if the initial and final parameter values shown in Figure 4.30 are
compared, only the heterotrophic reaction rate factor has incréased

both reactors) with any real significance. All other parameters are approxi-
mately the same. This is a realistic consequence of the imposed disturbance
of the process. A higher rate of the hydrolysis mechanism produmes
readily biodegradable substrate and, consequently, this substrate is con-
sumed at a higher rate by the active heterotrophic biomass, that is, in total
an increased reaction rate of the heterotrophic organisms.
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Summary Discussion

The examples presented in this section illustrate the behaviour of the
reduced model during on-line state and parameter estimation using an
extended Kalman filter. The model was investigated assudtiifegent
variables to be measurable, for different sets of initial paransetsr
regarding the sensitivity to noise, etc. As a result of the offelpteniza-

tions in Section 4.4 it was clear that all ten parameters of modeukl

not be estimated simultaneously for the conditions considered in this study.
Early on-line estimation studies confirmed this conclusion. Trying to esti-
mate all ten model parameters led to divergence and unssiinieates.
Therefore, a further simplified model with constant decay rate factors was
used. A total of six model parameters and a number of state variables were
estimated on-line based on assumed measurements fl@ntiauous-

flow, single-sludge AS processith pre-denitrificationduring normal
operating conditions.

The estimates of the model converge for all tested cases even when steady-
state data are used. However, in order for all parametecsrnerge
globally some information with regard tthe concentration ofmicro-
organisms is required. Otherwisg » and Y, cannot be uniquelgeter-

mined — instead the ratio of the two variables converges globally. The rate
of convergence of the extended Kalman filter is also significdunglyer

when measurements of the organism concentrations are available.

Even when a significant amount of noise is added to the measurements and
the simulated process, the estimated parameters for all casesrge
towards approximately the same values as when no noise was added. Also
when the real process is exposed to both internal and external disturbances,
the on-line parameter tracking system still produces reasonabfaidnd
accurate results.
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Modelling the Settling Process
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Chapter 5

Modelling Approaches — a Review

In this chapter we focus on the mathematical modelling oféeendary
clarifier. A historical perspective is provided and the traditional modelling
concepts based on one-dimensional layer models are described. The solids
flux theory by Kynch (1952) and the continuity equation, both fundamental
for settler modelling, are discussed. Finally, a new robust settdel
introduced by Diehl (1995a) is presented. This chapter cowatsrial

from [90], [95], [186], [188] and [189].

5.1 Fundamentals

The separation and concentration of the active biomass exctrated
sludge (AS) process is performed in a settling basin, often referred to as the
secondary clarifier, secondary settler or secondary thickener. The force that
makes the sedimentation of the particles in the liquid possibtgnates

from gravity and the density differences between the particles and the
liquid. From the bioreactor the mixed liquor enters the secondariier

where it should be sufficiently clarified in order to produce an effluent of
acceptable quality. The sludge should also be adequately thickened so that
the desired solids level in the bioreactors can be maintained through the
sludge recirculatiomnd enhance an effective treatment of weested
activated sludge. This means that the settler combines the functions of
clarification and thickening into one unit. Should the settling tank fail with
respect to either of these functions, the result would be a rapid increase of
suspended solids in the effluent ordaterioration ofthe AS process.
Practical experience has shown that the secondary clarifier is often the
main bottleneck of the entire AS process.
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The mixed liquor is a flocculent suspension in which larger particles can be
formed by the coalescing of particles which have collided. Tlaeger
particles generally enhance settling characteristics. The particle distribution
Is bimodal with primary particles (microflocs) in the 0.5 tond range and
flocs (macroflocs) in the 10 to 50Q0n range (Billmeier, 197&arker
1983), as illustrated in Figure 5.1. The settling properties pdracular
sludge depends both on the distribution of primary and floc particles and
on how easily the primary particles are entrapped into larger {@tbgr
factors that influence the settling behaviour are the hydraegione,
temperature, basin design, flow and feed variations, sludge characteristics,
predators consuming dispersed bacteria, etc.
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Figure 5.1 Particle diameter distribution in activated sludge according
to Billmeier (1978).

The complex behaviour of the secondary clarifier and its great importance
for the successful operation of the activated sludge process have made the
settling process a major issue for researchers working within the field of
mathematical modelling. An excellent review of the historical development
of models for the secondary clarifier is given in Lumley (1985), of which a
short summary is presented here. The foundation of sedimerttatmny

can be traced back to the work of Hazen (1904). Hazen developed a theory
for the continuous sedimentation of discrete particles havirideartical
settling velocity. The models were developed for both quiegcem:-
turbulent) and turbulent conditions. For quiescent settling, Hazen found the
fraction removal to be a discontinuous function of the relaiierflow
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rate (settling velocity/hydraulic loading rate) with an inflection point where
the settling velocity equals the hydraulic loading rate. To model the
removal under turbulent conditions he used a series of equally sized com-
pletely mixed cells.

Camp (1936) modified Hazen’s quiescent settling theoryintdude
discrete particles that have a distributed settling velocity. Casspmed

an ideal basin with homogeneous horizontal flow, even thttibution,

free settling and particle removal when they reached the bottom of the
basin. The effluent concentration then depends only on the ovediew
and the particle settling velocity distribution, and is independedépth

and detention time (Camp, 1946). Within this framework the eavibek

of Hazen for quiescent flow becomes a special case of Cayapésali-
zation.

Dobbins (1944) developed a model for predictampcentrations in a
settler for single velocity particles under isotropic turbulence with no
bottom scour and starting from a constant inlet concentratiofiotiel

good agreement with lab scale tests using Lucite moulding powder as
suspended material. In a later work (Cordoba-Maodinhal, 1978) it was
shown that the model equations by Dobbins could for the limiting case be
reduced to Hazen’s model for both quiescent and turbulent flow. Cordoba-
Molina et al. also extended Dobbins’ model to include a settliapcity
distribution that is a property only of the sediment concentration and inde-
pendent of the turbulence.

The models of Hazen, Camp and Dobbins have the disadvantages of many
assumptions such as ideal flow conditions, ideal basin desigturiog-

lence or infinite turbulence, no bottom scour, no tank depth efiadis,
discrete sedimentation, no cohesion between particles angsteresis
effects. Note that many of these assumptions still apply in models currently
used. A major criticism was that the early models only focused on the
removal of solids from the liquid (and not vice versa), that is, they did not
consider any phenomena occurring within the part of the settlehwgith

solids concentrations (Dick, 1970).

The above continuous sedimentation theory as a basis for settler design and
operation ignores the thickening phenomenon prevalent in activated sludge
systems. A settler used to separate flocculent, compressible particles, as
those found in activated sludge systems, is usually divided into four zones,
referred to as the discrete particle, flocculent, hindered settling and com-
pression zones, see Figure 5.2.
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discrete particle zone

flocculent zone

hindered settling zone

compression zone

Figure 5.2 Settling zones for activated sludge.

The compression phase begins when the critical concentratararac-
teristic of the suspension, is reached (Eckenfelder and Melbinger, 1957). In
this region, the settling velocity is drastically reduced due tohtble
concentration of solids.

The thickening of the sludge is in turn influenced by a numbéaatbrs
(Ingersollet al, 1955), such as:

e nature of the mixed liquor particles (density, shape, $toac-
ture, type of microorganisms, electrostatic charges, etc.);

« dissolved substances in the substrate;

» temperature;

» depth of the sludge blanket;

» surface area of the sludge blanket;

« effects due to mechanical actions, vibrations, pressure, etc.;
» concentration of settleable solids in the mixed liquor.

The concentration at the bottom of the settler is also affected hinthe
allowed for compaction.

In a fundamental work by Kynch (1952) a theoretical analysis of sedimen-
tation was made, based on the theory of Coe and Clevenger (1916). Kynch
concluded that the concentration of settleable solids in the nhicyear

was of the utmost importance when describing the settling process, that is,
he focused on only one of the many factors listed above. The settling in
batch reactors was analysed as a process where levels of coontaamt-
trations moved upwards due to the downward movemenpadicles.
Kynch’s theory for batch reactors was later extended for contimeais

tors by Yoshiokeet al. (1957). The main four assumptions Kynch’s
theory are that
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 the settling velocity of a particle depends only on the local con-
centration of particles;

« all the particles have the same shape, size and density;

 the particle concentration is constant within each horizontal cross-
section of the settler;

 in continuous sedimentation the total settling velocity is a function
of both the settling rate of particles relative to the liquid and of the
downward flow of the suspension due to the underflow withdrawn
from the bottom of the thickener.

The first assumption is the fundamental one. This means thathal
forces acting on a particle are in equilibrium. Dixetnal. (1976)found

that inertial effects cannot be ignored by comparing simulation models of
Kynch’s continuum theory and discrete settling theory and thus questioned
the validity of Kynch’s assumptions. Another study (Hultman Einidi-

gren, 1980) showed how flocculent suspensions did not stifmittyw
Kynch’s assumptions. In a work by Dick and Ewing (1967) it is stated that
Kynch's theory is highly idealized and requires an ‘ideal slurry’ to be
directly applicable — which activated sludge cannot be said to be. However,
in Dick (1970) and Dick and Young (1972) it was concluded that the mass-
flow concept could be applied to a flocculent suspension, such as activated
sludge, as a reasonable approximat®ome more recenteferences
dealing with the analysis and possible extension of the solidshiboxy
(primarily for batchsedimentation) are, e.g., Fitch (1983), Concha and
Bustos (1987), Font (1988) and Fitch (1993).

Based on the solids flux theory a number of methods have been developed
to determine the steady-state behaviour of the secondary clarifien

could be used for design purposes. Yoshiekal. (1957) presented a
simple geometric technique to find the limiting values from sdligds
curves and Keinatkt al. (1976) introduced the concept of a stptent
applied to the solids flux theory to define a safe operational zone for the
settler. Another design method is the Coe and Clevenger method described
by Dick (1970). From a mass balance over the settler the linfitmg
could be determined and a requiredss-sectionadrea of thesettler
calculated. It should be noted that manythé methods aboveere
developed prior to the widespread use of computers.

Vesilind (1968a) reviewed the different solids flux methods and found that
all were sensitive to the accuracy of the solids flux curve which must be
determined empirically. He also assumed that the initial settélogities



196 Modelling Aspects of Wastewater Treatment Processes

measured in batch settling tests are representative of the sehéireg-
teristics of a large settler and that the initial settling velocidegendent
on concentration, test-cylinder diameter, stirring and flocculatiarac-
teristics of the sludge.

Even though the solids flux theory by Kynch contains idealassdimp-

tions and generalizations that are not fully applicable to the typelids
present in an activated sludge process, its simplicity datdrministic
background have attracted a lot of researchers to continue working with it.
As computers have become available, a number of simulatmiels

based on the continuity equation and Kynch'’s theory have been presented.
This type of model is today the most commonly used. Due tgreétst
iImportance and the fact that the new settler model by KiEI95a),
presented and investigated later in this work, is based on the same concept,
a more complete description of the theory is given in Section 5.2.

Novel Modelling Approaches

The very simpleempirical models describinthe behaviour of the
secondary clarifier (e.g., Pflanz, 1966) based on extemsigerimental
work are today replaced by more sophisticated models. Wittebelop-

ment of high speed computers, other types of mechanistiawandrical
models have been developed to describe the behaviour sEt¢badary
clarifier. One approach is to use regression models based on empirical data
(e.g., Olsson and Chapman, 1985). Olsson and Chaporaducted
research to examine the transient performance of the settler and developed
a dynamic model of minimal order based on effluent data. A second-order
structured model could satisfactorily explain a large numbetiftdrent
types of behaviour found in the tested sedimentation tank. The basic pro-
blem with this type of ‘black-box’ model is that it seldom explains or
increase thaindestanding of the underlying phenomena. Howesach
models may be useful fanvestigating correlations betweelifferent
process variables and for practical implementation at specific WWT plants.
Due to the non-linear behaviour of the settler, the data used for identifica-
tion of the models must include much process dynamics. Otherwise, extra-
polation of model results for situations not included in the data used for
calibration may produce highly erroneous results. This type of model must
also be recalibrated on a regular basis in order to accouhéorging
conditions, such as the time varying properties of the sludge.
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A fairly recent model extension is to include biological procegsstn

the settler model in order to explain effects such as additommedrifi-

cation and rising sludge, which appear in the settler (Hehaé, 1993).

For example, a settler model included in the WWT plsintulator
program GPS-X (Hydromantis, 1992)ses a modified IAWQnodel
within every single concentration layer tiie settler. This makes it
possible to predict the dissolved oxygen and nitrate concentpatbies

in the settler as well as the amount of nitrogen gas generated (which in turn
may lead to problems with rising sludge).

Another promising approach seems to be the inclusidnydfodynamic
phenomena into traditional models and the extension to two ortleresn
dimensions. Effects such as turbulent dispersiod mixing,bottom
density currents, buoyant density currents, short circuiting, denatsy-
fall and recirculation within the settler can then be described acana-
ately.

The suspended solids transport through an area in a settling tank is
governed by the processes of advection, diffusion and settling (Vitastovic
al., 1994). Since the former two effects are much determined by the turbu-
lence of the flow, it is obvious that the hydrodynamics playngyortant

role for the behaviour of a settler, especially during transiemditions.
Hydrodynamic models make it possible to investigate effectbaffle

sizes, skirt radius, inlet zone design and other details in the design of the
settler.

The study of flow patterns in settling tanks was initiatedAmgerson
(1945), and extensive field and laborataryestigations orthe hydro-
dynamics and sedimentation in clarifiers were presented by Larsen and
Gotthardsson (1976) and Larsen (1977). Larsen (1977) and bhain
(1983) separately developed similar numerical models to describe the
settling process in rectangular clarifiers. Recent studidyafodynamic
effects within the settler are numerous, for example, Krebs (1991a; 1991b),
Bretscheret al. (1992), Lynet al.(1992), Samstagt al.(1992a), Samstag

et al. (1992b), Zhou and McCorquodale (1992a), Zhou and McCorquodale
(1992b), Zhouet al. (1992) and Szalat al. (1994). The modelsften
require sophisticated finite element or finite difference methods in order to
solve the numerics, require very powerful computers and are still restricted
to simulating the behaviour of the clarifier decoupled from the rest of the
wastewater treatment plant. Although promising reshlise been
presented, the hydrodynamic models are still too complex tonpke-
mented in commonly used simulation programs (time-consuitemdifi-
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cation and simulation, difficult to verify, etc.) and a further description of
these models lies beyond the scope of this work. For practical reasons, the
most widely used models of the secondary clarifieraare-dimensional

layer models

5.2 Introduction to the Conservation Law

Practically all one-dimensional layer models are based on the #okds
theory developed by Kynch (1952) and later advanced by Dick (1970) and
Shin and Dick (1980). It states that the solid flux of particles due to gravity
sedimentation); depends on the sludge concentratioand its settling
velocityvg

J5(X) = vg(X)X (5.1)

In order to apply this assumption we need to put (5.1) into a mathematical
framework. Many physical phenomena obey tloaservation law This

basic law states that the change of the total amount of some physical entity
(mass, momentum, etc.) in a region of space is equal to the inward net flux
across the boundary of that region (provided no sources or sinks are
present). Such conservation laws are used to model phenomena in, for
example, gas and fluid dynamics and traffic-flow analysis. They also apply

to sedimentation of solid particles in a liquid.

The discussion below will be restricted éme-dimensionaproblems.
Consider a settler performing batch sedimentation and definedkis
along its vertical side and 1¥{z,) denote the concentration of particles at
depthz at timet. Let f denote the flux of particles, that is, the mass of
particles per unit time passing a pardt timet. We define 4;, ) as an
arbitrary interval of the-axis. The conservation law written mathe-
matical terms in integral form is

d 2
g [ X @z =y, — ey, (5.2)
Z

which means

increase of mass per unit time = flux in per unit time — flux out per unit time
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If we assume that the concentrati@,?) is differentiable, then thieft-
hand side of (5.2) can be written

22 gX
| gdz (5.3)
Z

If the right-hand side of (5.2) is written

= 5,02 (5.4)
4
then we get
200X of
— T - 4z=0 5.5
Z{Dﬁt 0z (5.5)

Since this holds for every interva, (z,) (and assuming that the integrand
Is continuous) it follows that

oxX  of
This partial differential equation is called thentinuityequationor the
conservation law

A common dependence amandt of the flux functionf is of the form
f =f(X(z1)) (5.7)

wheref(X) is assumed to be a smooth function. For the settling problem it
Is according to Kynch’s theory reasonable to assume thasdttkieng
velocity is dependent only on the local concentration of particles at the
pointz at timet, that is,vs=Vv(X), and we can use any continuous function
to describe the relationship betwegrand X. The most commofunction

used to define the settling velocity is theponential settling velocity
function (Thomas, 1963; Vesilind, 1968b)

v = ke™™ (5.8)

wherek andn are parameters used for calibrating the functioexjoeri-
mental data. Other types of settling velocity functions are discussed in
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Section 5.3. The total particle-flux function is thus
f(X)=v(X)X =ke ™ X (5.9)

The graphs of (5.8) and (5.9) are shown in Figure 5.3.

settling velocity, v(X)
solids flux, f(X)

suspended solids concentration, X suspended solids concentration, X

Figure 5.3 Graphs of the settling velocity and the corresponding settling
flux function.

Using (5.7) we can write equation (5.6) as
X;+f(X),=0 < X +f(X)X,=0 (5.10)

This equation is calleduasi-linear since it is linear in the derivatives but
the coefficient ofX, depends oiX.

Characteristics

To be able to solve the partial differential equation (5.10) simtial
concentration distribution must be giventat0. Then we get thmitial
value problem

X, +f(X),=0 zOO,t>0

X(2,0)=X,(z) 200 (5.11)

Letz=Zzt) be a level curve in thee-tplane, i.e.,

X(z(t),t) = constant = X (5.12)
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Differentiating with respect tband usin¢X, = —f'(X)X, gives
0=X,2'(t) + X, = X,(z/(t) - (X)) (5.13)

Generally it must hold thez'(t) =f'(X,), which means that thievel
curve is a straight line with sI0|=J/f’ X, ) in thez—tplane. Such a line is
called acharacteristic (If X, =0 in some region, then theonservation
law implies thaiX; =0 too, hence the solution is constant, =X, and
we can still define the level curves to be straight lines byethuation
z'(t)=f'(Xy)). The valuef'(X,) is called thesignal speed since a
wavefront or a disturbance will propagate with this speed. Note that the
non-linearity consists in that the signal speed is dependent @olthmn
X. A geometrical construction of a solutidar given initial data
X(z,0) =X,(z) can be done as follows: Through each p&nbn thez
axis, draw a straight line with spef’(XO(zO)) in thez—t plane.Along
this line the solution has the valXg(z;). Analytically we can write the
solution in implicit form: The connection between the valu¢he pointz
and timet is

éiz;f x(;(((; EZ)O))t *29 (5.14)

Shock Waves and the Jump Condition

If the characteristics intercept at tirhé is not possible to define a con-
tinuous solution after this time. Even for differentiable initial data, discon-
tinuous solutions may appear after a finite time. This can be seen in the
following way. A differentiable solution is obtained if we can solve the
first equation of (5.14) fog,, thus formallyz, =z,(z,t), and then sub-
stitute this expression into the second equation of (5.14). According to the
implicit function theorem this can be done if

;_sz"(x(zo))xb(zo)ul;t 0 (5.15)
20

This is true for smalt>0, which proves that if the functioxy(2 is
smooth, then there exists a smooth solui(nf) for smallt>0. The
smallest time for whic dz/dz, = 0 holds is called theritical time.
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To be able to continue the solution after a discontinuity appears, one has to
generalize the concept of solution. The conservation law in (5.10) is multi-
plied by a special test functignand after partial integration one arrives at
the condition

[ (X9, +1(X)¢, )zt + [X(2.0)9(z.0)dz=0  (5.16)
0 —00

—00

A function X that satisfies (5.16) is calledveeaksolution of theconser-
vation law (5.10).

The conservation law also states how a discontinuity movesX lbet a
piecewise differentiable solution of the conservation law, witlisaon-
tinuity curvez=z(t) in thez-t plane. LetX* = X(z(t)£0,t) denote the
values of the solution on the left and right side of the discontinuity curve. It
can then be shown that the speed of the discontinuity satisfies

(0~ f(xx++) :;(X) (5.17)

(5.17) is the so callgdmp conditionor Rankine-Hugoniot conditiorNote
at the speed is actually the slope of the straight line throughothts
( X7 53 anc(S >5 on the graph oft. It can also be shown that if
X(z t) |s a pleceW|se smooth function, which satisfies the indith

X(z,0) = X, (z), thenX(z,?) is a weak solution of (5.16) if and only if

» the conservation law is satisfied at points wheres differen-
tiable;

 the jump condition is satisfied at discontinuities.

Viscous Waves and the Entropy Condition

The problem by introducing general solutions (weak solutions) is that we
may obtain different solutions for the same initial data. In order to select a
unique, physically relevant solution, an additional condition must be
iImposed, a so calledntropycondition This condition will pick out the
physically correct shocks and discard others and can be motivated by
studying what happens when diffusion or viscosity is also takin
account. Usef:=f(X) —eX, in the derivation instead of (5.7). Therm

- &X,, with £>0, comes from Fick’s law of diffusion. Then we obtain the
viscous equation
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X, +(X), = €Xy, (5.18)

Generally, solutions of (5.18) are smooth & 0. If £ is small we get
approximately the same solutions as of the conservation law (5.10), but the
shocks are now slightly smoothed. Consider a solution of (5.10) with a
single discontinuity moving with the speed defined by (5.17). Such a shock
is allowed if the solution of (5.10) can be obtained as a limit solution of
(5.18) ase - 0. It can be shown (Diehl, 1995a) that suchadmissible
shock fromX™ to X* satisfies the entropy condition

f(X*)-f(x7) _f(x)-f(x")
X=X~ = X=X (5.19)
for al x between X~ and X *

Hereby we can use the generalized solutions of the conservation law, select
a unique, physically relevant solution and allowing shock waves to propa-
gate through the settler. The speed of a shock wave is given junthe
condition (5.17), which follows directly from theonservation law. A
remaining problem is how to define the numerical flux terms when the
model is discretized as well as how to introduce source andesimis
necessary to describe continuous sedimentaiibis is discussed in
Section 5.4.

Graphical Representation of Sedimentation

To establish the gravity settling flux curve, a number of baszhmen-
tation tests are usually performed at different initial concentrations. It is
then possible to plot the hindered settling velocity as a function of the
initial concentration. From such a grapghe solids flux curve due to
gravitational forces is directly obtained (see Figure 5.3). An example of a
solids flux curve is illustrated in Figure 5.4.

Assume a cylinder of dephwith an initial concentration of particleX,,

in the entire volume. A point of inflectiol;,4, can often be found on the
batch sedimentation curve. As a consequence of the shape of the curve in
Figure 5.4, a batch settling test results in two shock wavesnouimg
downwards from the top and one moving upwards from the bottom of the
test cylinder.
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Figure 5.4 Batch sedimentation curv&X), and graphicaletermination
of limiting (X;,,) and final ¥,,,) sludge concentration.

Note that if the settling velocity curve is of the form (5.8), that is, there is
no defined valu& ., where the settling velocity is zero, the conservation
law will yield an infinite concentration at the bottom of the settler in steady
state, which is not realistic. Therefore, the curve in Figure 5.4bas

modified slightly when compared with (5.8).

By constructing the characteristics of a batch settling test iz-tty@ane
we can interpret Figure 5.4 better. This has been done in Figure 5.5. The
speed of the shock wave moving downwards fon® is determined by
equation (5.17), that is, the slope of the line OP in Figure 5.4. The speed of
the characteristics above this discontinuitf’(0) since the concentration

is zero, and below, the speed of the characteristif'(X,) and the
concentration equals,, The second shock wave is moving upwards from
z=D with the speed determined by the expresf'(X ), i.e., the slope

of the line PQ (see Figure 5.4). The concentration immediately below this
discontinuity isX,,, and is continuously increasing towarys,, at the
bottom of the cylinder. At a certain time the two shock wavesmalét

and the resulting discontinuity will continue to move downwards with a
speed that i$(x)/x wherex is continuously increasing froid, to X .,

until the concentration in the entire region below the shock wasgual

to X, ., and the concentration is zero above the discontinuity. In Figure 5.5,
the boundary below which the concentration is constaXt (3 is plotted

with a thick solid line. Note that this is not a discontinuity, since the

concentration is increasing continuously frm, to X,
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f(Xm)—f(O)
Xmn—0

f'(Xm) (X an)

Figure 5.5 Characteristics of a batch sedimentatiest showing the
propagation of the shock waves.

If the batch sedimentation curve is concave, that is, thereiiglaction
point, then the characteristics will be similar to the ones showgure

5.5. The only difference is that when the two initial shock waves intercept,
a final stationary discontinuity is formed withe concentratiorX=0
above anK= X5 below it.

For continuous sedimentation, the downward bulk flux is added to the
batch settling curve yieldintfX) +Q_ X/A. The limiting flux, J;,, that is,

the maximum mass-flux capacity of the thickening zone at steady state, can
In this case be determined graphically as the point on the curve tangentto
the horizontal line. This is shown in Figure 5.6 for a criticédigded
settler, that is, when the incoming flux equals the limiting flux and a stable
discontinuity (the sludge blanket) is maintained. In this Xggés equal to

the solidsconcentration betwedhe sludge blanket and the bottom of the
settler, and the concentration where the limiting flux and the bulk flux line
intercept is equal to the settler underflow concentratjpn
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Figure 5.6 Continuous-flow sedimentation flux curve (critical loading).

In this case it is not critical whethXy, .. is finite or not. If the bulk flux is

too large, then the settler will be underloaded and no sthstentinuity

can be sustained. This situation can also be graphically represmsingd

the same principle as described above. Similar plots can also be con-
structed for the clarification zone.

5.3 Traditional One-Dimensional Layer Models

Using the solids flux theory as the constitutive assumption and formulating
the conservation law, yield equation (5.10). From this equation a dynamic
model can be developed. Tracy and Keinath (1973) produced one of the
first dynamical models using a mass balance and Kyrsausnentation

law to obtain a partial differential equation (PDE) which was suived
numerically by finite differences. Though their work solved pheblem

from a conceptual point of view, the resulting model was too complex and
suffered from typical numerical shortcomings in terms of stability and
boundary condition specifications. Stehfest (1984) proposedheerical
method to solve some of the problems by reducing the original PDE into a
single ordinary differential equation bthe so called method dfnes
solution technique (e.g., Schiesser, 1991).
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General Model Description

The principles of the one-dimensional layer model used today are primarily
based on the continuing work of Bryant (1972), Stenstrom (19+i8),
(1985) and Vitasovic (1985). Initially the work was focused on the thicken-
Ing process. Bryant (1972) based the work on the contiragtiation
formulated as

oX _9(DIX) _a(vX) _
ot 0z2° 0z

RX (5.20)

whereX is the solids concentratioD,is the dispersion coefficient,is the
settling velocity andR is a reaction rate affecting the solids concentration.
Various simplifying assumptions, based on conditions known to exist in a
continuous thickener, were applied to facilitate a solution, and initial and
boundary conditions were established. The main assumptiony3tere
strom, 1975):

 the continuous thickener does not exhibit vertical dispersion;

» the concentration of suspended solids is completaliform
within any horizontal plane within the settler;

» the bottom of the solids-liquid separator represenpdysical
boundary to separation and the solids flux dugrtwitational
settling is zero at the bottom;

» there is no significant biological reaction affecting dudids
mass concentration within the separator;

» the mass flux into a differential volume cannot exceed the mass
flux the volume is capable of passing, nor can it exceed the mass
flux which the volumeimmediately below it is capable of
passing;

 the gravitational settling velocity is a function only of the sus-
pended solids concentration except when the assumption imme-
diately above is violated.

It should be noted that the assumption concerning the largest possible mass
flux into a differential volume is an assumption on the solutiofbd0).
Instead, the numerical algorithm used to solve the contiragjtyation
should deal with the possible mass flux into a specific layer.

Stenstrom divided the settler (only the thickening zone) into a number of
horizontal layers and formulated a mass balance for eachdagaming
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complete mixing within each layer. Based on (5.20) and the above assump-
tions, the following expression was obtained

0X; _ Van (Xioa = X;)+ min(‘]si !‘]s,i—l) - min(‘]s,i "Js,i+1)

> . (5.21)

wherelJ; is the settling flux defined in (5.13, is the height of layer. The
downward bulk fluid velocity is

Vg, = % (5.22)

whereQ, is the underflow volumetric flow rate ardis the cross-sectional
area of the settler. Finally, the boundary conditions for the top and bottom
layers were established to permit simultaneous solution oédhations
represented by (5.21). The upper boundary condition was obtained by the
rate of addition of solids to the settler (because only the thickeing

was modelled) and the lower boundary condition by the rate of removal of
thickened sludge. The equation for the top layer was

Qs X5 :
dt Z;
and for the bottom layer
dX, — Vdn(>< n-1 _Xn) - min(‘]s,n—li‘Js,n) (5.24)

dt z,

whereQ; is the feed volumetric flow rate to the setthéris the suspended
solids concentration of the feed and the subscorigenotes thdoottom
layer. The underflow concentration was defined to e¢yawhereas no
material escaped from the top layer as no upward bulk flow was modelled.

A major drawback of the thickening model was its inability to predict the
behaviour in the zone above the feed layer. Due to the Ujmuedary
condition, the model could only be applied to the regions beloviedte
Therefore,the model was extended to include ttlarification zone
(Vitasovic, 1985). The settler was divided imtdayers with thefeed
entering in layem, as shown in Figure 5.7. It was assumed thafabe
was instantaneously and completely distributed throughout thddged
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Fluid flows upward from the feed layer at the rate determined by the
overflow and downward at the rate at which the thickened underflow is
removed.
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Figure 5.7 Schematic view of a settler.

The region below the feed level was modelled accordirfgtéastrom’s
approach. In the region above layerthe solids were assumed to have a
gravitational settling velocity greater than the upward movement of fluid in
order to be separated from the overflow. An empirical threstuwlden-
tration, X;, was defined in order to describe the behaviour inughmer
section of the settler. Whenever the solids concentration is greatef;than

it was assumed that the settling flux in that layer will affect the rate of
settling within adjacent layers. It was presumed that the threshold concen-
tration corresponded to the onset of hindered settling behaviour. The top of
the sludge blanket was determined by the highest layer wgblids
concentration equal to or greater thn
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The full set of equations constituting a traditional one-dimensiagaf
model of the secondary clarifier is presented below. Inclwefication
zone (layer 2 ton—1) the following equations are given

dX.  Jipian F i —=d o=
i — “upi+l " “clari-1 " “up,| clar,i (5.25)
dt Z
where
Jupi = VipX; (5.26)
v =Qe (5.27)

up_A

(we assume that the cross-sectional area of the clafifiex the same) and
the solids flux in the clarification zone is defined as

] ._Djai if Xjq =X,
dari = dmin(Jg;, dgien) i Xiag > X,

In the feed layer (layem) there is a bulk fluid movement upward at
velocityv,, and downward with velocityy,. The resulting equation is

Qs X .
dX ., _ ]:A f + Jojarm-1 _(Vup _Vdn)xm _mln(‘Js,m1Js,m+l) (5.29)

(5.28)

dt Z,

For the layers below the feed level (layer1 ton—1), equation5.21)
still holds. The equation for the bottom layer is still describe@®i4)
and the underflow concentration is defined to be equ4j.tdhe modified
eqguation describing the top layer becomes

0X1 — ‘Jup,2 - ‘]up,l - Jclar,l
ot Z;

(5.30)

where the effluent concentration is defined to be equaht® complete
description of Vitasovic’s layer model is shown in Figure 5.8.
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Figure 5.8 General description of the traditional one-dimensidagdr
model by Vitasovic (1985) with equidistant layeasd a
constant cross-sectional area (Takeical, 1991).

Settling Velocity Functions

The model description shown in Figure 5.8 have set the framework for
practically all layer models today. However, in its original forrdaals
mainly with the underflow concentration, leaving realistic effluent suspen-
ded solids predictions to empirical or statistical models (e.g., Pflanz, 1966;
Busby and Andrews, 1975; Chapman, 1984; Dupont and H&89@2).
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This was partly because tkettling velocity functiomused in theoriginal
model was of a type that could not predict a reasonable settling velocity for
low concentrations of solids (usually found the clarification zone).
Vitasovic used the tradition&xponentialsettling velocity function pro-
posed by Thomas (1963) and Vesilind (1968b)

v, = ke ™ (5.31)

which predicts unreasonably high settling velocities for low concentrations
of solids. The determination of an appropriate settling velocity model is
indispensable for modelling the secondary clarifier using the skhixis
theory. Therefore, a number of empirical functions of the setiahgcity

have been proposed. The majority of the functions are based either on the
exponential function of (5.31) or th@ower function (Yoshiokaet al,

1955; Dick and Young, 1972)

Vg = kX ™" (532)

Usually, the exponential function is considered to be more accurate but is
sometimes considered to require more complex numerical procedures for
the mathematical analysis (Smollen and Ekama, 1984). A few examples of
different settling velocity functions found in the literature are given in
Table 5.1.

A major difficulty is to calibrate the settling velocity function to the actual
settling characteristics of the sludge. A common and practical approach is
to correlate measurements of the Sludge Volume Index (SVI) tpattae
meters of the settling function. The SVI is achieved by a simple test and
provides a rough estimate of tlsettleability of the sludge.Several
attempts to incorporate the SVI in the settling velocity function can be
found in the literature, e.g., Pitman (1985), Daigger and RE®85),
Wahlberg and Keinath (1988), Sekieeal. (1989) and Hartel anBdpel
(1992). For example, the following empirical exponential setthelgcity
function was proposed by Hartel and Popel

~(-0.9834€ 700151 41 043) x (5.33)

Vg = (17.467 003! 4 3 031)e
Less satisfactory attempts have also been made to descrikettimg
velocity as a function of the organic loading rate (F/M ratio) or solely of
the mixed-liquor suspended solids concentration (MLSS) (Hartel, 1990).
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Vg = k(1= nX)*® Richardson et al. (1954)
_ 3
v =k )r('x) Scott (1966)
_ 4
v =k )r(‘x) Cho et al. (1993)
e nXx
ve=kE Cho et al. (1993)
Vg = kX (1-X) Scott (1968)
4
1-nx)* _
Vg = k(+)e ;X Cho et al. (1993)
Vg = k(1- nX)?e 19X Steinour (1944)

Vg = k(l— nX +N,X2 +ngX3 + n4X4) Shannon et al. (1963)
Vs = kq(1-nX)™ +k, V aerenbergh (1980)

Vs = k(1-nyX)™ V aerenbergh (1980)

Table 5.1 Proposed settling velocity functions for activated sludge.

It should be recognized that none of the traditional settling velbaity
tions accounts forrompression effectand channelling effects at the
bottom of the clarifier, as described by Vesilind (1979). In ordpatdy
compensate for this, Hartel and Popel (1992) imposed an empikcal
function which is a function of the settler depth, SVI, influent depth and
influent solids concentration. By multiplyinge settling flux with the
correctingQ-function during the numericaalculations, moreccurate
solids profiles were reported, especially in the transitioncamapression
zones of the settler.

In order for the layer model to predict the effluent suspersidids
concentration realistically, the settling velocity function mustriuslified
further. According to Figure 5.1, the sludge can be divided into two
distinct fractions, where the primary particles have a very gettling
velocity (Li and Ganczarczyk, 1987) and the flocs settle according to
gravity and concentration of solids. To compensate for this, Otterpohl and
Freund (1992) extended the velocity function of Hartel-P6pel to include a
separate settling velocity for primary particles (set to a constant value of
0.01 m/h). The fraction of primary particles versus flocs emgpirically
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determined as a function of the solids concentration in the safhlemt

and an exponential function was calibrated to the data. A similar approach
was proposed by Dupont and Dahl (1995), who defineatdheentration

of primary particlesX) in the settler influent as a function of the effluent
flow rate

Red" (5.34)

X =X +k1DKD

pp pp,min

whereX,, min is the minimum possible concentration of primpayticles.

This fraction was then assumed to have zero settling velocity, that is, the
primary particles simply follow the upward and downward bildkvs.
Furthermore, a different settling velocity model for gravity settling was
suggested by Dupont and Dahl (1995)

On(X/ny)f

0%, B (5.35)

Vg = Ve

wherev, is the maximum settling velocity of flocs. A first attempt to
compensate for density currents and short-circuiting in the settler was also
proposed (usually only found in complex hydraulic moddl®nsity
currents will cause a vertical transport of the influent throughsétiging

tank, up or down to the layer where the suspended solids concentration is
closest to the concentration of the influent (Larsen, 1977). This effect is
modelled by dynamically changing the inlet layer of the model to the layer
where the solidg€oncentration is closest tine influentconcentration.
Short-circuiting in the settler means that a part of the influent flow is trans-
ported directly to the return sludge pit without taking part indbial
settling process and correspondingly leading to a lower concentration of
the sludge in the settler underflow than a traditional model prédict.

This behaviour is modelled by introducing a constant empishbatt-
circuiting factor,Q, and simply diverting the fractio of the settler
influent flow directly to the recirculation stream. Further research is carried
out to determine a suitable model for dynamically updatingstioat-
circuiting factor. (Note that th@-factor of Dupont and Dahl is not related

to the Q-function of Hartel and P6pel.)

Another settling velocity function was proposed by Takgtcal. (1991).
This was thelouble-exponentiadettling velocity function defined as

Vg = maxaa, min%/’o,vo(e_r“(x_xmi") — g (X" Xmn) % (5.36)
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where vy andyvy is the maximum practical and theoretical settling velocity,
respectivelyry, is a settling parameter characteristic of the hindered settling
zone andr, is a parameter associated with the settling behaviour at low
solids concentration¥,;, is the minimum attainable concentration of sus-
pended solids in the effluent and is in turn a function of the settler influent
concentration of solids

Xmin :fnsxf (5-37)

wheref . is the non-settleable fraction ¥f. The inclusion of (5.3 il
directly influencethe behaviour ofthe settler,especially within the
clarification zone. The function (5.36) divides the settling veloicity

four regions, schematically illustrated in Figure 5.9, in order to describe the
behaviour of the different fractions of the sludge, i.e., the

» unsettleable fraction;
» slowly settling fraction;
 rapidly settling fraction.

Vo

Vo

settling velocity

Xmin Xlow X high

suspended solids concentration

Figure 5.9 Schematic description of the double-exponential settling velo-
city model (5.39) suggested by Takatsl.(1991).

For X <X, the settling velocity is zero, see (5.36). WheR,< X <X,

the settling velocity is dominated by the slowly settling particles. For low
concentrations of suspended solids, Patry and Takacs (1992) stimwved

the mean particle diameter increases as the solids concentration in the free
settling zone of the clarifier gets higher. According to Li and Ganczarczyk
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(1987), an increasing particle diameter implies a higher settbtagity
and this effect is reflected in the behaviour of (5.36) withinrdggon
Xinin < X <Xjow- WhenX,,, < X <Xign (typically for concentrations ranging
from 200 to 2000 g/R), the settling velocity is considered to indepen-
dent of the concentration as the flocs reach their maximum Sizally,
when X>X;gn, the model reduces to the traditional exponengédcity
function (5.31) describing the effects of hindered settling.

A recent evaluation (Grijspeerét al, 1995) of six one-dimensional settler
models (Laikari, 1989; Takaeg al., 1991; Otterpohl and Freunt992;
Dupont and Henze, 1992; Hamiltehal.,, 1992; a combination of Takacs

et al, 1991 and Otterpohl and Freund, 1992), based on the ghixds
theory, concluded that the model of Takétsl.(1991) provided the most
realistic results when compared with ten sets of experimental data, both for
steady-state and dynamic conditions. Therefore, the evaluation presented in
Chapter 6 of the robust settler model proposed by Diehl (1996b) and Diehl
and Jeppsson (1996), described in Section 5.4, will be performed using the
Takacs model as the reference model capturing the behaviour of traditional
layer-model approaches. It should be noted that the Takacs’ model is
actually identical to the model by Vitasovic (1985) but with special
settling velocity function (5.36) introduced by Tak&tsl.(1991).

5.4 Robust Modelling of the Settler

The behaviour of the secondary clarifier is very complex and exhibits very
non-linear phenomena. Therefore, it is difficult to obtaimahematical
model that captures the behaviour in a satisfactory way. The amarnf
papers presented in wastewater journals has been to obtain angded

fit to some set of experimental data, and to acquire eémsjrical reason-

ing andad hocassumptions have been used. However, a mustgdmes
more reliable if some of thad hocassumptions can be replaced by
conditions that are derived rigorously from basic physical principles. In
this section, a settler model thatderived using the knowledge of the
analytical solution of the continuity equation (see Section 5.2) and Kynch'’s
constitutive assumption only, will be presented. The continuity equation is
a universal equation that must always be satisfied and the nolodet
guarantees this based on the mathematics from which the nunselical
tion technique is derived.
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The conceptual approach of modelling the settler by dividingsétiger

into a fixed number of layers, was described in the prevsagcsion.
Within each layer the concentration is assumed to be constant and the
dynamical update is performed by imposing a mass balance for each layer.
The numerical fluxes are defined by empirical reasoningsanaetimes
containad hocassumptions. Often furthad hocconditions aremposed

in the layers at the inlet and outlets. Then the solution will depend on the
number of layers and there is no guarantee that the meitoaldices
physically relevant solutions satisfying the continuity equation. Of course,
any numerical method must divide the settler into a finite number of layers,
but as the number of layers increases a natural claim is thatetmed
should produce better and better approximations of the ‘physically correct’
solution (under the given assumptions). The proposed robust settler model
uses numerical fluxes and formulae for the prediction of the effluent and
underflow concentrations that are derived from basic phypioatiples
without applying anyad hocassumptions. The approach is based on the
continuity equation written as a non-linear partial differential equation with

a source term and a discontinuous flux function, modelling the inlet and
outlets. The model is based on new mathematical results presented for this
type of equation by Diehl (1995b, 1996b). The only assumption that needs
to be specified is the batch settling flux curve.

Away from the inlet and outlets, that is, within the clarification and thick-
ening zones, a numerical scheme converging to the ‘physicaitgct’
solution (under Kynch’s assumption) was introduced by God(i@h9).

The application of the scheme to the thickening zone of the settler was
introduced to the field of wastewater treatment by Dethdl. (1990). The
method of Godunov has then been generalized by Diehl to apply to the
entire settler, including th@rediction of the effluent andunderflow
concentrations. Bartoet al. (1992) suggests a multi-step method to obtain
even more accurate solutions within the thickening zone.

The settler model described below should be regarded‘fastarder’

model that captures the wave behaviour and the conservation of mass. The
number of layers used in the model does not affect the actual results of the
numerical solution, but only enhances the spatial resolution. Effecits

as compression, hydrodynamics and biological activity in the settler are not
modelled. Moreover, the cross-sectional area of the settler is assumed to be
constant, though current reseaichs providedheoretical results for
extending the settler model to include a varying cross-sectional area as
well (Diehl, 1996c).
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It should be noted that the numerical results of the proposed model do not
necessarily provide a better fit to real data than traditional layer models do.
The model is more of an attempt to focus on the importanceocalel
consistency. Possible discrepancies with real data are therefoidian

tion that the model assumptions are too rough and that the model assump-
tions should be extended in order to explain the true behaviour, rather than
that the model is not basically correct. For example, phenomena due to
compression and hydrodynamics will certainly have an effect otrube
settler behaviour and, consequently, these effects need to be included in a
mathenatical model. However, the strict mathematical basis of the pro-
posed model makes it a more reliable platform for future moefele-

ments than a model usirgl hocand possibly erroneous assumptions in
order to fit the model predictions to real data.

General Model Description

The mass per unit time entering the settle®iX;, and the feed inlet is
modelled by the source function

s(t) = Qi (t )AX (), (5.38)

The only constitutive assumption used in the model is the orgyibgh,

that is, the settling velocity of the particles is assumed to depend only on
the local concentratiorvgX). The batch settling flux is then defined as
J(X) =v¢(X)X and is assumed to satislyX)=0 and to have one point of
inflection with JZ(X) >0 for X>Xi,; (cf. Figure 5.4). Theseonditions

hold for mosttraditional settling velocity functiondpr example, the
exponential velocity function (5.31). In continuous sedimentation the volu-
metric flowsQ, and Q. also influence the flux of particleownwards.
Thus, the total flux functions are defined as

f(X) = vg(X)X + QA‘\JX = J(X) + 34, (X)  inthethickening zone
(5.39)

g(X)=vS(X)X—Q:Z\X = J5(X) = Jyp(X) inthe clarification zone

whereX is a function of the settler deptland timet. In order to obtain a
mathematical model of the settler enabling the prediction obtiiet
concentrationg, and X, one can introduce fictitious flux terms in the
regionsz<—H andz>D, whereH is the height of the settler above the feed
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point, D is the depth below the feed point and #haxis is definegosi-
tively in the downward direction. The mass per unit time leaving the settler
through the outlets is the sum QfEX. and Q,X,. Assuming there is no
sedimentation outside the settler, the conservation of mass auttbe
yields

BAQ (XH) - Qexe (5-40)
OAf (Xp) = QuX,,

whereXy andXp are the boundary concentrations at the toplasitbm
within the settler, respectively. The second equation of (5.40) is equivalent
to the conclusions drawn from Figure 52, (is equal toX,,, following

the discussion in Section 5.2. The full extended flux function including the
modelling of the outlets is, consequently,

0 -Jyp(X), z<-H
X), -H<z<0
W(X,z) = Eg( ‘ (5.41)
af(X), 0<z<D

HIgn (X), z>D

with the expressions defined in (5.39). The conservation of mass can be
used to derive the partial differential equation

X (z,t) L9

29,2 (w(x(z1).2) =s8(2 (5.42)

The source term on the right-hand side models the feed diketl{e delta
function). For example, in the thickening zo®eg< D) the concentration
Is governed by the equation

XL, 9 (1(x(z.0)) =0 (5.43)

This type of equation has been studied much and, genesallytjons
contain discontinuities, as discussed in Section 5.2, see O(ébkR).
Equation (5.42) is analysed in a general sense in Diehl (1995b) and speci-
fically for the continuous-sedimentation case in Diehl (1996b). A
feature of this class of continuity equations is that for given indladh

there are generally infinitely many possible solutions, which all satisfy the
conservation of mass. In order to obtain a unique physicelgvant
solution an extra condition, called the entropy condition, must be imposed,
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which picks out the stable discontinuities, see Section 5.2. One way to
derive this entropy condition is to include some diffusion or viscosity in
the model. For example, equation (5.43) then becomes

oX(z,t) 0

0 + E(f(X(z,t))) =¢

3%X(z,1)
. (5.44)

wheree is a small positive parameter (cf. equation (5.18)). Ehisation

has a unique smooth solution for given initial data. Letting0 we get a

limit solution with discontinuities solving (5.43) in the weak se(de

(5.16)). The method has been verified in sevaggllications,see for

example, Auzeraist al.(1988) and Davis and Russel (1989) in the case of

batch sedimentation. The discontinuities of the total flux funci#n?

(at z=—H, z=0 andz=D) make equation (5.42) even more difficult to

solve. To handle these discontinuities, a generalized entropy condition is

presented by Diehl (1995b), and its connection with the introduction of a

diffusion term is analysed by Diehl (1996a) and Diehl and Wallin (1996).

The Numerical Algorithm

By using the theory of analytical solutions of the contingdyation
(5.43), one can derive numerical algorithms that automatically take the
entropy condition into account. Since the batch settling flux fundtiom
non-convex (and thereby alé@andg), the algorithms must work fdhis
theoretically more complicated case as well. One such algorithm is the
Godunov method. A proof of convergence of this method is presented by
Le Roux (1976). The numerical implementation used in this work uses a
generalization of Godunov’s method to the case of point source and dis-
continuous flux function, that is, equation (5.42). The scheme is derived by
averaging analytical solutions of the partthiferential equations, see
Diehl (1995b).

The numerical method is based on the division ofzagis byn grid

points equally distributed, such tliat—H andz=D are locatedhalf-way
between the first two and the last two grid points, respectively, as shown in
Figure 5.10. Let the indaxstand for the space grid point (or, equivalently,
layer),j for the time step anX/ for the corresponding concentration of
suspended solids. The feed source is assumed to be located at the grid point
closest taz=0, denoted with the index. The distance between twoid

points is thusA=(H +D)/(n-2) and the grid poimh=round H/A+3/2)

Is closest to the feed level. The length of the time step is denoted by
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—H 0 D z

Figure 5.10 Locations of the grid points in the case10.

Given data at timgr, first the grid points=2,...,n—1 are updated accord-
ing to

1 i L
X1 = ] A(G,’ 12 = Glo) i=2,K ,m-1
Xt =x il +ZT(GJm 2 ~Fhap +s) i=m (5.45)
xJ+1_xJ+Z(|:J_J/2 Flz) i=m+1K ,n-1

where Godunov’s numerical flux term for the clarification zone is

[ m|n g(X) if XxJ_, <x|

. D([[X
G . . 5.46
273 e g(x) it XL, > X! (5:49)
X! XLy
and the flux term for the thickening zone is defined as
0 min f(X) if Xl <x!
B c[x, n .] (X) o
Fy o j (5.47)
and, finally, the source term is calculated as
Iyl
s :% (5.48)

with values at time=j7. In order to guarantee stable and correct num-
erical solutions, the time stepmust be chosen so that

L] 1 L L]
T < minQ O

Elxc[oxmax] ’
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whereX . denotes the maximum possible packing concentration of parti-
culate material. In wastewater applicatiofys,, is normally notdefined
and should then be considered to be infinite.

The boundary values (grid points 1 anjégire then updated according to

Xj+1_9<j2+1 if (x5 <0
' _Eo it g(X5%)>0

(5.50)
Xjﬂ_?({:}l it X5 0[0,X 1) O (X X e
n - . :
Ky XL O X X ]
and the outputX, and X, are calculated as
j+1
e ~ M1 Qj
e
1 (5.51)
3o(xH)A

i i S
X{J‘l‘l :XL+1 +

Q!

whereXy, is the local minimizer of. The constanX,, is the valuestrictly

less thanXy, satisfyingf(X,,) =f(X)), see Figure 5.11. For strictdefini-

tions see Diehl (1996d). The vali{X,,) is the previously discussed limit-

ing flux. This terminology is in good agreement with the algorithm above,
where the updates of the boundary values are derived from the generalized
entropy condition (Diehl, 1996b). For example, the most comsteedy-

state solution has a discontinuity, the sludge blanket, in the thickening zone
with the concentratioiX,, above an&, below it.

The presented numerical method is stable and non-oscillatory near discon-
tinuities and it is mass preserving. This implies that even if a discontinuity
Is smeared out by numerical diffusion (due to thscretization), it is
located at the right position, that is, it will have the same speed as the
discontinuity of the analytical solution of (5.42).
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f(X)
limiting flux o

//
7 bulk flux

total solids flux in thickening zone

-~ Xm Xinfl XM X max

suspended solids concentration

Figure 5.11 The constanky, is the local minimizer of(X). The slope of
the dashed line IQ,/A.

As discussed in the previous section, the double-exponential settling velo-
city function (5.36) by Takacst al. (1991) is considered to provide the
most realistic results of the various models presented. Theréfmse,
function was selected to be used in the presented settler model. For the
Takacs modely,(X) is zero for concentrations<X< X,,i, (see Figure 5.9),
although for higher concentrations the batch settling flux hasahe
qualitative shape as for the traditional exponential settling velouityel
(5.31). This implies thag(X) will have a local minimizer (whe@./A>0)
located somewhere in the neighbourhood,gf. Takacst al. suggest that
Xmin 1S proportional to the concentration entering the settler (5.37) and
hence the batch settling flux will be a functionXgfas well. This can be
included in the robust model by taking into account thathiagacteristic
concentration,, and Xy, will then depend oiX and hence vary from one
time step to another. For simplicity,,, will be considered to be constant
(set to 10 mg/l) in the simulations presented in Chapter 6 eortke-
quently, the dependence Xf on the settling velocity will beneglected.
Nevertheless, the local minimum g{X) must be taken into account. This

Is done in a very similar way as we defined the local minimigeof f(X)

and the corresponding concentrati Let us denote the local minimizer

of g(X) by Xs and then define, to be the strictly greater value satisfying
g(Xy) =9(Xe), as illustrated in Figure 5.12,
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zero flux

total solids flux in clarification zone

Xmin X G T~

suspended solids concentration

Figure 5.12 The constanXgis the local minimizer o§(X). Note that the
plot only shows the flux curve for very low concentrations of
solids. The concentratiox, is outside the range of this plot.

This leads to the following modification. The dynamic calculation of the
first grid point (5.50), should be replaced by

BBt itxbtloXe)O (X g X max ]

Xj+1 .
! o ifXETO[Xg, X

(5.52)

The soluble material is not influenced by gravity settling duatply
accompanies the bulk flow upward and downward from the feed point. For
one-dimensional layer models there are basically four different approaches
found in the literature of how to model the propagation of soluble material
in the settler. The simplest is instantaneous propagation, that is, the con-
centration at the outlets is set identical to the current influent concentration.
The second approach is to regard the whole settler volume as a completely
mixed reactor with regard to the soluble material. Thirdly, dedayables

can be used for modelling the propagation from the inlet to the outlets. The
values of these delay variables are usually based on the hydraulic detention
time of the settler, and can be either static (based on average flow rates) or,
preferably, dynamically updated as the volumetric flow rates change. The
last approach, and probably the most common today, is to usmdlee

layer structure already defined for the modelling of the particulate material
for the soluble material as well. Every layer is then considered to be
completely mixedand the transport between the layerscadculated
dynamically based on the current volumetric flow rates.
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For the robust settler model, the same numerical methqutezusly
described for the particulate material can also be used fosdlble
material if the batch settling flux is set to zero. This means that the updates
become particularly simple. The scheme can be written as

a_g, 10k - .
sft=sle e (Sha-8!) i=2,K,m-1
DDQJ+QJD- stjD

sit=gl 4L L e S S (5.53)
ADH A Hsm A O

. . j .

g*t=g + L (sl - ) i=m+1K ,n-1
A A

whereSis the concentration of soluble material (cf. equation (5.45)). The
soluble concentrations at the outlets are calculated as

Si;l — Sj2+1
G - gt (5.54)
u -~ “~n-1

Note that grid points 1 and are not used in the case of solulviaterial.
They are only used to define the boundary conditions @rsequently,

for the prediction of analytically correct particulate concentrations at the
outlets. The algorithm (5.53) is identical to the fourth apprabstussed
above (every layer regarded as a completely mixed volume) combined with
an Euler algorithm for the numerical updating.

Dynamic Propagation of the Biological Components

From a modelling point of view, the components of the wastewater are
described differently for the biological reactor and the settler unit. For
example, the IAWQ model differentiates between thirteen types of material
in the water (six particulate, six soluble and alkalinity), whereas the robust
settler model only divides the material into particulate and sohabteer.
Therefore, all soluble components of the IAWQ model are lumped together
into a single variable when entering the settler and the reversed process is
performed at the outlets. The particulate material is treated analogously but
the componentsare simultaneously transformefitom mgCOD/I into

mg SS/I by individual transformation coefficients. The settler modedt

then be extended with a material propagation algorithm in order to unravel
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the composite variables (soluble and particulate material) into their bio-
logical equivalents as they reach the outlets. Such an algorithm, especially
designed for the robust settler model, is described below (QiéBg(d;

Diehl and Jeppsson, 1996; Jeppsson and Diehl, 1996b). The algorithm is
evaluated in Chapter 6.

Letp(z,) denote the vector of percentages of a floc at deptid timet in

the settler. Since the concentration of suspended solids is denotediy

the vectompX contains the concentration of the different COD components
in the unit mg SS/I. These values can then be retransformed into mg COD/I
by dividing them by the conversion coefficients given in Table 6.1.

In order to obtain a numerical algorithm for the update op#reentage
vector, we start by considering the thickening zone. If we denote the
particle/floc velocity V¢ gn Where

Vfloc,dn (X) = VS(X) + % (5-55)

then we can describe the flux of the biological components byeitter
Viioc aX)PX=pf(X). The conservationaw in differentialform is the
system of partial differential equations

a(px) , A(pf(X)) _ (5.56)
ot 0z

Since the sum of all components of the vegtisrone, the sum of all equa-
tions in (5.56) gives back the conservation law for the wiacentration
(5.43), which can be solved numerically by the method inptiegious
subsection. It is not straightforward to turn a partial differemiiation

into a numerical algorithm. In the case of the conservation lawnthe
difficulty is to find a numerical flux that is consistent with thealytical

one. Itis, however, possible to derive a numerical algorithm for the update
of the percentage vector in a very similar way as the method in the
previous subsection was derived. Since the analytical solti®known,

it is possible to combine equations (5.56) and (5.43) to obtain the following
equation fop(z,1)

0 7}
Ep + Vfloc,dn (X)d_g =0 (5-57)
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This is a simple wave equation, which says that a floc with a certain per-
centage vector propagates with the spegdy(X(z,9)) at the pointZ,9.
Without going into the details of the mathematics (see Diehl (1996d) for
the full mathematical description) we can obtain the numerical updates for
the percentage vector for the grid points in the thickening zone, that is,
I=m+1,...,n=1, according to

1 ) . T i . .. D i+1
p/*t= Sofxi’ +A(pf-1':ij—1/2 - pij':i]+1/2)[)/xij+ (5:58)

Equation (5.58) holds as long X/**>0. If X/** =0, then there are no
flocs and the percentage vector is not intereskng.defined according to
(5.47). Similarly, the updates in the clarification zoire4,...,m-1) and
at the feed level (layan) are

i+1 _ i, T i i i i ] j+1
pi = Erbfxf + A(pf—ysz—yz - p=+]/2GiJ+:I/2 )[J/Xf (5.59)

i1 . . T ; i i i i\ j+1
ho= %’mejm +A(me—J/2G]m—J/2 = PmFmiaz + P’ )[}/XJ”: (5.60)

where

; B! ifGly, <0
Pi-y2 = 0

j . (5.61)
i1 if Gi_]/2 >0
and p; is the percentage vector associated witle suspendedolids
entering the settleG ands are defined according to (5.46) and (5.48), res-
pectively. The reason for the slightly more complicated schentleese
cases is that the total velocity of a floc in the clarification zone may be
directed both upwards and downwards, depending olcaheentrations

and the flow conditions. Finally, the percentage vectors at the outlets are
defined as

j+1 j+1

pe - p2
e (562
pu - pn—l

Once again, note that grid points 1 andre not explicitly used fathese
calculations. They are only used to define the boundary conditibes
determining the concentration of the total suspended solids autlets.
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The definition ofG will guarantee that a value fpi will never be required
when using the above algorithmsG), 2-12 Will always be< 0 with equality
only when the effluent concentration equals 0.

For the soluble material the same percentage propagation algorithm can be
directly applied, though in a much simpler form as the soluble material will
always follow the bulk flows (upwards and downwards) in the settler. The
following equations are obtained

I’ij+l Hjsf +*7 |+1S{+1 JS{ H/Sﬁl 1=2,.,m-1
= Hiisg ‘TSIM”@ —r] Qf%/sgﬂ i=m (5.63)
J+1 Hlsg +77 _18{_1—rJS{ El/s{” i=m+1,..,n-1

wherer is the percentage vector for the soluble components. Finally, at the
outlets the percentage vectors are defined in the same way as in (5.62), i.e.,

j+1

j+1 _
re =15

g (5.64)

This algorithm will produce identical results as if each soluble component
were applied to (5.53) separately, that is, it models the transport of soluble
material as a flow through a series of completely mixed layers upwards and
downwards from the feed layer.

The presented algorithm for describing the propagation ointheidual
components in the settler while maintaining the physically reldvasis

for the settler model, that is, the settling velocity and numerical flux terms
are defined from the true concentration of suspended solicsnssdered

to be more robust than other methods based on vaaduscassump-
tions. The way the algorithm can be derived from a stringent mathematical
analysis further emphasizes this fact.



Chapter 6

Model Evaluation

In this chapter we will examine the behaviour of the robust setibelel

and compare the results to those obtained by a well-kricaditional
model by means of numerical simulations. The modelsraestigated

both with regard to their steady-state and dynamic behawmreover,

the models are investigated both as stand-alone models anccaud@ead

to a biological reactor model, that is, as an integrated part of the activated
sludge process. Some aspects concerning the coupling of the settler model
and the bioreactor model are also discussed together with a method for
obtaining steady-state solutions for such an integrated prdéiesdly,

some possible future extensions of the robust settler mogeésented.

The chapter covers material from [90], [95], [186], [188] and [189].

6.1 Bioreactor—Settler Interactions

A mathematical model describing the settler behaviour is useful as a stand-
alone model in many applications, for example, in chemicalnaindral
applications. However, within the field of wastewater treatment there is
usually a need to combine the settler model with other mdémis
example, bioreactor models) in order to describe and predict the behaviour
of an entire WWT process. In Chapter 3, the most commonly mseél
describing the behaviour of the bioreactor, that is, the 1AXGvated
Sludge Model No. 1 (Henzet al., 1987), was thoroughly described. In this
section, we will discuss some important aspects when combining this bio-
reactor model with a model of the secondary clarifier.
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A general problem is that settler models and bioreactor models appear to
be developed by different people. In scientific papers usually only one or
the other is discussed and the interactions are seldom commuged
Moreover, simulations of the entire AS process are often presented without
any description of how the settler and bioreactor models haveiitteen
grated. Of the quite extensive number of papers listed in the Bibliography,
the only papers (disregarding those by Jeppsson and Diehl) that provide a
slightly more detailed description dfow theinteractionshave been
modelled are Dupont and Henze (1992) and Otterpohl and Freund (1992).

Propagation of Individual Components

From a modelling point of view, the components of the wastewater are
described differently for the biological reactor and the settler unit. The
IAWQ model differentiates between thirteen types of material in the water,
whereas a ‘normal’ settler model only divides the material into particulate
and soluble matter. This was discussed in Section 5.4. In order to separate
the composite variables of the settler (soluble and particulate material) into
their biological equivalents at the outlets, it is necessary to keep track of
the individual flocs as they move through the settler or modepibea-

gation of the different fractions of the material making up the sludge. Such
an algorithm was described for the robust settler model in Section 5.4.

Attempts have been made to avoid the above problem arising from the
different description of the components in the IAWQ model saitler
models. In Otterpohl and Freund (1992), the settler was described as a tra-
ditional one-dimensional layer model (see Section 5.3), and they modelled
the flux of each singlearticulate component othe IAWQ model
separately, thereby avoiding many problems. The structure of the model is
exemplified by the following equation for a laydrelow the feed level

dX|,J _ Vdn(xl_LJ _Xl,J) + mln(VS,l_lxl_]_,J y VS,IXI,J)QI—l
min(VS,iXi,j y VS,i+1Xi+1,j)Qi

(6.1)

Z;
The basic model structure is identical to (5.21). One difference is the inclu-
sion of the earlier discusse@function (see Section 5.3), bumore
importantly in this context is the extra subscyiptvhich means thax;;
represents the specific particulate componehthe IAWQ model, that is,
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Xs X, Xp Xg 1, Xg 4 @ndXyp, in a specific layer. On the other hand, the
settling velocity is a function of the true suspended sadatgEentration,
which means that a conversion is still performed to transform @©&@D

SS. Otterpohl and Freund also claim that the above approach is more com-
putationally efficient than keeping track of delay variables and fractions for
the separate components. However, applying Otterpohl and Frduld’s
model to a settler with 50 layers connected to an IAWQ model will require
950 non-linear differential equations (19 equations for each layer) to be
solved on each time step in the settler alone. This can hardly be considered
to be very efficient.

At first, the above approach may appear to be Wugregarding the
computational complexity). However, there are some obwivawbacks.
Firstly, the coefficientsfor transformingthe COD components of the
IAWQ model into a total suspended solids concentration must still be
determined in order to define the settling velocity functi®acondly,
trying to apply the above approach to the Vitasovic model (see Figure 5.8)
means that the empirical threshold parameter in the clarification zone is no
longer valid as it is based on the solids flux of suspended solids and not on
individual particulate components. For the layers above the lézed
Otterpohl and Freund have in fact assumedXhatis always smaller than

X; and modified their model accordingly, see equation (5.28). Wilis

lead to somewhat different results when compared with those of the origi-
nal Vitasovic model, especially when the system approachssdge
overflow and the concentration in the clarification zone is Hitshwever,

X; may still be applicable if the COD components in every layer are
transformed dynamically into a suspended solids concentratiothand
used to determine the correct flux term for the individiaahponents.
Thirdly, the ad hoc formulation of the numerical flux terms in the
Vitasovic model becomes even more heuristic when applied to each indivi-
dual particulate component of the IAWQ model as in (6.1). For example, at
a specific time and a specific layer, the downward flux of maréiculate
componentd) from that layer may be limited by the flux term in that layer
(the first part of the last min-term in (6.1), i.e,X 5), whereasanother
componentl§) may be limited by the flux term of the layer belgtve
second part of the min-term, i.@;1Xi+1 ). This is not physicallyele-

vant as all the different components are assumed to be presamtoas

flocs (made up of all the particulate components) and the solid flux of the
individual components should consequently be that of the flocs and not
differ for separate components. Numerical simulations in Sectiowib.3
demonstrate a non-physical oscillating behaviour, especially itayees

from the feed level and down to the sludge blanket. It should be noted that
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the above approach works perfectly well for the soluble components, as
they simply follow the upward or downward bulk flows in the settler and
do not require any complex numerical flux terms to describ&dheport
between the layers.

The principal analytical model available today, and hence a reliable nume-
rical algorithm, is built on Kynch’s assumption that the particles in the
settler are uniform in size and density, that is, it is a method for predicting
only the total concentration of suspended solids. In order to follow the
propagation of the different COD components of the wastewai@ugh

the settler, the algorithm used in the robust model makes use of the reason-
able assumption thahe componentsare lumped together intarger
particles or flocs. When the system is in a perfect steady state, the relative
amount of each component is identical at the settler inlet, outlets and
throughout the entire settler (though the absolute concentrations will be
different). During dynamic conditions the relative amount of each COD
component entering the settler is a function of time due to several factors,
for example, changing influent wastewatdaracteristicand changing
behaviour of the bioreactors. Consequently, the percentages of the com-
ponents of the suspended solids entering the settler muapdeted
dynamically as the flocs are transported through the settler. This approach
(described in Section 5.4) will also be evaluated in Section 6.3 and com-
pared with the behaviour of the Otterpohl-Freund approach.

Unit Transformations

A problem when integrating the bioreactor model (i.e., the |1AMG@el)

and the settler model is due to the different units used. The soluble material
can be added together inst&raightforwardway with no regard to the
different units used (mgCOD/I and mgN/l) as the soluble matenisl
follows the bulk flows, and no biological reactions are assumedki

place in the settler. However, the particulate components OfAMME)

model should be converted into one variable with the unit mg Si6¢e
gravity settling models are based on the actual mass when defining the
settling velocity and the solids flux function. A set wansformation
coefficients suggested by Henee al. (1995) are given in Section 6.2
(Table 6.1), and will be used in this chapter. These values are based on
averages from measurements of many municipal WWT pleioisever,

when applied to real data, the values should be confirmdaboyatory
experiments on the actual sludge. The conversion means that the true sus-
pended solids concentration is calculated according to the expression
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X =(Xs+Xp+X,)D.75+(Xgy +Xpa ) 0.9 (6.2)

Note thatXyp, which is expressed as mgN/I, should not be included in the
transformation into SS concentration although it is a particataterial.

This is because it is a subset of the other particulate components, expressed
as mg COD/I, and is already included in their concentrations (Hetrede

1987). Because of this special feature we run into a non-invertible pro-
blem, that is, we can calculate the suspended solids concentration from the
particulate components of the IAWQ model according to (6.2) but we
cannot recalculate thé,p concentration at the outlets even if Weow

how large the fraction of each COD component of the SS are. Some possi-
bilities, in order to get reasonalgp concentrations in the settlender-

flow are to assume that the

» proportion ofXyp to total COD is the same in the last bioreactor
and at the settler outlets;

e proportion of Xyp to biomass COD is the same in tleest
bioreactor and at the settler outlets;

» Xyp Concentration is in steady state at the outlets, thaipysly
the IAWQ differential equation (3.16) with all otheariables
defined by the concentrations at the outlets and the parameters set
to the same values as in the last bioreactor;

» dynamic state oKyp is the same as in the last bioreactor, that is,
apply the above method but $B¢,p/dt equal to the value in the
last bioreactor.

For the simulations presented in this chapter, the third approach have been
applied. It should, however, be noted that domcentration ofXyp IS
usually small and will only affect the behaviour of the activaiedge
process simulations to a very small extent, regardless of which approach is
applied. It is much more important to use a good algorithnddscribing

the dynamic propagation of the various components of the |ARWGQel
through the settler. This is necessary to describe the delay and change in
composition of the suspended solids from the time wherpdngculate
material enters the settler until it reaches the outlets.

Obtaining Steady-State Solutions

When working with complex mathematical models it is alwaygreat
advantage if steady-state solutions can be calculated fairly eaisbdy-
state solutions can reveal a great deal of information aboujeteral
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model structure, robustness and validity. Moreover, it is important to be
able to initiate dynamic simulations from a well-defined steady-state situa-
tion in order to investigate the impact of individual dynamic variations. In
this section, a straightforward scheme to determine the steady state of the
bioreactor model combined with the robust settler model, is outlined.

A steady-state solution means that all concentrations and flow rates are
constant as functions of time. Many commercial tools for WWT modelling
and simulation provide no special means for easily determinsigaaly-

state solution. Instead they often rely on fast computers and determine the
steady state by letting the dynamic algorithm run for a long time, applying
different methods of relaxation. As the model complexity increases this is
not the most efficient way to proceed.

In this work a different approach has been used. Since the |AWdI,
which describes the behaviour of the bioreactor, consists of ordinary diffe-
rential equations, stationary concentrati@ame obtained by solving a
system of non-linear equations. This is accomplished by a routine for con-
strained optimization which restricts the state derivatives to zero and solves
a minimax problem. Thainderlying method is sequentigbadratic
programming (MathWorks, 1995). Other methods could alseppdied,

for example, the simplex search method. The input variables to this com-
putation (with connection to the settler model) are the concentration of
suspended solids in the underflafy the concentration of soluble material

S, and all the percentages (both for particulate and sotdstgoonents)
used to unravel the lumped variables into the individual biological compo-
nents, which are stored in the vectpgsandr, (see Figure 6.1Analog-
ously, the output variables from the bioreactor§ré&, ps andr;.

For the settler, the concentrations of soluble material at the inlet and outlets
(and throughout the entire settler) are identical when the system is in
steady state, that i§=5,, and the same holds for the percentaggors;

pi=p, andr;=r,. For the total particulate concentration there sseeral
different steady-state solutions depending on the actual valu@s @y,

Q. and X;. All possible cases for a settler with a constanss-sectional

area have been thoroughly investigated by Diehl (1996b). The steady-state
solution we are primarily aiming for has a very low or zesacentration

in the clarification zone (depending on the applied settling velbomy-

tion) and a sludge blanket (discontinuity) in the thickening zone with the
constant concentrationg,, above an, below it, see Figure 5.11.
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Using a Simple Settling Velocity Function

Assume at first that we are using a simple settling velocity function such as
the exponential one (5.31). Then the following relations must hold for such
a steady-state solution (Diehl, 1996b)

Xo=0
Qfxf - - _quu
A - (Xm)_f(XM)_ A
Qr =Qu + Qe (6.3)
Xym =M(Qy)
X €Xs <Xy

whereM denotes a function that computes the local minimizef(9f

given Q,. WhenX,, is known,X,, can be calculated as shown Fkigure

5.11. Naturally, the conditions in (6.3) are not always satisfied for any
given values oK, Qs andQ,. ThereforeQQ, is considered to be a variable
that can be manipulated in order to find a suitable steady state. The values
of Qi,, Qinir» @ and Q, are assumed to be fixed by the initial settir@s;(
represents the internal recirculation from the last aerobic reactor to the
anoxic reactor). Sind®,,=0 andQ.=0, the bounds o), are obviously

QrSQr+Qw:QuSQu+Qe:Qf (6-4)

A steady-state solution for the combined bioreactor-settler system can be
obtained by an iterative process with regard to the equations of the IAWQ
model and the equations for the settler. The iterationsarematically
outlined in Figure 6.1 where the equations of the settler are described by

Q¥ =Q>f<>h($
Q8 =Q; - Qf
X =Mm(Qk)

Xk+1 — Al (XK/')

u k
u

(6.5)
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X§ Xf X
Sk> | -

Su: k™ IAWQ mode! settler model

Pu-=P" equations (6.5)

= rX _

STh=gV  Vrith=g

p“*h=py

Figure 6.1 Schematic description of the iterative process to obtain a
steady-state solution with a sludge blanket foragbmbined
bioreactor-settler model.

The iterations terminate when the differen«‘XﬁJ’l —Xm, ‘SE”—SE‘,

Hpk+1 - pkH and Hrk+1 - rkH are sufficiently small. Because of tharge
non-linear system of equations in the IAWQ model, it is difficult to
analyse the convergence of the algorithm. However, computer simulations
show convergence for a very wide range of initial values.

Using the Takacs Double-Exponential Settling Velocity Function

If instead the Takacs double-exponential settling velocity function (5.36) is
used in the settler model, the iterative procedure above musotiéied
slightly to account for the fact that the flux function in tiarification
zone,g(X), then has a local minimizer, as illustrated in Figure 5.12. In the
thickening zone, the steady-state solution is the same as disabssed

but the concentration of suspended solids in the clarification zone is now
equal toXg (>0). The equations (6.3) should in this case be replaced by

X UXU
Ql:A\f_Fg(XG):f(Xm):f(XM):QT
Qf :Qu +Qe
Xu =M(Qu) (6.6)
Xs =2(Qe)
X =X _J(Xg)A
Qe
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whereZ is a function that compute&; given Q.. Consequently, the itera-
tive equations (6.5) given above should be replaced by

K k
ok = Qs Xy "‘AQ(XG)

X
QK =Q; - Q¥
Xgt=2(Qk) (6.7)
Xy =M(Qf)
XE+1 — Af(QﬁK/')

The procedure above yields steady-state values, of,, X, S=§,=S,
Xw X Pi=p, I+=r, and the control variabl® . Then the bound&.4)
must be checked. For a givn the bloreactor model producesattler
feed concentration that is much lower thgpunder normabperating
conditions. Sincg(Xg) is a very small number we assume that

Ag(XG) < X

X +
Qs "

(6.8)

is fulfilled. Note thatg(Xg) will be zero if a traditional exponential settling
velocity function is used, and is of interest only for the Také&bscity
function. Furthermore, all steady-state solutions in the settlersatsdy
(6.8), because

Qi Xt =QeXe +QuXy = _Ag(XG) +QuX
QuSQf

(6.9)

(6.8) says that the right inequality of (6.4) is satisfied. In other wQds,
always=0 during the iteration. The left inequality of (6.4) is equivalent to

Q,=0.

If (6.4) and (6.6) are fulfilled (seXg to zero if not using th&akacs
velocity function), then there exists a steady-state solution wslldge
blanket somewhere in the thickening zone. The depth of the sludge blanket
Is arbitrary, because theross-sectional area is constant as function of
depth and should be defined by the user. If the area was decrélasmg,
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the depth of the sludge blanket would be uniquely determined by the value
of Q:X; (Diehl, 1996c¢).

If either (6.4) or (6.6) is violated then there exists no steady-state solution
with a well-defined sludge blanket level in the thickening zone. In this case
we suggest some alternative ways to proceed. However, there is no theore-
tical guarantee that a satisfactory steady-state solution will be found.

1. Assume that the variables satisfying (6.6) have been found, but that
Quv=Q,—Q <0 holds. This is a clear indicator of an erroneous solu-
tion and means th&}, is too low (<Q,), i.e., the IAWQ model pro-
bably cannot produce a value Xflarge enough for ateady-state
solution with a sludge blanket. Two possible ways to proceed are

A. To obtain another steady-state solution in the thickenomg,
which then simply consists of a constant concentrgirofile
with the valueX,, Q, is kept fixed & Q,) and the iterations (6.7)
are replaced by

k — Q¢ +Ag(X'(‘;)
Qu - XE

Q¢ =Qr - Qf

X§* =2(Qk)
QrXf +A9(Xé+l)

Qy

At termination we have a new pair Xf and X, that will give a
steady state in théioreactor,and thesteady-stateonstant

concentratiorX; in the entire thickening zone is uniquely deter-
mined by

(6.10)

k+1 _
Xy =

f(XC):%+g(XG) (6.11)

provided thaQX;/A+g(Xg) <f(X,). ThenX;.<X,

B. Modify Q, and restart the iterative procedure according to
Figure 6.1. However, a suitable size of the chand@, iis diffi-
cult to anticipate.
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2. If (6.4) and (6.6) are satisfied except thKat X,, thenQ, is large.
To prevent a steady-state solution with a sludge overflowfirtdy
ing a constanX. according to procedure 1A.

3. If (6.4) and (6.6) are satisfied except thkat X, then a constand,
could be found by the procedure outlined in 1A, but now with the
requirementX;/ A+g(Xg) >f( X,) instead. TheiX,,< X.<X; holds.

4. A special case of 2 and 3 occur®jfis so large that(X) is strictly
increasing. ThelX,,=Xy =X, and the procedure of 1 applies, and
X is determined by (6.11) without any further restrictions.

It is often of interest to find a steady state that fulfils a requirement on the
sludge age of the systerély, as the sludge age is the masportant
control variable for WWT plants in practice and has a major impact on the
behaviour of the plant. This can be included in the above algorithm by an
additional requirement o@,,. The sludge age is defined as the ratio of the
sludge mass in the bioreactor and the rate of the wasted sludge, i.e.,

= Xbeiorear:tor
XuQuw + X Qe

Using the steady-state mass balaKgg =X Q,+XLQ. of the settler and
the plant flow conditions (6.14), (6.12) can be rewritten as

(6.12)

V,
- bioreactor
Oy

- Qin _(Xu/xf _1)Qr

see Olsson and Andrews (1978). Since the reactor volumé&anare
considered to be constants, it is the compaction plis and Q, that
influence the sludge age in steady state. By including the above equation in
the iteration routine for finding a steady-state solution, it magdssible

to determine a value dP, corresponding to a required sludge age. The
procedure will become more complicated@sand, consequently); will

have to be updated on every iteration, cf. equation (6.7).

(6.13)

The method for finding a steady-state solution demonstrates one of the
advantages of using a model that is founded on a strimggthiematical
analysis. Fairly easily, it allows us to define analytical conditions that must
hold for a specific type of solution and use them in a procedure for calcu-
lating a steady-state solution of an integrated bioreactor-settler system. The
advantage of this two-step algorithm is that first an optimization algorithm
Is used to find a steady state for the bioreactor, which is quitewdasy
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the recirculated sludge concentration is constant. The steady-state output is
then fed into the analytical equations describing the settler in stéatdy

and a new return sludge concentration is defined. This iteratithrers
repeated until a perfect steady state is achieved. Practical experience have
shown that usually only 5-10 such iterations are required to fetelaaly

state with a tolerance in the state variables of bflg/l. Moreover, the
complexity of finding a steady-state solution is not affected avladither

we want to use a settler model with 10 or 100 layers. The traditional layer
models in combination with a bioreactor have to rely on eildrgthy
numerical simulations (relaxation) or complex optimization algorithms (as
the settler and bioreactor models must be coupled duringatbelations,

l.e., there is an active, changing feedback within the system) to determine a
steady state. The major drawbacks of such optimization routines are the
rapidly increasing computational effort as the systems increase in com-
plexity and the fact that a possibly successful outcome afépends
heavily on the initial conditions.

6.2 Steady-State Behaviour

To demonstrate the behaviour of the integrated bioreactor-sstshem
(coupled case), a number of numerical simulations willpegormed
where the results when using the robust settler model is compéhed
results of the traditional Vitasovic layer model. Both models use the same
Takéacs double-exponential settling velocity function (5.36). Apart from the
basic structure of the settler model all other conditions are identical for the
simulated process. The simulations will demonstrate the importance of a
good settler model when it is included as a part of an eattieated
sludge process. Later in this section we will also study the behaviour of the
two settler models when simulated as separate units without any bioreactor
interactions (decoupled case).

Plant Configuration and Simulation Conditions

For the simulations presented in this and the next section, we assume the
plant configuration schematically outlined in Figure 6.2. Bimaulated

plant is a low-loaded predenitrification-nitrification AS systesmth one
anoxic reactor and two aerobic reactors in series. All reactors are assumed
to be completely mixed and the biological mechanisms are modelled using
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the default set of parameters for the IAWQ model for 20 °C, suggested by
Henzeet al. (1987), see Table 3.1. Note that effects dualkalinity
changes have been removed from the original model. The inflvaesteé-
water characteristics describe a typical presettled wastewa&wveden,

see Aspegren (1995). The entire influent fl&Qy,, is directed to the anoxic
zone (i.e., no step feed) and the wastage sludge fpwis withdrawn

from the settler underflow. Data describing the details ofsinmulated

WWT plant including the influent wastewater characteristics are given in
Table 6.1.

Qintr Qe
>
\ J
N
[
Qin »| anoxic _ aerobic ! é Qr »|  secondary
reactor reactor 1 o clarifier
3
A
Q % Qu
>
Figure 6.2 Schematic view of the simulated activated slugpnt
showing the principal volumetric flows.
The obvious flow relations in Figure 6.2 are
EQin = Qe + QW
0Qf = Qe +Qy (6.14)
H
0Qu =Qr +Qy

This means, for example, that a chang®gfwill instantaneously result in

a similar change of): andQ, (if no special control action in theecycle
flow is imposed). In reality, a change of flow will be delayed in time and
smeared out as it propagates through the system (Od$sain 1986). It

should be noted that no attempt has been made to model this type of flow
propagation in the system.
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Design and operational variables Wastewater characteristics
anoxic reactor volume = 1000 m3 S = 80mgCOD/I
aerobic reactor 1 volume = 1000 m3 Xs = 105mg COD/I
aerobic reactor 2 volume = 500 m3 S = 35mg COD/I
settler surface area = 500 m2 X = 40 mg COD/I
settler volume = 2000 m3 Svo = 0mgNI/l
settler depth = 4m S\H = 20mgN/I
settler inlet depth = 18m S\ = 2mgN/l
influent flow rate = 250 ms3/h Xno = 6mg NIl
recycle flow rate = 200 m3/h -
internal recycle flow rate = 1000 m3/h =0 _ Omg (_COD)I/I
wastage flow rate = 1.163m3h XeH = 25mg cob/
hydraulic load to settler = 05mh Xga = 0mgCOD/
sludge load to settler = 4 kg SS(hm?2) _
anoxic sludge retentiontime = 13.5 days Settling parameters
aerobic dudgeretentiontime = 20.2 days Vo = 145m/d
hydraulic retention time = 10 hours v = 100m/d
aerobic oxygen conc. = 2.0mg/l 0

ro = 0.005m3/g
Transformation coefficients rhn = 0.00042 m3/g
SSto Xs ratio = 0.75 gss/9cop Xmin = 10 mg/l
SSto X, ratio = 0.759ss/gcop
SSto Xpratio = 0.759ss/dcop Threshold value
SSto biomassratio = 0.90 gsg/gcop X¢ = 3000 mgll

Table 6.1 The simulated WWT plant.

A significant problem inthe evaluation of the entire activatsiddge
process is the difficulty of separating the dynamics of liodogical
reactors from the settler, due to the recycle flQu,from the clarifier to

the bioreactor. As the main purpose of this chapter is to demonstrate the
behaviour of the robust settler model and to compare it tathtional

layer models, the simulated plant is deliberately operated with a very high
sludge age. This implies that differences that appear as a resuhiabf
settler model is currently being tested will mainly affect¢bacentration

of inert solids in the system and, consequently, only have a limiitect

on the biological mechanisms in the bioreactors. Moreover, the simulations
have been performed with the oxygen concentration in the arore
fixed at 0 mg/l (i.e., perfectly anoxic) during the whole duration of the
simulations. This is mainly done to speed up the simulations and will only
have a limited influence on the results. For a comparative study of various
settler models this simplification is of no importance. However, when cali-
brating an AS model to real data, such an assumption should not be used.
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Coupled Case

A steady state of a WWT plant can be defined by different criteria. For
example, a steady-state solution can be based on certain flow rates, a
required sludge retention time (SRT), a specific sludge blanket &feel,

In this section, the flow rates of the plant are set to values based on an
analytical solution of the continuity equation that has a well-defined sludge
blanket in the thickening zone. Recall from the previous sectiontthat i
certain conditions are fulfilled then the sludge blanket capdsgtioned
anywhere in the thickening zone (if the cross-sectional area of the settler is
constant). In the simulations below, we have defined the shidg&et

level to be one meter below the feed level.

The steady state of the entire activated sludge plant, based defittned

flow conditions and influent wastewater characteristics, presented in Table
6.1, are calculated for the IAWQ model coupled to the robust settler model
and thetraditional Vitasovic model, respectively, usitige procedure
described inthe previous section. Theolutionsare determined for
different number of layers in the settler, to demonstrate the most important
differences between the two models. In Figures 6.3 and 6.4pthaed
steady-state concentrations profiles in the settler are shown for the two
models. It is evident that the robust model provides results closest to the
analytical solution. Moreover, the number of layers hasgaificantly

larger effect on the solution of the traditional model than onrdbast
model, where the differences depend on the spatial resolutionNwtky.

once again that, apart from the basic structure of the two settler models and
the number of layers used, all plant conditions and model parameters are
identical during the simulations.

The results in Table 6.2 confirm the consistency of the robust maitiel
respect to the number of layers used. Only the mass of solids in the settler
differs from the analytical solution, and it is clear that the model prediction

Is approaching the analytical result as the number of layers increases. Note
that the underflow and effluent SS concentrations of the robust model are
not the same as the concentrations in the bottom and top layers, as is the
case for the traditional model. Instead they are calculated according to the
analytically derived expression (5.51). The underflow and effluent concen-
trations of the traditional model appear to be approaching a soblise

to the analytically calculated concentrations. Howeweren thesmall
difference for the 50-layer case has a dramatic influence on the steady-state
solution with regard to the mass of solids in the settler and level of the
sludge blanket.
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Figure 6.3 Settler concentration profiles ahe suspended solids in
steady state for the robust model. The solutionglifterent
number of layers are compared with the analyscéution.
The positions of the layer’s midpoints are marked (0) only for
the 10-layer case.
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Figure 6.4 Settler concentration profiles afhe suspended solids in
steady state for the traditional Vitasovic model. The solutions
for different number of layers are compared with @haly-
tical solution. The positions of the layer's midpoints are
marked (0) only for the 10-layer case.
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Traditional model Analytical Robust model
Variables 10 layers 30 layers 50 layers| Solution | 10 |ayers 30 layers 50 layers
X, [9/1 10.5 11.9 12.0 12.1 12.1 12.1 12.1
Xe [Mg/l] 20.7 12.0 11.4 10.9 10.9 10.9 10.9
X [g/l] 4.70 5.34 5.38 5.41 5.41 5.41 5.41
mass [ton] 6.58 10.0 10.6 5.91 6.03 5.95 5.94
SRT [d] 28.3 33.0 334 33.6 33.6 33.6 33.6

Table 6.2 The key variables for the settler in the coupled case.

A particularly interesting observation dhe traditional model is the
significant difference between the 10 and 30/50-layer solution. A com-
parison to the analytical solution shows that a 10-layer model is too crude.
Note that 10-layer models are the most common ones usachuhation
programs of WWT plants available today. The dependence afuilme-

rical solution on the number of used layers is really a probleralfoost

all one-dimensional layer models as they are all based on the same concept
as the traditional Vitasovic model. The problem has in most daess
overlooked and many publications dealing with settler modelling do not
even mention the number of layers used in the presenteelling
approaches although the impact is significant. A few repablications

have begun to realize the problem. For example, in Krebs (1995) the
importance of investigating the sensitivity of settler models tantimeber

of layers is briefly discussed, and in Vanrolleghetnal. (1995) a 50-layer
settler model wasuggested as a good trade-off betw@esdiction
accuracy and computational burden. Sometimes it is suggested that the
number of layers could be used as a tool for calibrating the modealto
data. However, a reliable model should naturally predict nacoairate
solutions as the number of layers increases, and the idea to use the number
of layers for calibration purposes, that is, use a built-in error omntioel

to fit the model predictions to real data, is not a good way to proceed. Such
an approach is more of an indication that there are fundanpotdéms

with the traditional layer models that are not fully understood.réhaest
settler model eliminates many of these problems.

The extremely long sludge age of the simulated processlalderately
chosen so that the behaviour of the bioreactors has a limited influence on
the results shown above. The differences that can be obs#pedding
on which settler model is used, are mainly due to diffasemtentrations
of inert material in the system. In Table 6.3, the steady-state values of all
the state variables in the IAWQ model are shown forahalytically
calculated case. Apart from the inert material concentration ¢anse-
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guently the suspended solidencentration)the steady-stateoncentra-

tions for all the tested cases above are within a few percent of these values.
Therefore, the discrepancies and effects of the traditional Vitasovic model
on the entire AS process would be even more dramatic for asyst&m

with a low sludge age (as the relative amount of active biomass in the
recycled sludge would be higher).

Variables Anoxic zone  Aerobic zone 1 Aerobic zone 2
Ss[mg COD/I] 3.965 2.960 2.413
Svo [mg N/1] 0.634 3.334 4.339
Sun [mg N/ 4.332 1.662 0.894
Swp [mg N/1] 0.529 0.953 0.945
S [mg (-COD)/] 0.000 2.000 2.000
Xs [mg COD/I] 45.91 25.77 19.30
Xg 1 [mg COD/I] 1346 1351 1351
Xg A [Mmg COD/I] 60.42 60.80 60.90
X+Xp [mg COD/I] 5499 5501 5502
Xnp [mg N/ 3.404 2.030 1.576
SS [mg SS/] 5425 5416 5412

Table 6.3 Steady-state values for the components of the bioreactor for
the analytical case. The suspended solids concentration is
calculated according to (6.2).

Decoupled Case

For a settler model integrated with an entire AS processsithelated
bioreactor act as an ‘equalizer’, that is, many differences are smoothed and,
consequently, more difficult to detect and verify. A good model of the
settler should naturally produce reliald@d consistent resultsvhen
simulated separately as well. Table 6.2 clearly shows that the robust settler
model is consistent with regard to the number of layers used anithis

be demonstrated even more thoroughly in the next sectionreBlés
shown in the previous subsection clearly indicated that this is not the case
for the traditional settler model. In order to further demonstrate the
limitations of this model with regard to the number of layers used, its
behaviour is simulated for a decoupled case (no coupling to the bioreactor,
stand-alone modeland the largely differensteady-state solutions are
shown in Figure 6.5. The conditions and parameters used feinéa-
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tions are identical to those given in Table 6.1 except that the detter
concentration of suspended soliddixedat 5200 g SS/g) that is, a value
within the same region as thx values found for the 10, 30 ah@-layer
traditional models seen in Table 6.2. Note that in the prewohsection

the settler feed concentration was determined as a result of the model equa-
tions and the settler-bioreactor interaction. Figure 6.5 clearly demonstrates
the highly different steady-state concentration profiles althoughplts

and parameters are identicahly the number of layers differ. Thresults

are a clear indication that the applied numerical fluxes angrdudiction

of the concentrations at the outlets are not mathematically sound. The key
variables for the steady state of the Vitasovic model are given in Table 6.4.

12

- - traditional 10 layers
- - traditional 30 layers
— traditional 50 layers

10

solids concentration [g(SS)/I]

YRRV = I I L
Pk

1 05 0 05 1 15 2
settler depth from feed level (z=0) [m]

Figure 6.5 Settler concentration profiles ahhe suspended solids in
steady state for the decoupled traditional Vitasovic model for
different number of layers using identical model inputs and

parameters.
Traditional model
Variables 10 layers 30 layers 50 layers
X, [o/1] 11.3 11.7 11.7
Xo [ma/1] 309 11.9 11.3
mass [ton] 13.3 6.29 4.28

Table 6.4 The key variables for the settler in the decoupled case.
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Figure 6.6 demonstrates the problem of usiddnocconditions in models.
The threshold valueX{) included in the traditional Vitasovic model is an
attempt to describe the different behaviour of hinderednanehindered
settling in the clarification zone, as discussed in Section 5.3 (pexion
(5.28)). Such a description should instead be included ircdhstitutive
assumptions of the mode{; has a direct influence on the behaviour of the
numerical algorithm used for solving the model equations. A suitable value
of X has to be determined empirically or estimated and variestwith
and quality of the sludge. Therefore, an erroneous choice maysige
ficant effects both when calculating a steady-state solutioresmecially
during dynamic simulations, a§ will affect the velocity of a shock wave
moving through the clarification zone (when approaching a slodge
flow). In Figure 6.6, the previous simulation for the 10-layaditional
model is repeated using different values<pfNote that because of the set
of parameters used in the settling velocity function, the valXe rotst be
increased significantly to show any major differences betweesttagly-
state solutionsX; must be larger than the steady state solution in the
clarification zone, i.e.X;>6 g SS/I, see Figure 6.5). In the dynamase,
however, a fairly small change Xa will also have significant effects when
the settler process is approaching a sludge overflow. The key variables for
this simulation is given in Table 6.5.

12

- - traditional 10 (Xt =7 g/l

-~ traditional 10 (Xt =3 g/l
— traditional 10 (Xt = 10 g/I)

10

solids concentration [g(SS)/I]

15 -1 -05 0 0.5 1 15 2
settler depth from feed level (z=0) [m]
Figure 6.6 Settler concentration profiles dhe suspended solids in
steady state for the decoupled traditional 10-layer Vitasovic
model for different values of the threshold coefficignt
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Traditional model, 10 layers
Variables Xi=3 g/l X¢=7 gl X=10 g/l
X, [9/1] 11.3 114 11.5
Xe [mg/1] 309 205 133
mass [ton] 13.3 135 13.6

Table 6.5 The key variables for the settler in the uncoupled case.

It is clear that the prediction of mass in the settler is almost the same for all
cases but the effluent solids concentration and the profile imcland-
cation zone are quite different. In the example above it should also be
noted that for a certain set of values{=6-8 g/l, in thessimulations)
there exists no perfect steady-state solution. Instead, the solusomin
layers in the clarification zone oscillates around the valuX, afs the
numerical flux terms change when the concentration in a laystiglgly
above or below the valug, (cf. Figure 5.8). In this case aptimization
algorithm cannot be used to determine the steady-state solution (as it does
not exist). The graph in Figure 6.6 f§=7 g/l was instead determined by
relaxation and is not a real steady state (althoughostdlations are
small). Moreover, for large values &f (>8 g/l), the calculatedteady-
state solution depends on the chosen initial concentration profile in the
settler and is not unique with regard to the inputs. Such a large value of
implies that the numerical flux expressions will be controlled by the condi-
tions in the actual layer, regardless of the situation in the recdayeg
below (X will always be smaller thaX, see Figure 5.8). Figure 6.7 shows
two possible steady-states profiles o 10 g/I. The solid one is identical

to the one in Figure 6.6 when the initial concentration profile was set to the
steady-state profile found fo=3 g/l. The other steady-state solution was
found when setting the initial concentration profile to a more noome)|

with a well-defined sludge blanket in the thickening zone and omgra

low concentration of solids in the clarification zone.

Note that the specific values & discussed above only hold for the
conditions used in this specific simulation. The same typkeeb&viour

can, however, be found for any set of model parameters and conditions. In
this subsection only a few examples were given to demonstraitefline

ence of the threshold parameter on the predictions given by the traditional
layer model. It appears th&f has been included to provide maoeason-

able predictions when compared with real data and as a tool for model cali-
bration without fully investigating the physical violations it may lead to. It



250 Modelling Aspects of Wastewater Treatment Processes

Is recommendable to remove this threshold value (together widdthec
flux terms) from the model and instead apply the analytiagiyved
Godunov flux terms discussed in Section 5.4.

12

— 'traditional 10 EXI =10 d/l;
- - traditional 10 (Xt =10 g/l

10r

solids concentration [g(SS)/I]

-15 -1 -0.5 0 0.5 1 15 2
settler depth from feed level (z=0) [m]

Figure 6.7 Different steady-state concentration profiles for the decoupled
traditional Vitasovic model depending on the initahcen-
tration profile.

6.3 Dynamic Behaviour

By imposing a number of disturbances on the process, the behaviour of an
entire AS plant will be investigated, both when using the robeister
model and also with a traditional layer model. The importance of a proper
algorithm for describingthe propagation ofthe individual biological
components in the settler will also be demonstrated. Howevdenon-

strate the consistency of the robust settler model with regard to the number
of layers used we will first present results of simulations déeoupled
robust settler during dynamic conditions. A similar study is not carried out
for the traditional layer model, as we have already shown that this model is
not even consistent for steady-state conditions (see Section 6.2).
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Decoupled Case

In order to exemplify the behaviour of the robust settler modelinaber

of simulations are demonstrated in Figures 6.8—-6.11. In this case the settler
model is used as a separate unit (no coupling to a biological reactor) and
the robustness with regard to the number of grid points anantss
preservation is demonstrated. The applied settling velocity model is also in
this case the one by Takéacs (5.36) with the parameters given in Table 6.6.
The settler design variables and the initial conditions are also presented in
Table 6.6.

A 500 n? Xt 5390 g/n¥

H 1.8m Vo 145 m/d

D 22m Vo 100 m/d

Qs 450 n#/h M 0.005 n¥/g
Qe 250 n#/h M 0.00042 ni/g
Qu 200 n#/h Xmin 10 g/n®

Table 6.6 Parameters for settler model simulations.

The simulations are performed for four different cases — 12, 32, 52 and 72
grid points (note that the first and last grid point are only used to define the
boundary conditions, see Figure 5.10). For the initial degteady-state
solution is calculated with a sludge blanket level one meter below the feed
level. After half an hour the settler feed concentrafionis increased to
7000 g/m and att=2 h,Q; is increased to 6003h (which directly affects

Q. asQ, is constant). At=2.5 h,Q; andX; are set back to the values given

in Table 6.6 and the simulation is continued untib h.

The three-dimensional plots presented in Figures 6.8—6.11 show how the
sludge blanket starts to move upwards frorl m whenX: is increased.

The higher flow rate imposed &2 h causes a shock wave rtmve
upwards in theclarification zoneand att=5 h the system haalmost
reached a new steady state. The courser the grid mesh is, the more the
shocks are smeared out and with only 12 grid points, see Figure 6.8, the
shocks can hardly be located at all. However, the predictions of mass in all
four simulations agree well, as shown in Table 6.7.
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n initial mass [kg] final mass [kg] lamass| [kg.
12 6042 8039 1997
32 5963 7961 1998
52 5947 7945 1998
72 5940 7938 1998

Table 6.7 Mass preservation for different number of grid points.

Although the initial steady state is identical for all four cases, it is clear that
there is a difference with regard to the initial amount of mass in the settler.
This is due to the distance between the grid points. Just aboveethe
point (from grid poininto m—1) the concentration drops sharply and since
the concentration is considered to be constant around each grid point (i.e.,
within each layer) this will lead to the prediction of a slightly langpesss

as the grid mesh becomes coarser. Apart from this initial difference, Table
6.7 shows that the preservation of mass during dynamic conditions is good
and independent of the grid mesh. Although not shown, the predictions of
the effluent and underflow concentrations agree perfectly for all cases.

A problem that may affect the prediction of mass slightly more may be
anticipated by reviewing Figure 5.10. Here it was statedzhatd and

z=D are located exactly half-way between the first two and the last two
grid points, respectively. Depending on the value$iadndD and the
number of grid points used, it is impossible to guarantee that one grid point
can be positioned exactly a2t 0. The small round-off error produced will

be more prominent when the number of grid points is smalliresigini-

ficant for a narrow grid mesh. For the cases shown in Figure 6.8—6.11, the
size of the settle{ andD) and the number of grid points were chosen in
such a way that the above problem did not occur, that is, the value of
(H/A+3/2) is an integer for all cases shown.
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concentration profile at t=5 h
10 T T T T

concentration [g/l]

O Il Il L Il Il
-15 -1 -0.5 0 0.5 1 15 2
settler depth [m]

=
(o] o o

D

concentration [g/l]

time [h] 0 -2

settler depth [m]

Figure 6.8 A dynamic simulation of the robust settler model starting at
steady state according to Table 6.6. The number of grid points
n=12. The initial mass of solids in the settler is 6042 kg and
at the end of the simulation the mass in the settler is 8039 kg.
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Figure 6.9 A dynamic simulation of the robust settler model starting at

32. The initial mass of solids in the settler is 5963 kg and

at the end of the simulation the mass in the settler is 7961 kg.
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Figure 6.10 A dynamic simulation of the robust settler model starting at

steady state according to Table 6.6. The numbeagriof

52. The initial mass of solids in the settler is 5947

pointsn

kg and at the end of the simulation the mass in the settler is

7945 kg.
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concentration profile at t=5 h
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Figure 6.11 A dynamic simulation of the robust settler model starting at

steady state according to Table 6.6. The numbeagriof
pointsn=72. The initial mass of solids in the settler is 5940
kg and at the end of the simulation the mass in the settler is
7938 kg.
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Coupled Case

By imposing a number of disturbances on the process, the behaviour of an
entire AS plant will be demonstrated, both when using the ramider

model and the traditional layer model. All conditions and m@deh-
meters are identical to those used in the coupled case, described in Section
6.2, with the exception of a few necessary modifications. In order to make
a fair comparison of the different models it is important thatinfl
conditions are as similar as possible. Figure 6.4 showed thalvengnt
steady states for the traditional Vitasovic model depending onuthber

of layers used. In order to compensate for this, the wastage flowate (

Is slightly changed for the 30 and 50-layer cases to allow foniaal

steady state with almost the same amount of mass in the settler and the
same sludge blanket height as for the 10-layer case. These solutions are
also similar to the steady state of the robust model. For the 30daser

Q,, is increased from 1.163%h to 1.20 n/h and for the 50-layer case the
new Q,, is set to 1.183 Ath (Q, is modified accordingly). Note that the
settling process is very sensitive @,, although the observabédfects

may be slow. For example, starting from the steady state defined in Figure
6.4 for the 50-layer case and settfpgto the new value given above, will
require the process to be simulated several years (simulated time, not CPU
time) before a new steady state is obtained. This further emphasizes the
need for good algorithms to calculate a steady-state solutionalidwe
modifications lead tnew steady-stateoncentration profiles using the
traditional settler model, which are shown in Figure 6.12, and the new key
variables are given in Table 6.8.

The secondnodification deals withithe propagation ofthe individual
components of the biological model through the settler. As discussed in
Section 6.1, this is not an important issue when investigatingtéaely-

state behaviour of the settler, since the relative amounts of all soluble and
particulate components in this case are the same throughosétther
(identical to the relative amounts in the last bioreactor sincassame

that no biological reactions occur in the settler). However, during dynamic
conditions we must be able to calculate how the relative amounts of the
components vary (especially in the settler underflow). For the robust settler
model this is done in a straightforward manner by applying@dgo@tions
(5.58)—(5.65) in Section 5.4, and it is assumed that the concentration of
Xnp Is always in steady state in the settler underflow. Inttheitional
model we describe the propagation of the various soluble components in a
similar way as in the robust model, that is, the propagation of each soluble
component is modelled separately and every layer is completely mixed.
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solids concentration [g(SS)/I]
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settler depth from feed level (z=0) [m]
Figure 6.12 Initial steady-state concentration profiles for #twupled

traditional Vitasovic modelsed forinvestigating the
dynamic behaviour.

Traditional model
Variables 10 layers 30 layers 50 layers
X, [o/1] 10.5 11.7 11.9
X, [mgl/l] 20.7 11.8 11.3
X [9/1] 4.70 5.22 5.32
mass [ton] 6.58 6.20 6.05
SRT [d] 28.3 32.1 32.9

Table 6.8 The key variables for the initial steady state.

For the particulate components there is no easy way to model the material
propagation. We will apply the method described in Otterpohl and Freund
(1992), which was discussed in Section 6.1, see equation (6.1). This means
that the traditional Vitasovic model has to be modified slightly. Gdmac
structure illustrated in Figure 5.8 is still valid but all the flux terms are now
calculated for each particulate component of the IAWQ model, that is, all
symbolsX; in Figure 5.8 are replaced w except in the if-conditions for

the clarification zone. Consequently, the flux terms are no lodefared

as g SS/(h@) butinstead as g COD/(Frand g N/(h m). We maintain the
threshold coefficient based on the total suspended solids concentration in
the clarification zone, as discussed in Section 6.1, calculated according to
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(6.2). Note that the settling velocity is also based on the total concentration
of suspended solids (also calculated according to (6.2)) and not defined for
each individual particulate component. We are neither applyingthe
function of Otterpohl and Freund nor their special modellingrohary
particles, but only the method for material propagation in the settler. Some
numerical drawbacks of the approach will be demonstrated imeke
subsection. It should also be observed that the steady-state solutions pre-
sented earlier are not affected by the above model modifications, as the
propagation algorithm only influences the dynamic behaviour.

The dynamic behaviour of the robust settler model is investigated and
compared with the behaviour of the modified Vitasovic model (stiér-

red to as the traditional model) by imposing some disturbances during a
20-hour simulation of the entire AS process. This is done so that an
extreme situation is obtained where the settler becomes overloaded. All
disturbancesire imposed as step functions since the purpose is to test the
models and not to describe a trgguation. Moreover, stepghanges
produce more rapid model responses and model discrepancies are easier to
detect than if more realistic smooth variations are used.sirhelations

are initiated to the steady-state conditions described in the previous section
combined with the small modifications discussed above. At tiie h,

Qi is increased from 250 to 75C#m and the influen&sis increased from

80 to 160 mg COD/I. The hydraulic shock leads to a high loablids
leaving the bioreactor and increases the load on the settler 6At, Q, is
doubled to 400 #ih in an attempt to lower the amount of solids in the
settler. Att=10 h,Q;, andSs are set back to their initial values (256/m

and 80 mg COD/l) and, finally, 416 h,Q; is reduced to 200 #h in

order to return the process to a situation similar to the initial one. The
imposed flow disturbances are shown in Figure 6.13. The disturbances will
naturally also cause a smooth variation of the suspended sohdsn-
tration entering the settler. The flow-radesturbancesre deliberately
chosen to create a troublesome situation with a discontinuity at the very top
of the settler. Note that all simulations are performed with so dmme|
steps that the numerical errors in this respect are negligible, that is, per-
forming simulations with even smaller time steps will produce results that
cannot be distinguished from those shown in this subsection.
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Figure 6.13 The imposed flowdisturbances ofQ,, and Q, for the
dynamic simulations and the resulting disturbano®;of

In Figures 6.14 and 6.15, the dynamics of the SS concentration profile is
shown for the two settler models, respectively. The SS concentration is
calculated according to (6.2) for the modified Vitasovic model. Again, the
consistency of the robust model is apparent, whereas the result of the 10-
layer Vitasovic model is quite different from the 30 and 50-lagsults.

The speeds of the shock waves (for 30 and 50 layers) seemquatbe
similar for both models. For example, the shock wave irclawefication

zone rises with the same speed in both models bettvekmndt=3 h.

This is because the numerical fluxes for the two models produce the same
values in this particular case. However, the Vitasovic model makes the
rising shock wave in the clarification zone stop before the efflegat.

This is observed in more severe overflow situations as well. There is no
physical reason why a rising shock wave should not reacleftluent

level. When this happens (&4 h), the mass in the settler predicted by the
Vitasovic model becomes lower than the one by the robust model, which is
seen in Figure 6.16. A similar effect is seen for the 10-layer robust model.
In this case, however, it is a result of the rough discretization, which leads
to poor prediction of the effluent concentration of SS.
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Figure 6.16 The mass of solids in the settler when using the robust and

the modified Vitasovic settler models with differentimber
of layers during a dynamic 20-hour simulation.

The settler feed and underflosoncentrations predicted byhe robust
model and shown in Figures 6.17 and 6.18, are quite similar, especially for
the 30 and 50-layer cases. The results of the modified Vitasovic model are
more scattered (taking the different initial concentrations into account).
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Figure 6.17

10 20
time [h]

The settler feed concentration of SS when usingdbeast
and the modified Vitasovic settler models wiliferent
number of layers during a dynamic 20-hour simulation.



Chapter 6. Model Evaluation 265

[N

N
T
I

11.5

=
[y

10.5

=
o

settler underflow concentration [g(SS)/I]

9.5 T
— robust 10 N )
9r robust 30 e / ]
— robust 50 N /
8.5 — traditional 10 AN / N
- traditional 30 N
P traditional 50 ) |
0 5 10 15 20
time [h]

Figure 6.18 The settler underflow concentration of SS when using the
robust and the modified Vitasovic settler models wlitfe-
rent number of layers during a dynamic 20-hour simulation.

For the effluent concentration the differences between the models are espe-
cially prominent, which is a result of the troublesome conditions chosen for
the simulations. This is shown in Figures 6.19 and 6.20 (the results of the
two models have been separated to improve the readability)afde
differencedetweerthe two models come from the different predictions of
the effluent concentration discussed above. The large differertbasthe
respective model come from the fact that there is a discontinuity at the very
top of the settler betwedr 4 andt=10 h. To resolve the dynamics of the
effluent solids concentration for such a difficult situation, one needs to use
an even larger number of layers. Therefore, the result when using a 70-
layer robust model has been included in Figure 6.19, which makes it easier
to see the convergence of the numerical solution.
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Figure 6.19 The settler effluentoncentration of SSvhen using the
robust settler model with different number of layers during a
dynamic 20-hour simulation. Note the different time scale in

the plot.
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In order to provide a complete description of the processdyhamic
behaviour of the biological reactor is illustrated in Figures 6.216a21
Figure 6.21 shows the concentrations of the soluble components in the
bioreactor and Figure 6.22 shows the variations of the npaydiculate
components. Note that the concentration of the inert particulate material is
the sum ofXp andX. The shown graphs are from the case where the bio-
reactor is simulated in combination with the 50-layer robust settler model.
However, the qualitative behaviour of the variations in the bioreactor is the
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Figure 6.21 Behaviour of the soluble components in thiereactors
during a dynamic 20-hour simulation using th@-layer
robust settler model.
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Figure 6.22 Behaviour ofthe majorparticulate components in the
bioreactors during a dynamic 20-hour simulation using the
50-layer robust settler model.

Dynamic Propagation of Biological Components

In this subsection we will demonstrate the behaviour of thedifferent
algorithms for the dynamical update of the concentrations of the individual
biological components as the solids are transported through the settler. All
simulations are identical to those shown in the previous subsesitept

that the simulations are continued for another 10 hours (@oitistant
model inputs), that is, a total simulation period of 30 hours.

The positive effects of the material propagation algorithm used by the
robust settler model (see Section 5.4) are difficult to observe in the graphs
shown in the last subsection. A percentage vector, which describes how
many percent of the suspended solids are actxallyXg ;;, X5 o and

X +Xp, is kept for each layer in the settler and is updated on ¢ivesy

step. As this update is based on the analytically correct concentration of SS
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and the Godunov flux terms, the percentage vectors areaadgtically
correct. This means that we can easily calculate the concentration of the
particulate components used in the biological model for every layer of the
settler at every time instance. For the simulations in this sectioontyis

of importance to know the different concentrations in the settler underflow,
as we are recycling sludge to the bioreactor. However, if we want to extend
the settler model by taking into account various biological reactions within
the settler, it is almost of equal importance to know the composition of the
sludge within every separate layer. This is accomplished by using the
material propagation algorithm in Section 5.4. The algorithm is stable and
computationally efficient in the sense that the extra required CPU time is
hardly noticeable when compared with the time required to solve the basic
robust model equations discussed in Section 5.4 numerically.

To exemplify the algorithm, Figure 6.23 shows the percentages of the
suspended solids which constitute the heterotrophic biomass in the effluent
and underflow as well as in the feed layer, a layer in the middle of the
clarification zone and a layer in the middle of the thickening zone for the
same dynamic simulation as described earlier in this section, using the 10,
30 and 50-layer robust settler model.
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Figure 6.23 (This and the previous page) The fractiorheterotrophic
biomass of the suspended solids in different layers of the
settler when using the robust model during a 30-lkigua-
mic simulation (first plot: 10 layers; second: 30 layers; third:
50 layers).

It is clear that the results are practically independent of the number of
layers. We also see how the fractionXgfy increases rapidly in thieed
layer as an effect of the higher influent flow rate and the extra &gidat
t=1 h), and how this ‘dynamic’ sludge with a different compositiam
the initial steady state rapidly propagates downwards in the settler. The
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upward propagation of sludge from the feed layer looks glifiterently

and it is apparent that practically no part of the new sludge reaches the
effluent, as the fraction ofg  is almost constant here untt# 17 h. This
means that the high concentration of SS in the effluent seen in Figure 6.19
Is actually made up of the sludge that was in the clarification zone from the
initial steady state and this has propagated upwardss 23 h most of the
sludge, which had accumulated in the clarification zone durindirte
hydraulic shock, has moved downwards into the thickening zone and new
sludge (of very low concentration) starts to move upwards according to the
double-exponential settling velocity function. It reaches the middle of the
clarification zone at=15 h and the effluent a&17 h. Att=23 h, the
fraction of heterotrophic biomass is almost constant within the entire settler
but it is not a perfect steady state. We see how the fractio@ gfis
slowly decreasing and after a few days the system will have returned to the
initial steady state in every respect. The reason for this slow variation is,
naturally, that it is controlled by the decay processes inbibeeactor,
which gradually transform the additional fractionXy{, created by the
dynamic disturbances into inert material.

In a similar way we can construct three-dimensional graphs that show the
fraction of any biological component as a function of settler depth and
time. Such a graph is given in Figure 6.24, showing the fraction of
heterotrophic biomass of the suspended solids in the settler using the 50-
layer robust settler model.

By multiplying the percentage vectors for each layer with tbere-
sponding concentration of SS and transforming the result into g COD/I (by
dividing the result with the appropriate@nsformation coefficientrom
Table 6.1) we can obtain dynamic concentration profiles for evaty
culate component of the IAWQ model within the settler. In Figugs,

this is illustrated by the concentration profile for the heterotrophic biomass
using the 50-layer robust settler model (only shown for the first 20 hours of
the simulation). Naturally, the plot is qualitatively very similar to the one
in Figure 6.14 showing the SS concentration, but detailed stuslieal
some small differences.
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The results for the other particulate components of the SS are similar and
not shown here. No example is given for the propagation ofliffexent
soluble components. This algorithm is quite simple and straightforward, as
the soluble material only follows the bulk flows (upwards ind¢lagifica-

tion zone and downwards in the thickening zone). The particulate material
propagation algorithm is believed to improve the dynamic behaviour of the
robust settler model. However, it is possible that a one-dimensional model
may be too rough an approximation to describe this type of detailed behav-
lour in reality, since other effects such as hydrodynamic phenomena may
have a significant impact on the true behaviour.

The alternative methodor modelling the propagation ofindividual
particulate components in the settler (Otterpohl and Freund, 1992), applied
to the traditional Vitasovic model in this work, was discusse8aation

6.1 and some drawbacks were pointed out. Although the metlunokes
straightforward, detailed studies of its behaviour reveal sinamebacks.

The algorithm calculates the flux of each particulate component instead of
combining the components into one variable describingstispended
solids concentration. We can easily transform the individual concentration
for each layer into a SS concentration by equation (6.2) and, consequently,
determine the percentage of each component of the to@&®ntration

and compare the results with the ones shown in Figure 6.23 when using the
robust settler model. In Figure 6.26 the results are presented, showing the
fraction of Xg 4 in the settler (for the same layers as in Figure 6.23) using a
10, 30 and 50-layer modified Vitasovic model. When comparing the results
to those in Figure 6.23, the drawbacks of the algorithm become apparent.
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Figure 6.26 (This and the previous page) The fractiorheterotrophic
biomass of the suspended solids in different layers of the
settler when using the modified Vitasovic model during a
30-hour dynamic simulation (first plot: 10 layers; second: 30
layers; third: 50 layers).

The same type of oscillation is found for all the particu@teponents.
For the fractions in the effluent, underflow and above the feed layer the
results are not that much different from the ones in Figure @2aita-
tively). From the feed layer and downwards the oscillating behaviour is
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much more prominent. The problem is only to a small partiraerical

one. Otterpohl and Freund (1992) suggest that the volume of anhager

be at least one order of magnitude larger than the flow in one time interval,
to avoid numerical problems, but this does not suffice. The oscillations can
be somewhat reduced by decreasing the tolerance of the nunadgccal
rithm. In the case above, a Gear algorithm with a low error tolerance was
used, that is, an accurate numerical solution was obtained (e.g., Kahaner
al., 1989). Other algorithms (Euler, Runge-Kutta and Adams) diftb-

rent error tolerances and time steps have been tested with sesii#s.

An advantage of an analytically derived model (such as the rebtikgr
model) is that an exact upper bound of the time-volume ratio can be given
(see equation (5.49)).

The basic problem lies within the model structure itself. First of all, the
numerical flux terms of the Vitasovic model are not the analytically correct
ones, as discussed in previous sections. However, the oscillating behaviour
is only apparent when the numerical flux terms are defined fanting-

dual particulate components and not when we model alpanigculate
material as one variable. To explain this we look at the boundary between
the feed layer and the layer below it (lageandm+ 1) and consider only

the heterotrophic biomass (index and the inert material (indd®, as

these two components make up approximately 99% of the suspended solids
in the simulated case. The downward settling flux from laydo layer

m+ 1 is calculated for the two components as

‘]s,m,a = min(vs,m(xm)xm,a ! Vs,m+1(x m+1)xm+1,a)

_ (6.15)
‘Js,m,b = mm(vs,m(xm)xm,b ’ Vs,m+1(xm+1)xm+Lb)

according to the algorithm by Otterpohl and Freund (1992). Fronto

t=1 h, the system is in steady state and all concentrations ilaytes

from the feed level down to the beginning of the sludge discontinuity are
identical. Att=1 h, disturbances are imposed on the system and the settler
feed concentrationand flow conditions start to change. At sotime
instances the first part of the min-terms will determine the settling flux and
at other times the second part will be the minimum. There is no guarantee
that both flux terms in (6.15) will change at the same time, that is, at some
time the settling flux of heterotrophic biomass will be controlled by the
situation in layem whereas the settling flux of the inert material will be
controlled by the current situation in layer+1. This means that the
particulate material is no longer modelled to settle as a uniform floc but as
individual components, which contradicts the fundamental assumption that
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the biological components are present as flocs. Figure 6.27 illudtiegtes

by showing which part of the min-terms in (6.15) that are active during the
first 15 hours of the simulation at the boundary between layeasd

m+ 1. A value of 1 means that it is the conditions in lagé¢hat determine

the settling flux and a value of O implies that the conditions in laydr

are controlling the flux at the specific time instance. On several occasions,
the settling flux of the biomass and the inert material are determined by
conditions in different layers. Even during steady-state conditieris|f)
some small variations can be detected as a result of the linuteerical
tolerance. This implies that oscillations can never be avaidetletely
when the above algorithm is used.

heterotrophic biomass
- - inert material

active settling flux between layers m and m+1

time [h]

Figure 6.27 Graphs showing which parts of the min-terms in (6.15) are
controlling the settling fluxes oKg yy and X;+X, at the
boundary between the feed layem (and the layeibelow
when using the 30-layer modified Vitasovic model fiist
part; 0=second part).

The system does not seem to become completely unstable, and as the
external disturbances cease, the oscillations are reduced. It should also be
noted that the oscillations are correlated so that an increasing concentration
of heterotrophic biomass in one layer coincides with a decreasing concen-
tration of inert material and vice versa. The bulk flows will in nuases

also have a smoothing effect on the oscillations as it will transport compo-
nents between the layers regardless of the settling fluxes. Therefore, the SS
concentration in a layer does not oscillate as much as the concentrations of
the individual components. This is illustrated in Figure 6.28, showing the
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concentration of heterotrophic biomass, inert material and suspended solids
in a layer 0.4 m below the feed level when using the 30-lmaatified
Vitasovic model (that is, the traditional layer model combined with the
Otterpohl-Freund algorithm).

heterotrophic biomass
— inert material
6L — suspended solids

concentration [g/1]

0 5 10 15 20 25 30
time [h]

Figure 6.28 The concentrations of heterotrophic biomass, ineterial
and suspended solids in a layer 0.4 m below the e
using the 30-layer modified Vitasovic model during a 30-
hour dynamic simulation.

This is not a physically relevant situation unless there are oscillations in the
settler feed concentrations. In the case shown here, the variations of the
settler feed concentratiomse smooth and change accordingFigure

6.22. Note that oscillations in the clarification zone often occlgeasn-

dary effects of the oscillations in the feed layer caused by the upward bulk
movement from the feed layer carrying sludge into this zone. @hgn

the SS concentration in the clarification zone reaches above the value of
the threshold coefficient (3 g SS/I in our case) will the settling fluxes not be
uniquely determined. This is one reason why no oscillations occur in the
effluent in Figure 6.26. Oscillations may also occur in layers below the
beginning of the sludge discontinuity, though most of them are also due to
secondary effects from the layers above. The reason whysthléations

are reduced in this region is because of the large concentration differences
between adjacent layers, which increase phebability (but does not
guarantee) thathe settling fluxes will be uniquely defined, that is,
determined by the situation in the same layer for the different components.
Therefore, the oscillating behaviour is mainly a problem in layers
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between the feed layer and the beginning of the slddgg®ntinuity,
where theconcentrationsre similar. However, secondary effeets|
influence the behaviour in other layers as well. The model ismatse
sensitive to the oscillations as the number of layers increaseSigsee
6.26). It is quite difficult to detect angscillationsfor the 10-layer
modified Vitasovic model during the dynamic simulation in testion.
However, it is advantageous to use a large number of layers, adlkthis
improve the reliability and resolution of the solution. Therefore, we require
a settler model where this can be accomplished without prodresatys

that exhibit the above type of undesired behaviour.

A complete investigation of the oscillating behaviour discussed above is
beyond the scope of this work. However, we can easily demontiedte
the oscillations are due to the switching of the flux terms. In Fi§i2@

the simulations of Figure 6.26 are repeated for the 30-layer model, but with
a slight model modification. During this simulation the settler model is
modified so that the flux terms in every layer alwaysdefined by the
situation in the current layer, that is, the first part of the min-t¢ses
equation (6.15)). All oscillations are removed by such a moubalifi-
cation.
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Figure 6.29 The fraction of heterotrophic biomass afhe suspended
solids in different layers of the settler when using the 30-
layer modified Vitasovic model with modifiedumerical
flux terms during a 30-hour dynamic simulation.
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The above modemodification will, naturally, influencehe complete
behaviour of the model and it is therefore not relevant to make any detailed
comparisons withthe previous results. Another possible approach to
reduce the oscillations is to use low-pass filters, but this will also alter the
dynamic behaviour of the model. A better method is to applyniterial
propagation algorithm presented in Section 5.4 in combination with the
robust settler model.

6.4 Future Model Development

The future potential of the robust settler model is believed tgduel,
primarily for operational applications. The model is easily combméd

other types of models, such as the IAWQ model, and is a useful tool when
developing control strategies for the AS process. However, the model must
be refined further to describe the behaviour of a real settler.

In this chapter, the behaviour of the robust settler modelowagared

with an established one-dimensional layer model. It musrbghasized

that this comparison only reveals various modelling and numerical pro-
blems based on a mathematical analysis. Although the numsoicéibn

of the model has the ability to approximate the analytical solution of the
conservation law, this does not guarantee that the model will predict reality
well. For example, the steady-state concentration profiles do not look like a
‘normal’ profile found in a real settler. The reason for this is, naturally, that
the model is a simplification because several effects are not included in the
constitutive assumptions. On the other hand, the model is consistent and
the previously usedd hocconditions are in the robust model replaced by
formulae that are derived with a strict mathematical analysis by using basic
physical principles and Kynch’s assumption. This means that it is a reliable
platform for future model refinements.

One obvious improvement is to extend the model so that a settler with a
varying cross-sectional area can be described. The theory for this has been
developed by Diehl (1996¢). If the settler area is decreasing towards the
bottom then the height of the steady-state sludge blanket lawaisely
defined within the thickening zone (if there exists a discontinuity in the
thickening zone) based on the feed concentration and the bulk flow rates in
the settler. Moreover, the predicted concentration profile will assume a
more realistic appearance, as illustrated in Figure 6.30.
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Figure 6.30 A steady-state concentration profile in a conical settler using the
robust settler model, from (Diehl, 1996c¢). The simulatealdi-
tions are:A(0)=1250 M, A(D)=100 Mm@, H=1 m, D=3 m,
Q;=1300 n¥/h, Q,=500 n¥/h, Q,=800 n¥/h andX;=3.08 g SSI/I.

A second improvement, which can be implemented, is to indode
biological reactions in the settler. In principle, a complete IAWGHel
(preferably including the production of nitrogen gas) can be used to model
the biological behaviour within every layer of the settler. The inclusion of
biological reactions in the settler model stresses the need {moa
material propagation algorithm as discussed earlier in Sections 5.4 and 6.3.
In particular, extensive denitrificationin the settler has been reported in the
literature (e.g., Siegridt al,, 1995), which may also give rise to secondary
problems, for example, rising sludge. These types of secondary effects are,
however, much more difficult to model accurately.

Hydrodynamic phenomena, such as turbulesbeyt-ciruiting,density
currents and horizontal flow conditions are obviously impossible to include
correctly in a one-dimensional model. However, it is possibiacmde

some of theeffectsof these phenomena in the model, for example, as
suggested by Dupont and Dahl (1995). The approach was discussed in
Section 5.3. On the other hand, this would mean imposing a numadr of
hoc conditions on an otherwise analytically derived model, which is
something that should be avoided if possible. Flocculation and compaction
are other important processes that affect the behaviour of a real settler but
are difficult to model in an accurate and fairly simple manwehout
iImposing newad hocand empirical conditions.
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In order to improve the computational efficiency of the robust model, it is
possible to allow for larger time steps in the numerical algorithm. The time
step is currently defined by equation (5.49) and calculated when a dynamic
simulation is initiated and then fixed to this value, based on a wasst
scenario. Instead the time step could be adjusted on-line laglaptive
algorithm based on the actual conditions in the settler. In this way the com-
putational effort would be reduced, especially when the process is not
exposed to large dynamic disturbances.

Finally, the model must naturally be verified with real data. However, the
purpose of this primary investigation was to investigate whisiathe-
matical analysis of the settler model might reveal.
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PART IV

Modelling the Biofilm Process
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Chapter 7

Modelling Principles — a Review

In this chapter we describe the basic principles of biophmcesses.
Various process configurations are introduced together wakbsaription

of the fundamental process mechanisms. The influence of hayder
organisms on biofilm systems is discussed. A short review of recent pro-
gress within the field of biofilm modelling is also provided. The principles
applied in a state-of-the-art biofilm model are presented in greetaif
(especially the transport mechanisms) together with a numerical algorithm
for solving the resulting system of stiffon-linear partialdifferential
eqguations. Parts of the material in this chapter are covered in [187].

7.1 Fundamentals

A thin layer of microorganisms attached to a solid surface is called a
biofilm. Biofilms can develop on almost any kind of surface exposed to an
agueous environment. In wastewater treatment they are uséichioate

and oxidize organic and inorganic components from the wastewater. The
basic feature of the biofilm reactor is the heterogeneous nature of the
processes. The reactor involves a solid medium to which the bacteria are
fixed as a matrix, the surface of which is exposed to water passing through
the reactor. The essential feature of this configuration is the need for the
substrates and the resulting products to diffuse through the bidfiis.
purely physical phenomenon has turned out to be crucial tariter-
standing of the performance of water purification in biofilm reactors. The
biological mechanisms occurring within the biofilm are quite similar to the
ones described for the activated sludge process in Chapter 3.
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Process Configurations

Biofilm techniques are generally used in small sewage wa#sjing
populations of less than 20000 (Halling-Sgrensen and Jgrgdigs),
They tend to be higher in capital costs but lower in running dbats
activated sludge plants.

Many different types of reactors have been developed over the(gears
e.g., Arvin and Harremoés, 1990). The oldest is the traditional filter, which
was employed already before the turn of the century — initially as a
screening device, but it was soon realized that the dominmatichanism

was biological degradation more than simple screening. That led to the
development of the trickling filter, where the wastewater flowgayity

as a free surface stream over a porous medium (today usyaltgte
material) packed in a reactor. The rotating biological contactor process can
be dated back to the turn of the century. In this process the rofetosy
covered with biofilm, are partially submerged in wastewater. Mecent
process types include submerged filters with either upflowoanflow

and the so called fluidized beds, where spherical particles coated with a
biofilm are fluidized by upflowing wastewater. The sizes of pheticles

used in fluidized beds typically range from 0.1 to 1 mm andcéneer
material can be sand, glass beads, coal, activated carbon, etc. The different
process configurations are schematically described in Figure 7.1.

The main advantage of the fixed film processes is that Wdmetric
densities of microorganisms can be accumulated by natural attachment as
biofilms. This high density of biomass accumulation allexsellent
treatment performance in fairly small reactor volumes, which is economi-
cally beneficial. Other important factors are that — for most processes — the
need for sedimentation is very limited, normally there is no need for sludge
recirculation (Henzeet al, 1992) and sometimes there is no need for
recirculation of the effluent (Rittmann, 1989a). Moreover,tthditional
trickling filter process is practically self-controlled and may in some cases
also have an ability to survive shock loads of toxic wastes due to the
relatively short retention time of the wastewater in the reaegtbich
means that only organisms on the surface of the film wilhfiected
(Grady and Lim, 1980). This only holds if the duration of the tekiack

load is very limited. However, the limited flexibility and controllability of
the process may also be regarded as a disadvantage. Theaerant
process configuration, for example fluidized beds, are more sensitive to
short-term changes in the influecincentrationslue to theextremely
short hydraulic retention times (a few minutes). Therefore, effluent recircu-
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lation is usually practised to control the flow velocity, the degree of bed
expansion and the inlet substrate concentration (Rittmann, 1989a).

Trickling filter

|VVVVVVVVVVVV YYYYYYYYVYYYY

I S

Submerged filters Fluidized filter

— —~—— —

—— —ap— ——

up-flow down-flow

Figure 7.1 Biofilm reactors used in wastewater treatment.

Applications for most biofilm processes extend far beyondrtwitional
aerobic treatment of sewage and industrial wastewaters. Some of the most
interesting applications include methanogenic treatmentastewaters,
nitrification and denitrification of many wastewaters and drinkaagers

and detoxification of waters containing hazardous organic chemicals. The
excellent biomass retention and relatively short hydraulic detetmnas

of biofilm processes make them attractive when bacterial growth rates are
slow or when the compounds are inhibitory or slowly degraded.

Process Mechanisms

Typical biofilms are only a fraction of a millimeter thick. Over thieort
distance the physical and chemical conditions in the biofilm dnagti-
cally change, for example, from aerobic to anoganditions.These
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changes lead to the formation wiicroenvironments, whicimay house
completely different types of microbial species. Different zones may
develop as a function of the loading of substrate to the biofilm. According
to Kinner (1983) the most varied biofilm induced by a healgded
wastewatercan have fourdramatically different layers, composed as
follows:

« an outer layer with heterotrophic oxidation of orgacacbons,
nitrification, denitrification and sulphide oxidation;

» a second microaerophilic layer with denitrification dadnen-
tation;

« an anaerobic layer with sulphate respiration and fermentation;

* an anaerobic layer adjacent to the support material with methano-
genesis and fermentation.

If the wastewater becomes less heavily loaded, or possibly acquires a
different composition, the biofilm will be built up of the two uppeyers
or consist of the top layer only.

The behaviour of a biofilm is determined by a varietybidlogical,
chemical and physical processes internal to the biofilm as well as by
interactions between the biofilm and its environment. The biofilm and its
environment form a very complex system, which is often difficult to
analyse experimentallgue to itsheterogeneityand smalldimensions.

Thus, mathematical models represent important tools in bio&smarch

and applications. Models aid the researcher to state and test hypotheses, as
well as represent and interpret data. In practagallications,models
provide means for prediction of biofilm behaviour and for failure analysis.

The major difference when modelling biofilm processes comparéd
suspended-growth processes (etge AS process) is the necessity to
include equations describing some of the material transport processes in
the biofilm and at the interface between the film and the liquid phase, e.g.,
molecular diffusion, turbulent diffusion, advection, attachment and
detachment. The biological reactions within the biofilm can onother

hand be modelled in a similar manner as in a suspended-growth bioreactor,
thoroughly described in Chapter 3, although concentrativang vary
significantly as a function of the biofilm depth. Therefore, biofilm models
are generally more complex and contain a very large numberodél
parameters compared with activated sludge models, which often only deal
with the biological reaction mechanisms.
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Molecular diffusion is driven by a potential energy gradient related to
Brownian motion (Gujer and Wanner, 1989). Within the biofilm, two
forms of potential energy are of prime importance: (1) the chemical poten-
tial and (2) an electrical potential for electrically charged particles. The
molecular diffusion is governed by three forces:

« a concentration gradient expressed in the form of Fick’s first law
of diffusion;

» a gradient of the so called activity coefficient, which depends on
the local chemical environment, usually considered negligible in
biofilms;

* a gradient in the electrostatic potential, which may be due to
electrical interactions between charges in the solution or between
charges in solution and charges fixed to the solids matrix.

Moreover, the diffusion is usually considered to be affected stagnant
liquid layer adjacent to the biofilm, through which the soluble matter must
diffuse before reaching the actual biofilm. A method for determining the
thickness of this boundary diffusion layer is described by Bouwer and
McCarty (1985). An example of a typical oxygen concentration profile in a
biofilm is shown in Figure 7.2.

b pulk water liquid film biofilm

(o]

oxygen concentration [mg/l]

—
-100 0 100 Z [um]

Figure 7.2 Example of an oxygen concentration profile inbefilm
including boundary layer diffusion.

Turbulent (or eddy) diffusion is driven by eddies of different scale and
results in a net transport of matter in the direction of the negative concen-
tration gradient. If the scale of the eddies are considerably smaller than the
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scale of the biofilm system over which these gradients anatefest,
turbulent diffusion is described in analogy to Fick’s first law.

All solid biofilm phases are subject to a common advection process. If any
one attached particle moves, this causes displacementeigtsbouring
particles. Therefore, the advection velocity is identical for all Sokde-

rials due to their production (e.g., biomass growth) or of a volume change
of the liquid phase. This process may cause local chandgemass
composition.

The so callednterfacial transfer processese those specific for the
interface between the two bulk compartments in a biofilm sysbenk;

water and biofilm matrix. These processes include attachfdeposition

of particles on the biofilm) and detachment, which may be sepan&ed

four differentmechanisms: erosion, grazing, abrasamd sloughing
(Rittmann, 1989b). They are physical processes, but stiljamerally
accepted rate expressions are available (Gujer and Wanner, 1989). Accord-
ing to Arvin and Harremoés (1990), the removal of particulate matter from
the bulk water phase depends on aspects such as the

» size and the charge of the particulate matter;

* size, shape and chemical composition of the support media;
» surface configuration of the biofilm;

 hydraulic flow regime.

Bouwer (1987) suggests an attachment model based on Stoke’s law to
predict the flux of particulate material towards the surface of the film and a
sticking efficiency parameter to describe the fraction of collisions between
suspended particles and the biofilm interface that result in paaticleh-

ment. Erosion has been studied by Trulear and Characklis (1982), who
indicate that nutrient supply, biofilm thickness and hydraulic shear are
iImportant factors. Furthermor&éhe shear stress history of theofilm
apparently influences the rate and extent of erosion. Grazing réasutts
protozoa and other higher order organisms feeding on the outer surface of
the film and abrasion is caused by the collision or rubbing together of
particles (e.g., in fluidized beds), some of which are covered with biofilm.
The cause of biofilm sloughing, that is, the periodic loss of large patches of
biofilm, is also poorly understood. Harremaaisal. (1980) reporthat
sloughing is due to the development of nitrogen gas bubbles lavtiee

layers of a denitrifying biofilm. Other researchers speculate that sloughing
occurs as a consequence of nutrient deficiency in the depth of the biofilm.
No single mechanism for this process has been accepted (Gujer and
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Wanner, 1989). Some of the most essential phenomena occurring in a
biofilm process are illustrated in Figure 7.3.
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Figure 7.3 lllustration of some essential phenomena in a biofilm process.

The density and thickness of the biofilm are other important faatoes
modelling attached-growth systems. There is generally very &itén
qualitative information available on the mechanisms affectinglémsity

and internal structure of the biofilm (Arvin and Harremoés, 1990). There-
fore, it is common to assume a homogeneous biofilm witorestant
density. Arvin and Harremoés also report that the thickness diahibn

Is primarily controlled by the following factors:

» growth of active biomass as a result of influx of substrate;
» decay of active biomass;

« accumulation of inert organic material from the decawnaiive
bacteria;

» accumulation of polymers from the metabolism of the substrate;
 attachment of suspended particles from the bulk liquid;

» erosion of small particles from the surface of the biofilm;
 sloughing of large patches of the biofilm.

The influence of higher order organism through grazing will also affect the
thickness of the film although the mechanisms are not welkrstood.

Due to the large number of involved processes the ability to predict the
thickness of a biofilm is relatively poor (Halling-Sgrensen dmdensen,
1993).
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Most theories for substrate removal in biofilm reactors suffer from the fact
that they deal with soluble substrate alone. As most wastewaters contain a
significant fraction of non-diffusible matter, this is a major drawback. The
difficulties of modelling the attachment process was discussed above, but
also the degradation mechanisms for the attached particulate matter is not
known in detail (Arvin and Harremoés, 1990). There are pnmary
hypotheses for the hydrolysis process affecting attached particulate matter.

1) The degradation takes place by hydrolysis through the actiextraf
cellular enzymes, either on the membranes of the bacteria (Baner;i
al., 1968) or released to the water (Larsen and Harremoés, 1994). This
may lead to the release of soluble products to the liquid phase, which is
then transported into the biofilm by diffusion.

2) The hydrolysing enzymes are attached to the surface of the bacteria and
the products are absorbed directly by the bacteria agyitielysis
takes place (Takahasht al, 1969; Sprouse and Rittmann, 1990).

In AS systems, the hydrolysis mechanism is often found to beathe
limiting process of the system and it is an important feature A&
model. Consequently, it is not unrealistic to assume thdutidamental
function of the hydrolysis process is equally important in biofiiretems

as well. The fate of the particulate organic material will also influence how
to model the decay mechanism of microorganisms within the biofilm.

Higher Order Organisms

The complexity of the biofilm process was clearly indicated in the previous
subsection. However, one important factor, which was not discussed in
detail, deals with the influence of predators on the behaviour of the biofilm
process. Protozoa and microscopic metazoa — in this worginiplicity,
defined as microfauna — as well as fungi and algae are normally found in
large numbers in biofilm processes (Bishop and Kinner, 1986jough

their specific role when describing the mechanisms of the biofilm is
usually neglected, it is often suggested that they strongly affect the overall
process result (Staldt al, 1989; Arvin and Harremoés, 199(0igh
grazing pressure may increase the turnover rate of biomass, affect nutrient
recycling and growth rate, significantly shorten the cell retention time, and
influence the structure of the biofilm. Moreover, the grazing may be either
selective (i.e., only affect certain types of organismsham-selective.
Curds (1992) gives an excellent description of the higher @ng@nisms
found in wastewater treatment plants and their role in the processes. In this
subsection, a short review of Curds (1992) is provided.
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The most common group of higher organisms found in wastewats¥

ment plants are probablgrotozoa. Theyare normallysingle-celled
eucaryotic (i.e., have a nucleus bounded by a nuclear envelope and are
elaborately differentiated by a series of membrane systergahisms.
Protozoa are capable of reproduction, feeding, movement, excretion and
respiration. The majority of protozoa are within the size range of 5 and 250
Hm in diameter. At present more than 65000 protozoan species have been
described and they are found in all moist habitats.

Protozoa are more abundant in aerobic sewage-treatment processes than in
anaerobic processes. For example, it is common to find numbers in the
order of 50000 cells per millilitre in the mixed liquor of an Afnt.
Calculations based on such numbers indicate that protozoesooatitute
approximately 5 % of the dry weight of the suspended solids in the aeration
tank. According to Curds (1992) the most important protozoa found in both
biofilm and AS processesre ciliates. Most of themare sedentary,
attaching themselves directly to the microbial films by means of a stalk. A
few are crawling forms and all the ciliates are known to feeblagteria.
Some of the most commonly found ciliates in sewage-treatpnec¢sses

are shown in Figure 7.4.

In processes where the microbial film is held in a static poswiitm
respect to the flow of liquid (e.qg., trickling filters and rotatinglogical
contactors) different organisms thrive in different positions.éxample,

as sewage passes through the depth of a biological filter it is purified by
microbial actions so that conditions at the top are very different from those
at the bottom. This leads to different protozoan populations at the top of
the filter compared with those below. This vertical stratificationrgi-
nisms in a filter depends on many interrelated factors which are extremely
difficult to unravel. However, generally there is a change ftbose
species in the surface layers which utilize soluble organic substrates, to
those in the middle which feed on bacteria, to those at the bettooh

feed upon ciliates.

In an activated sludge plant the situation is different. Both the sewage and
the microbial film or sludge floc flow down the aeration tank together and
the organisms live in an ever-changing environment. After a period of low
dissolved oxygen concentration in the settling tank, they are recirculated to
be mixed with raw influent wastewater in the aeration tank. fiked
medium is introduced into the aeration tank at various intervals along its
length different protozoa colonise the medium and some of them are
different to those growing upon the sludge floc.
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Note! No figure available.
Figure 7.4 Some ciliates commonly found iwastewatertreatment

processes, from (Curds, 1992). Frachelophyllum pusillum
B: Chilodonellauncinatg C: Cinetochilummargaritaceum
D: Aspidiscacicada (vental and rear views); EEuplotes
affinis; F: Vorticella convallaria (extended anatontracted);
G: Carchesium polypinupH: Opercularia coarctata

While there is a significant amount of information concerning the role of
protozoa in the AS process, little work has been carried out on the role of
these organisms in biofilm systems. However, as there is a great deal of
similarity between these aerobic processes it is reasonable to abstime
the protozoa play a similar role in each. To the author’'s knowledge no
studies have been made on anaerobic processes.

Protozoa were originally thought to be harmful to the AS process. It was
argued that, as they feed on the bacterial populations, they inhdod-
bial degradation processes. This has been shown to be untrue. Today, most
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authorities agree that protozoa play a secondary but nonetheless important
role in wastewater treatment processes. During protozoadredtions,

AS plants produce highly turbid effluents of inferior quality and the
turbidity is significantly related to the presence of very large numbers of
bacteria suspended in the effluent (hundreds of millions per millilitre) and,
consequently, the suspended solids concentration in the efflueatyis

high. By adding cultures of ciliated protozoa a dramatic improvement in
the effluent quality can be detected within a few days (when the protozoan
populations become properly established).

There are at least two ways in which protozoa might causentireve-

ment in effluent quality; either by flocculation or by predation. There is a
considerable amount of published evidence showing that pure cultures of
protozoa can flocculate suspended particulate matter and bacteria. In many
species flocculation is thought to be brought about by the secretion of
certain substances by the organisms. It is evident that the vast majority of
ciliates found in AS processes can feed upon a whole varidigatéria

likely to be present in the process. Studies using batclcamihuous-
culture methods have supplied sufficient data to be able to assess the
quantities of bacteria likely to be removed by protozoa. It sebats
protozoa could, by predation alone, easily account for the removal of
dispersed bacteria in the activated sludge of the experiments. It is therefore
likely that the major role of the ciliated protozoa in aerobastewater
treatment processes is the removal of dispersed growths of bacteria by
predationand thatprotozoa-induced flocculation iaot of anyreal
iImportance. Flagellated protozoa and amoebae also feed upon bacteria and
they play a similar role. Furthermore, the amoebae may also have the
ability to ingest flocculated bacteria, which would have the effect of
reducing sludge production.

Obviously, protozoa play a favourable role in the AS process. However, it
Is questionable how much of the above description is applicable to biofilm
systems. In the next chapter, the results of an experimental investigation on
the influence of higher order organisms on the behaviour @eanbic,
nitrifying biofilm system is presented. These results indicate that the higher
order organisms may also have a significant negative effect on the overall
performance of the biofilm process.
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Model Development

The modelling of biofilm processes has been an on-goingdwancing
enterprise since the early 1970s. Early work (e.g., Vaughah, 1973;
Atkinson and Davies, 1974; Williamson and McCarty, 199&rremoés,
1976; La Motta, 1976; Harremoés, 1978) focused on the most fundamental
phenomena of soluble substrate utilization and transport into and within the
biofilm (mainly due to molecular diffusion). Thesevestigationshave
shown that the removal of soluble substances is governediffigion
resistance tothe movement of the substrate into the biofilmefore
degradation in the interior of the biofilm. The models were egheple
steady-state models or a dynamic model was used to describalubke
components whereas a steady-state madked used to describe the
biomass. The rate of reaction in a biofilm was based on the concept of
limiting substrate. If the wastewater is aerobic, the limiting subsiniite
consist of oxygen, organic carbon or ammonia. The intrinsic reatten

of a limiting substrate is described, depending on the authors, as a Monod-
type, first or zero-order equation (see Section 3.2). Subsegquekt
(Rittmann and McCarty, 1980; Rittmann, 1982) addressed the growth and
loss of the biofilm and the establishment of a steady-state biofilm, or one in
which biomass growth just balanced the losses to yield a biofilm with no
net change of biomass over time.

In the mid 1980s, the first models appeared, which allowetidosient-
state modelling of biofilms (Rittmann and Brunner, 1984; Chang and
Rittmann, 1987a; Chang and Rittmann, 1987b). At the same tinfesthe
dynamic models to describe the distribution of different competing or com-
plementary bacterial species were presented (Ketsal, 1984;Wanner

and Gujer, 1984; Wanner and Gujer, 1986).

The model of Wanner and Gujer is based on the continuum approach, that
Is, a particulate component is not characterized by the shape, size and
location of its cells in the biofilm, but by quantities which apatial
averages over a small biofilm volume element. It is also a one-dimensional
description, i.e., only the space coordinate perpendicular to the substratum
Is considered. These two concepts are still the basis of practically all bio-
film models used today (Wanner, 1996). During the last decade the model
has been further refined and is today the most generally acaapthd-
matical model for describing the behaviour of the biofilm process. It is
further discussed in Section 7.2.
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Until recently, it was believed that all biofilms consist of a continuous, gel-
like matrix in which microbial cells are embedded at random. New sophis-
ticated experimental observations (Costerédnal, 1994) have now
revealed that biofilms exist in which there are clusters of micrcbld

and pore channels of the size of a hundred micrometers, which form more
or less independently. A hypothetical biofilm structure is shown in Figure
7.5. Modelling this type of structure may require two or three-dimensional
models though this is not feasible today, as the mechanisms are not known.

Note! No figure available.
r m

[ _

Figure 7.5 Structure of a hypothetical biofiim drawitom a large
number of Confocal Scanning Laser Microsc¢@yLM)
examinations of different biofilms (Lewandows&i al,
1995). The arrows indicate convective flow within thater
channels.

The effects of the biofilm structure and porosity on the microbial distribu-
tion, mass transport anbiodegradatiorare today some of theost
interesting fields of biofilm research (e.g., Etu al, 1994; Zhang and
Bishop, 1994a; Zhang and Bishop, 1994b; Bishbpl, 1995; DeBeer

and Stoodley, 1996; Lewandowski and Stoodley, 1996). New methods for
investigating the biofilm structure have also been proposed (&ilgbs

and Bishop, 1996) and even methods based on fractal analysis are
suggested (Hermanowiez al, 1996). As more knowledge and data about
the biofilm structure become available, it may be possible to include these
new concepts in a general biofilm model.

The importance of hydraulic phenomena on the biofilm proceatsts
acknowledgedNew methods are beindeveloped to investigate the
hydrodynamic conditions at the biofilm-water interface (e.g., Schiredler
al., 1995). Some initial attempts have also been made to cbigfiken
models to models describing detailed microscopic hydrodynph@no-
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mena in two dimensions (Chext al., 1994; Cunninghanet al, 1996).
These types of models require extremely powerful computers for perform-
ing simulations and the approach is definitely not yet applicable for general
biofilm modelling.

The influence of higher order organisms on the behaviouiaflm
systems is practically always neglected in available mathematical models.
Several attempts have been made to include protozoabiakngical
models, but only in models describisgspended-growth syster{eg.,
Curds, 1973; Curds, 1992; Ratsakal, 1993; Ratsakt al, 1994). It is

also realized that problems may occur when modelpnedator-prey’
systems, e.g., models of Volterra, Leslie-Gowsolling-Tanner and
Lotka-Volterra, which often lead to chaotic solutions. Such systems can be
studied in, e.g., Renshaw (1993) and Sabin and Summers (1993).

7.2 A State-of-the-Art Biofilm Model

The model we will discuss in this section is based on the formulation by
Wanner and Gujer (1984; 1986) and further extended in Wanner and
Reichert (1996).The model isincluded in the simulation program
AQUASIM (Reichert, 1994a; Reichert, 1994Db; Reichert and Ruchti, 1994;
Reichertet al, 1995) developed athe Swiss Federdinstitute for
Environmental Sciencand Technology (EAWAG). AQUASIM is a
general simulation and data analysis tool for laboratory, technical and
natural aquatic systems (the current version contains modeisifed
reactors, biofilm reactors and river sections), although we will only discuss
it in connection with biofilm modelling (see also Appendix The
program allows the user to define an arbitrary number of substances to be
modelled and it is extremely flexible in the formulationti@@nsformation
processes. It not only offers the possibility of performing simulations but it
also provides methods for system identification (sensitivity analysis and
automatic parameter estimation) and for estimation of the uncertainty of
calculated results. In this section we will primarily discuss rttagor
modifications of the original model by Wanner and Gujer (1986).
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Model Concepts

The biofilm model is basically a ‘mixed’ model, which includesiecha-
nistic core (e.g., mass balance equations) and empirical expre&si@ns
mathematical functions to describe attachmand detachment). The
extensions of the original biofilm model is primarily due to seve@tnt
experimental findings (Wanner, 1996):

» transport of dissolved components in the biofilm is algtays
due to molecular diffusion only;

» transport of particulate components cannot be exclusively related
to the net growth rates of the microbial species in the biofilm;

 the liquid phase volume fraction (porosity) of the biofilm is not
constant;

» simultaneous detachment and attachment of cells and particles at
the biofilm surface is an essential process.

As a consequence of applying the continuum concept, informebiount

the biofilm structure at a micrometer scale is lost. However, this is not a
problem unless the objective of the modelling is to investigatiEm
processes at the scale of individual cells, in which casedhgnuum
approach is not applicable. In a similar way, some features dfiahbn
structure are lost due to fact that the model only considerspaiel
dimension, perpendicular to the substratum.

Model Structure

The biofilm model is based on the conservation law, written pesrteal
differential equation (cf. Sections 5.2 and 5.4)

~

dp(z,t) L 9z
ot 0z

=7(z,1) (7.1)

wherea is an array of one-dimensional densities describing the quantities
of the properties per unit lengiJ, is an array of one-dimensiorfaixes
describing the quantities of the properties transported per unit time relative
to the resting frame of reference endre defined as the producticates

of the properties per unit time and unit length of the system syhiol

‘A’ is used to distinguish one-dimensional variables from variakils
traditional dimensions. The space coordimgtéefined perpendicular to

the substratum, is calculated positively from the substratura afldat the
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film-substratum interfacésee Figure 7.3). Note that theathematical
model in AQUASIM is actually based on (7.1) written in the integral form
(Reichert, 1994b), cf. equation (5.2).

The dynamic state variables are naturally divided into vapausculate

(%) and dissolved substance&) (They are represented bgncentrations
averaged over planes parallel to the substratumX-tive concentration is
defined as mass per unit of total volume (including both water and par-
ticles) and for§ as mass per unit water phase volume (excluding the
volume of the particles). I denotes the density of particles of typ@s
mass per unit of particle volume, defined to be constant over time and
space in AQUASIM), then the volume fraction of the water phgsef

the total reactor volume is given by

g=1- — (7.2)

whereny is the number of modelled particulate variables. Note that the
soluble concentrations per unit of total volume instead of concentration per
unit water phase volume, are easily calculated by multiplgiby S.

While the particulate substances are suspended in the bulk weaiare,

they form the solid matrix of the biofilm. Therefore, growth of particles in
the depth of a biofilm leads to an advective displacement of the biofilm, if
the additional particulate volume is not increased only at the expense of the
volume of the water phase in the biofilm. The displacement velogityat

the locationz is given as the total volumproduction between the
subtratum-biofilm interface at=0 and the positioa

Vg =— H; il P EAdz (7.3)

whereAis the surface area of the biofilm ang is the net production rate

of the particulate substance of typé&he first term in the integrand is the
volume production due to growth of particulate substances and the second
term is the volume production of free water volume betweepdhtcles
(subscriptF’ implies within the biofilm). It is a common assumptibat

the volume fraction of the water phase within the film remains constant. In
this case, free water volume production is proportionapddiculate
volume production. The volume production term is therefore described as a
sum of this generic term and an excess rate
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__&F ¥ Txky,

1-&F k=1 ok

£ - (7.4)

rgl,F

If the last term is zero then the volume fraction of the water phase in the
biofilm is constant, as in the original model (Wanner and Gujer, 1986). On
the other handr; may now be defined as a mathematical function of
time, distance from the substratum, growth rate or any other variable in the
model and can consequently be used to model the fact thatatiee
volume fraction of the film may not be constant. This is one offdoe
important improvements othe modified biofilm model, listed at the
beginning of this section. By combining (7.3) and (7.4), ddeective
velocity of the biofilm solid matrix can be rewritten as

1 ZD 1 nX rX k D
— +r. —Adz 7.5
IE]- 5||:k =1 Py EI’FE (7.5)

The flux due to diffusion of soluble material is modelled according to
Fick’s first law, i.e.,

9s;
‘Jdlff SJ € FDS,j 07 (7-6)

whereDg is the diffusion coefficient for the soluble substance of fype
However, to describe some of the recently found phenomena where the
molecular diffusion appears to be influenced by other processeslhs
(e.g., tortuosityand turbulence intothe film), the diffusivity (Dg) Is
regarded as asaffectivediffusivity. It may be modelled as a function of
biofilm density, thickness, depth, time or any other model variable, instead
of describingDs as being directly proportional to the molecular diffusivity

in pure water in thdraditional manner. This ishe secondmportant
modification of the new biofilm model. In a similar way theundary

layer resistance, which makes it possible to limit the mass transfer between
the film and the bulk water phase, is included in the model.

In order to account for transport of cells and particles indihection
opposite to that of the displacement veloaity the original model is
extended by an additional transport process, which is independent of
microbial growth and is described as an effective diffusion process of
particulate substances according to



302 Modelling Aspects of Wastewater Treatment Processes

oX,
Jaitf x,j = ~Dxj e (7.7)

Note thatDy ; is not the molecular diffusion of particles in water but a way

of modelling changes of the biofilm due to detachment and attachment of
particles within the film. In AQUASIM this process is only active when a
so calleddiffusive biofilm is modelled. When using aigid biofilm,
changes of biofilm structure at a given distance from the substratum is only
due to advection caused by growth or decay in the layers below or at the
actual location, as in the original model (Wanner and Gujer, 1986). The
effective diffusion of particulate material is a purely empirical description
and there are still experimental observations that remain unexplained by
this model extension (Wanner, 1996).

The biological reaction mechanisms are in AQUASIM provided by the
user, depending on the type of process which is to be modelled. In a
normal case with normal influent wastewater, these mechanisrofieme
modelled in a similar fashion as suggested in the IAWQ model (e.g., Gujer
and Boller, 1990). Throughout this section we only describertres-
formations byrg; andry ;, which are the net production rates for a specific
soluble and particulate substance, respectively.

We can now define the three functions in (7.1) in order to derive a
complete model of the biofilm process. The one-dimensional densities of
the conservation law are given by

0Xg; O

p= Efl,FSF,j S} (7.8)
5 &F o

The fluxes corresponding to the above densities are

0 « _p. e O
O VEXEj ~Dx ’ O
0 J J 0z 0
j—EL(l €5 VeSe — &£ as”%} 7.9
_D I,F F~F,j I,LF~'S,j 0~,Z 0 ( . )
N ny Dy : OX ¢ N
[] El FVF + ZXAJ []
A ’ = p 0z =
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The first element of (7.9) represents the flux of particusatestances
within the biofilm. The first term of this element describesatieective
motion of the biofilm matrix due to growth processes, cf. (7.5). The second
term describes changes in a diffusive biofilm solids matrix by an effective
diffusion process, see (7.7). The second element of (7.9) represents the flux
of dissolved substances within the biofilm. The first term describes advec-
tive transport due to water flowing into the film to compensate for volume
changes produced by growth processes. It can often be neglected due to the
slowness of microbial growth compared with diffusive processes. The
second term describes the diffusive flux of dissolved substances in the
film, see (7.6). The last element in (7.9) represents the flux ofnfader
volume (not the water flux) within the biofilm. The first tedascribes
advective motion and the second describes volume changes due to the
effective diffusion process of particulate substances. To complete the
definition of the conservation law (7.1), the transformation rates are simply

R T
F=lr; Tsj Tg. | A (7.10)

The actual transformation rates will be defined by the biological processes
included in the model by the user. All these rates specify transformation of
mass (or volume) per unit of total biofilm volume including the volume of
the particles. Based on (7.8), (7.9) and (7.10), we can expand (7.1) and
rewrite the equations by using (7.4) and (7.5) into the form dredow.

The conservation of the different particulate substances is given as

2=y o D..
e F o TARBTX g, 5

(7.11)
e XE,j nZX Iy x U
ELF HXJ 1- 5||:k1pk5
the conservation of the different soluble substances as
0S-. 1-¢ 0S; . Ny r
Fi _ Ly 2R, 1 ™ Iy S:.
ot €l F 0z  &rka1Pi
ilil:] Nx DX,k aXF,k D (7 12)
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and for the conservation of the free water volume as

— == ——— : —t(l-¢ r. .
ot Foz Az & Py 0z B ( "F) ar (7:13)

Equation (7.11) describes the time evolution of tdomcentrations of
particulate substances at a fixed position in the biofilm. The first term on
the right hand side is the change in concentration due to advective motion
of the biofilm matrix, the second term corresponds to changes due to a
possible effective diffusion process of particulate material irbtb&m,

the third term models dilution of particles caused by growth ofvirer
volume and the last term describes concentration changes duewtit
processes of particulate components. Equation (7.12) describgsi¢éhe
evolution of the concentration of soluble substances at a fixed position in
the biofilm. The first term corresponds to the advective fluxvater
transported into the biofilm to compensate for volume chapgekiced

by growth. The second term describes growth of concentration due to
growth of particulate species (movement of a cell membrane due to growth
increases the concentration of a dissolved substance not consumed in the
growth process, i.e., not crossing the membrane). The nextennts
describe changes in concentration of dissolved substances avegeto

flow caused by effective solid matrix diffusion of particles and due to
diffusion of dissolved substances in the water phase, respectively. The last
term is due totransformation processes consuming or producing the
dissolved substance under consideration. Equation (7.13) describes the
changes of free volume within the biofilm solid matrix. The first term is
due to advection of the solid matrix, the second term is dwdfdotive
diffusion of particles and the last term is due to a user-de&nwgarical
expression of how changes occur in the free volume.

In order to completely define equations (7.11), (7.12) and (7.13), the
geometry of the biofilm must be defined by specifying the surface area of
the film. The areaX) is described as a function of the distance from the
substratumz, which means that many different geometreas be
modelled (e.qg., plane film, film on a cylinder, film inside a cylindiém

on spheres).

Time evolution of the biofilm thickneskg, is given by

die _

7.14
at Vi ( )
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where due to attachment and detachment processes, the invettasty
v, is not exactly the same ags(Lg). Instead the relationship between the
two velocities are

VL =Ve(LE) = Vge + Va (7.15)

where vy, and v,, are the detachmentand attachmentvelocities,
respectively. In AQUASIM, the detachment velocity can be defined as a
global velocity equal for all particulate components. In this case it may be
a function of any model variable (e.g., biofilm thickness, tigrewth
velocity). The second possibility is to define individual detachment coeffi-
cients ) for each variableq. In this case the detachment velocity is
given by

1 ™ KgexXEk
\ 7.1
de = 1- gl . kzl pk ( 6)

The attachment velocity is modelled in a similar fashion as

1 ™ Ky Xk

\'
ek p (7.17)

wherek,,; is the attachment coefficient for the varlaﬂeThesubscnpt
‘L’ indicates thatX, ; is the concentration of a specific particulate sub-
stance at the mterface between the biofilm and the liquid boundary layer.

In order to successfully model simultaneous attachment and detachment, a
diffusive biofilm must be assumed. Otherwise, the attached welldd

form the outer layer of the biofilm and would consequently be removed by
the detachment process, instead of allowing attached celsigm@ate
through the biofilm. This is achieved by the effective diffusion process for
particulate material, see equation (7.7).

Furthermore, in AQUASIM the biological reactions in the bulk phase are
simulated in parallel with the reactions within the biofilm, if tier
requests it. This makes it easy to model situations wheréaytiraulic
retention time is so large that reactions in the bulk phase cannot be
neglected. The equations governing the dynamic behaviour ofwaite
concentrations of particulate and dissolved substances outsidmfita

is modelled as a mixed reactor. The only complication is that the fgctor
has to be introduced into the equations for dissolved variables to correct for
the water phase volume. Also note that the model describing the biological
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transformations within the biofilm may be completely different from the
model describing the reactions in the bulk phase.

Numerical Algorithm

In order to numerically solve the stiff and non-linear systermpastial
differential equations (PDE), AQUASIM uses timethod of lines solution
technique(e.g., Schiesser, 1991), as described in Reichert (199His).
means that the PDEs are converted into a set of orduifieyential
equations (ODE) and algebraic equations (due to the boundary conditions)
by discretization in space only. Based on this discretizatiomsistent
initial conditions must be defined for the model (as close as possible to the
conditions specified by the user). This is done by a modiledton
algorithm, where the global convergence behaviour is improved by a
flexible step-reduction mechanism guaranteeing monotonic decrease of the
error term of the equations, and also the calculation of the matrix of partial
derivatives at each iteration is simplified by a special updatigagyithm,
compared with the original Newton algorithm.

The numerical flux terms at the boundaries are calculated either by a first-
order approximation, which leads to smooth solutions dusutoerical
diffusion, or a second-order approximation, which must be combined with
a flux-limiter method to avoid oscillations in the numerical solutimse

to sharp density changes or discontinuities {lcé Godunovalgorithm
described in Section 5.4), see LeVeque (1990). The new set of ODEs and
algebraic equations are thetumerically solved by a modifieGear
algorithm (Petzold, 1983). This algorithm is a variable-step, variable-order
method with a special error control criterion suited for sol\stifj
systems. Moreover, the positions of the grid points are modifiedmi-

cally as the biofilmthickness varies, althougie relativedistances
between the grid points are maintained. The algorithm coutddukfied

to dynamically resolve areas of high curvature of the solutions, by shorten-
ing the distances betweethe grid points in such regionthereby
improving the numerical results (Reichert, 1994b). Finatgady-state
solutions for biofilm processes in AQUASIM are obtainedsbyulating

the system forward in time with constant boundary conditions (relaxation).

The description of a state-of-the-art biofilm model given in this section is
primarily a review of Reichert (1994b), where more details cafolned.

The complete set of necessary boundary conditions for numerically solving
the system is also provided by Reichert.



Chapter 8

Modelling Microfauna Influence

In this chapter the results from an experimental study are presented. The
effects of microfauna influence on the nitrification capacity oharobic
suspended-carrier biofilm system were investigated. From the experimental
results a few hypotheses on the role of microfauna are formulated. A
number of different modelling approachasd modelextensions are
suggested, based on these hypotheses. The capability of the models to
predict theinfluence of the higher orderorganisms isinvestigated,
focusing on thesteady-state behaviour dhe models. Thenumerical
results are validated against the experimental data and vanoliems

are discussed. Parts of the material in this chapter are covered in [187].

8.1 Experimental Study

In this section, the results from an experimental study are presented. The
purpose of the experiment was to determine the influence of higtier
organisms onthe behaviour of an aerobic, nitrifying biofilm in a
suspended-carrier system. More details about the study can be found in Lee
and Welander (1994).

Hybrid Systems

A process scheme tested at many municipal WWT plants durinigtéhe
1980s was based on a combination of a biofilm system aud@ended-
sludge system (Schlegel, 1988; Middeldorf, 1989; Anders$9080;
Bonhommeet al, 1990). The reasons for combining the processes were to
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* increase the reactor capacity;

* increase the biomass content in the system withoaddiional
loading of the unit process;

« achieve a better and more stable nitrification in existing AS plants.

The principle was to immerse a biofilm carrier material intoaeobic
reactor. Based on this the idea was that removal of orgaaterial
primarily was to be accomplished by the suspended biomass. Ttbrs in
would enable the slow-growing nitrifying bacteria to dominate the biofilm
developing on the carrier material, thus securing a stailbriéication
capacity. However, it could not be shown that the hybrid process had a
higher nitrification capacity in comparison to a conventionalyStem.
Furthermorethe observed sludge yield ithe hybrid process was
significantly lowerthan usually found in an AS systeiicroscopic
examination of the biofilm (Andersson, 1990) revealed that several species
of microfauna were present in large numbers. Although it could not be
shown to what extent the microfauna had affected the process, it was
suspected that the higher order organisms were responsible for both the
limited nitrification capacity and the low sludge yield.

A reduced nitrifying capacity has also been ascribed to grargamisms

in other types of nitrifying biofilm processes, such as tricklfitgr
reactors (Boller and Gujer, 1986; Parletral., 1989). On the othdrand,
protozoa and metazoa have generally been considered to péneficial

role in aerobic treatment processes. In the AS process by making the
effluent water clear by consuming dispersed bacteria aninpyoving
flocculation (Curds, 1975; WPCF, 1990; Curds, 1992), anttickling

filters by preventing excessive growth of biofilms, as welfaagitating

the recycling of nutrients and improving the transport of subst(Gtey,
1989), see Section 7.1. However, these studies dealt primarily with systems
aimed at BOD removal and not with nitrifying systems. Theoretically, non-
selective grazing should have a more negative effect oslaivegrowing
nitrifiers than on the fast-growing heterotrophs in a homogenaotikn

due to the slower recovery of the nitrifying population. However, the
interactions between predatand prey in a microbial population are
extremely complex and the mechanisms are not very well known, as
discussed in the previous section.
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Nitrification in Aerobic Biofilms

The capacity of an aerobic biofilm process to nitrify is determined by the
amount of nitrifying bacteria in the system and the activitythefse
bacteria. Thus, to increase nitrification, measures must be taken to increase
either the nitrifying population, the activity of the nitrifiers, or both. The
amount of nitrifiers can be increased either by increasing the total amount
of biomass in the system or by increasing the fraction of nitrifying bacteria
in this biomass. The above naturally also holds for nitrification in sus-
pended sludge systems.

The total amount of biomass retained in a biofilm process depends largely
on the reactor design and the hydraulic conditions in the process, while the
fraction of nitrifiers in the biomass is known to be strongly affected by the
biochemical oxygen demand (BOD) to nitrogen ratio in the influent waste-
water (Barnes and Bliss, 1983). The activity of the nitrifiers can be affected
by a large number of factors, such as temperature, pH, substrate limitation
(oxygen or ammonium), and inhibitory substances. In additidoetng
influenced by these abiotic factors, the capacity of a biofilm process to
nitrify may also be affected by biological factors, as exemplifiedriay-

ing of predators on the nitrifying bacteria in the biofilm. Althougany
factors may influence nitrification in biofilm systems, it is ofterclear
which are the main factors limiting the capacity of the proce3gese-

fore, in order to maximize the nitrification capacity in aerdmiafilm
processes, it is important to identify factors limiting nitrificatiorsuch
systems under different operating conditions. While much attention has
been focused on the effects of abiotic parameters on nitrificdiiolo:

gical factors have been much less studied.

The experimental study discussed this section was carried out to
determine whether predators have a negative effect on nitrification in
aerobic biofilm processes, and if so, to what extent nitrification can be
enhanced by suppressing these organisms. The experimepér@sed
under controlled conditions in a laboratory model system, using a synthetic
wastewater and employing inhibitors specific to eucaryotic cells)ake

sure that no factors affectingtrification other than the amount of
microfauna would vary.
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Experimental Set-Up

The laboratory model system consisted of two aerobic 800 ml continuous-
flow suspended-carrier biofilm reactors, operating in parallel oisdhee
sterilized synthetic wastewater based on acetate and peptonen@200
total COD, 44 mg/l total N, 6 mg/l total P and all essential traetls).

The double-walled glass reactors were filled to 5Q%lume/volume)

with polyethylene carrier particles (10x7 mm), possessing a suafaee

for microbial growth of 400 Aim3, see Figure 8.1. The carriparticles

were kept suspended in the reactors by aeration and meclstimiazd,
ensuring good contact between the biofilm and the bulk watertehtne
erature in the reactors was maintained at 15°C and the pH at 7, by
automatic controllers. The bulk water phase was kept saturated with regard
to dissolved oxygen=(9 mg G/l).

Cross-section sideview

- > - |
10 mm 7 mm

Figure 8.1 Schematic view of the carrier particles.

The experiment was carried out over a period of 450 days. Initially, the
reactors were inoculated with activated sludge from the Sjolonda

cipal treatment plant, Malmd, Sweden, and started up hydaaulic
retention time (HRT) of 7 hours. After 75 days, the HRT was shortened in
small steps to 3 hours during a period of another 75 days. This was the
HRT at which the inhibition study was carried out. After 50 days more, a
good nitrification was established in both reactors and stgi#eating
conditions were attained. In order to selectively inhibit terofauna,
nystatin andcycloheximide (8 mg ofeach added once every 8 h),
substances specifically inhibitory to eucaryotic cells, were added to one of
the reactors. The other reactor was operated as a reference \fstem.
approximately 80 days, the addition of inhibitors was switched between the
reactors (the previous reference reactor became the test reactacend
versa) and the experiment was repeated for another 110 days. Then another
switch of the addition of the inhibitors between the reactors was carried out
for 60 days. At the end of the experiment (for a period of 14 days), the pH
in both reactors was increased from 7 to 8.
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Measurements and Analyses

The performance ofthe reactors was followed by daily analyses of
ammonium, nitrite and nitrateoncentrations irthe bulk waterphase
according to standard methods (DIN, 1993). The COD concentrations —
filtered and unfiltered samples —in the influent and effluent were measured
regularly and analysed according to standard methods (APHAI,
1985a). Total suspended solids (TSS) concentration and volatile suspended
solids concentration were determined in the reactor effluent, using methods
described in APHZAet al. (1985b). At the end of the experiment, th&l
amount of attached biomass in the reactors was estimated by determination
of TSS and VSS on ten randomly picked carrier particles feaoh
reactor. Moreover, in order to follow changes in the composition of the
microbial populations, microscopical analyses of randomly pideeder
particles were carried out regularly. This made it possibtpitditatively

study (very roughly) the fraction of protozoa and metazoa in relation to the
fraction of bacteria in the biofilm.

Process Performance

The results from one of the reactors, for two consecutive periods (including
the 50 day start-up period, i.e., period I-Ill for reactor B as defined below),
are summarized in Table 8.1 as average effluent valuestandard
deviations. Note that the transient values during the first week, as the
system is changed from a non-inhibited to an inhibited oneg)aladed
when calculating the average values for the inhibited case. Although not
shown, the results from the second reactor are very similar.

duration NH4;-N  NO,-N  NOs-N filt. COD TSS inhibition
[days] [mg N/l] [mg N/l] [mg N/l] [mg COD/I] [mg COD/I]
126 21.425 0.6£0.2 11.5t2.0 47+10 7618 no
109 10.#1.8 05+0.1 21.2+2.2 40+16 120+15 yes

Table 8.1 Summary of the experimental results during teosecutive
periods (measurements in the bulk water phase). The HRT is 3
hours and the pH is 7 during these periods.

As the microfauna was inhibited, the nitrification rate and concentration of
TSS increased significantly, whereas the biofilm mass decreased. The total
dry mass of the biofilm at the end of the experiment was found to be 1.67 g
(i.e., 2.09 g/l) in the reactor currently operating without additiomoif
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bitors and 1.11 g (i.e., 1.39 g/l) in the inhibited reactor (multiply by 1.5 to
roughly transform the values into g COD). Both within the biofilm and the
reactor effluent biomass, the VSS was approximately 95% of the TSS
throughout the experiment. The first addition of inhibitors resulted in a
rapid increase in the nitrate production rate from 4 to 7 mgN/(I h) and in a
corresponding increase in the ammonium removal rate. Whenhtlie

tion was stopped the nitrification slowly decreased to a minimum of 2
mg N/(I h) within a month. During the rest of the non-inhibited period the
nitrate production recovered slowly, rising to approximately 4 mg N/(l h).
Figures 8.2 and 8.3 show the nitrate production rates arahth@nium
removal rates for the two reactors during the full duration oexperi-
ment. The different periods are defined as follows:

« period I: start-up period after the decrease of the HRT to 3 h;
« period Il: addition of inhibitors to reactor A, reactor B used as

reference;

« period Ill: addition of inhibitors to reactor B, reactor A used as
reference;

» period IV: addition of inhibitors to reactor A, reactor B used as
reference;

» period V: same as period IV, except that the pH was increased
from 7 to 8 in both reactors.
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Figure 8.2 Measured nitrate production rates in the two reaalarsg
the different test periods (I-V) of the experiment (Lee and
Welander, 1994).
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Figure 8.3 Measured ammonium removal rates tihe two reactors
during the different test periods (I-V) of the experimiae
and Welander, 1994).

The second switch of the addition of inhibitors between theréaotors
(period 1V) resulted in an increasextrification in reactor Aand a
decreased nitrification in reactor B, although the response of reactor B was
slower than the corresponding response of reactor A at the beginning of
period Ill. The change of the pH from 7 to 8 at the end oexiperiment

did not influence the nitrification in either of the two reactors significantly.
The nitrite production rate was low during the entire experiment and the
removal of COD was not affected by the additioniohibitors and
remained fairly constant at approximately 85 % in both reactors throughout
the experiment. Thenitrification rate per carrier particle surfacarea,
calculated from the nitrate production rate and the known surface area of
the carriers, was on an average 0.46 g Ri{jrand 0.85 g N/(rhd) for the
non-inhibited and inhibited cases, respectively. These valueangar-

ably low, which is mainly due to the low biomassncentration. The
specific nitrification rate in the system operated with inhibition can be
calculated to be 5.4 M/(kgVSS h), which is higher than thepecific
nitrification rates generally found in trickling filters or activatdddge
plants (Barnes and Bliss, 1983; Halling-Sgrensen and Jgrgeir8gs),
However, such a comparison is not relevant due to different characteristics
of the wastewater, different operating conditions, etc.

Visual observations of the carrier particles in the two reactors gave the
impression of the biofilm being significantly thicker in whichekeactor
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was currently being operated without addition of inhibitors than in the
current test reactor. This observation was in agreement witme¢lasure-
ments of total biofilm mass at the end of the experiment. Finally, as the
inhibitors were added to a reactor, an initial temporary increase of up to
100 % could be detected in the effluent TSS.

The microscopical observations revealed a very diverse microflora/faunain
both reactors during the start-up period. The microbial population was
composed of different kinds of adhering and polymer-forntiacteria,
filamentous bacteria, dispersed bacteria, fungi, flagellates, ciliates, rotifers
and nematodes. The most common higher order organismsattecked
ciliates, rotifers and nematodes. The protozoa and metazoa togetieer
roughly estimated to comprise approximately 30% of the attached bio-
mass. Addition of the specific eucaryotic inhibitors causetgaificant
change of the biofilm community. Certain species, such as rotifers and
nematodes, appeared to be most strongly affected whereas the number of
attached ciliates and flagellates were not reduced to the same extent. At the
end of an inhibition period, the predators were estimated to make up about
5% of the attached biomass. Moreover, the number of deacterial
clusters in the biofilm, identified as agglomeratesitfifying bacteria,
increased considerably duringe inhibition period. The colour of the
biofilm also changed from dark brown to orange — a colour typical for
many nitrifying bacteria (Watsoet al, 1989) — indicating an increase of
the amount of nitrifiers in the biofilm. When the inhibition was stopped, a
gradual recovery of the microfauna could be observed. The quantity of
rotifers increased to their initial level, whereas the quantityeafiatodes
never reached the same level as prior to the addition of inhibitors.

The inhibitors could not be found to have any effect on the bacteria in the
biofilm. It should also be noted that growth of biomass primaobk

place on the inside walls of the carrier particles. Due to mechanical tear, no
biofilm growth could be observed on the outer surface ofpdmécles
during the experiment.

Discussion

Protozoa and metazoa have generally been considered to influence the
performance of aerobic treatment processes in a positive wagtUdies
described here indicate, however, that vigorous grazing of these organisms
on the bacterial population can be harmful to bactérssformations
crucial to process performance. The positive responsenttnidication
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showed to the addition of inhibitors occurred rapidly and was accompanied
by a rapid decrease in the quantity of predators, mainlyrdgters,
whereas stopping the addition of inhibitors resulted in a slow recovery of
the rotifer population, accompanied by a gradual decreasirification
capacity. This correlation suggests that the predators may affeaitrihe
fication in biofilms in a negative way.

The nematodes, which are known to thrive within biofilms (e3gay,
1989), never really recovered after the initial addition of inhibitors and
were not abundant during the rest of the experiment. The flagellates and
the attachectiliates, apparentlyess affected by thenhibitors, can
probably only consume dispersed and loosely attached bacteria. Thus, the
results indicate that the rotifers may play an important role irbitbfém
turnover. This is of particular interest since the ecological niche, which the
rotifers occupy in trickling filters, has not been adequaéhligidated
(Doohan, 1975; Gray, 1989). It should be emphasized that the difference in
nitrification capacity between the reactors, cannot have been due to the
occurrence of dispersed nitrifiers in the reactor to which inhibiers
added, since dispersed nitrifiers would not be able to grow fast enough to
remain in the process at 3 hours HRT and 15°C.

The dramatic increase in the effluent TSS during a transient pagfterd

the addition of inhibitors had been initiated was probably due to wash-out
of predators, since a rapid decrease of the predator population in the
biofilm was observed during the same period by meamsicafoscopical
observations. The difference in total biomass in the two reaappsared
comparable to the qualitatively estimated difference in predadonass.
Thus, the amount of attached bacterial biomass may haveabpeoxi-
mately the same during the entire experiment. If this was the case then the
increased nitrification capacity was not due to an increase of total biomass
but to an increase in the fraction of nitrifiers in the biofilm. It shaléd

be noted that the net biomass production on an average (TSS in the
effluent) was 50% higher for the system operated with addition of
inhibitors than for the reference system (see Table 8.1). The kwdge
production demonstrates one positive effect of grazing predators in waste-
water treatment processes.

The fact that predation limited nitrification but not the removaikeaflily
biodegradable organic matter, indicates that the effects of grazing are more
severe for slow-growing than for fast-growing bacteria. The latter are more
readily able to keep up with the consumption of the active biomass and
replace it with new. Theoretically, predation could lead to a complete loss
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of nitrification in the biofilm process through a reduction in dutual
mean cell residence time (MCRT) within the system to a value lower than
that of the critical MCRT needed to maintain a populatiomitsffying
bacteria. The impact of selective grazing could further complitase
situation. The influence of predators on nitrification and indeedc:iiee
biofilm behaviour can also be expected to be even more detrimental in, for
example, trickling filters than in the type of biofilm process usethis
study, since the trickling filter fauna includes larger metazoa, such as
larvae, worms, flies and snails (e.g., Gray, 1989). Such organisms have a
greater capacity for ingesting bacterial biofilm than the predaiats
dominated this study. In the discussed experiment, the establishment of
larger metazoa in the biofilm was probably disfavoured by the use of
submerged carrier particles in combination with the high turbulence in the
reactors.

The ammonium removal rate was generally somewhat lower than the
nitrate production rate (see Figures 8.2 and 8.3). This can be explained in
terms of theconservation to nitrat@ot being the onlyammonium
transformation that occurred in the system. In addition to ammonium being
consumed through nitrification, it was consumed through assimilation by
heterotrophs and nitrifiers and was also produced by release from the
organic nitrogen compounds of peptone and yeast extracts infltnent
synthetic wastewater.

This study emphasized the importance of investigating the influence of
biological — and not only abiotic — factors on nitrification. Thwe-fold
increase in nitrification capacity achieved through inhibition of the
predators is comparable to the increase that might be expected from an
increase in temperature of 10°C (Gujer and Boller, 1986). rébelts
indicate that there may be a potential for increasingniktréication
capacity of trickling filters and other biofilm processes. However, efficient
methods for selectively suppressing the microfauna under practicdi-

tions remain to be developed. The full-scale use of the inhibitors employed
in this study is unrealistic, both from an economical and an environmental
point of view. Before applying selective suppression of predators on a full
scale process, it is also important to consider the benefits of hiresg
organisms in the system, for example, reduced sludge production and
possibly improved transport of substrates within the biofilm.
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8.2 Hypotheses on the Role of Microfauna

When discussing the effects of different species of microfaub&fim
processes, it is necessary to consider their complex and different life strate-
gies. Different influence patterns on the biofilm structure and activity may
be possible depending on the type of protozoa or metazoddmatates

the biofilm and on the type of process that is used. The life strategies of
different predators vary significantly and in terms of feeding behaviour, the
microfauna may in a simplified manner be divided into three main groups.

» Filter feeders organisms that feed on suspended particles by
means of ciliary activity, either attached or ifir@e-swimming
stage.

» Burrowers (or crawlers)organisms that feed on bacteria within a
biofilm or a sludge floc.

» Carnivorous and cannibalistic organism@ganisms that feed on
other protozoa and metazoa, either inside or outside the biofilm.

Due to the complexity of the interactions between the microfauna and
other organisms, such as bacteria, both negative and positive effects on the
biofilm activity and structure as a whole may occur (Stal, 198BCF,

1990). The hypotheses discussed below may therefore be limited to the
specific experiment discussed in the previous section andotiditions
applied there. In other experiments different results maydieeved.
However, the hypotheses may be regarded as a first attempt to describe one
aspect of microfauna influence, which may be used as a badiguo
investigations.

The dominating species of the microfauna in this experimental study were,
as earlier discussed, rotifers and stalked ciliates, in this casddattars

that to a large part do not feed on particles larger than L0m2@Fenchel,
1986; Arndt, 1993). However, since the majority of the nitrifyflogs

were larger than 1Qam, questions about the influence of the fifieeders

on the biofilm structure and activity in this particular experiment arose. It
appeared unlikely that the nitrifiers could serve as the main food source for
the predators in the non-inhibited case, thereby leading to a rediiced

fying capacity.

Suspended particles constitute the primary food web for thefekelers.

By means of ciliary movements, detached particles from the biofilm may
be captured by these organisms. This detachment may occur both at the
main biofilm-bulk interface but also within the biofilm where fh@rous
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structure form channels (see Figure 7.5). Based on visual inspections of the
biofilm, the boundary between the biofilm and the bulk water phase was
very unclear, especially for the non-inhibited case, where the outer part of
the biofilm assumed a somewhat ‘forest-like’ appearance. However, the
filter feeders naturally require oxygen for their respiration aodse-
quently, the activity of the filter feeders may affect the amoumixgfen
available for the nitrifiers deeper down within the biofilm. Basedhis
possible oxygen limitation in the biofilm due to the large amount of
microfauna, differences in the nitrification capacity could be postulated.

A second effect of the filter feeders is seen in Table 8.1 ksver
concentration of TSS in the bulk water phase when the system was not
inhibited, that is, when the filter feeders were active. This isxgpected
effect of their feeding behaviour. A way to model this is to assume a higher
attachmentrate for thenon-inhibited biofilm.Part of the attached
suspended particles will certainly be consumed by the predators. However,
it is also likely that the ciliary movements of a large numbefiligf
feeders attached to the surface of the biofilm, will result ihigher
turbulence in the water close to the biofilm surface and thenebgase

the number of suspended particles that are incorporated inboffimn,
without being consumed. It has been shown that protozoa can cause micro-
turbulence by the ciliary movements (Nisbet, 1984). This effect may be
further accentuated by the ‘forest-like’ structure of the biofilm in the non-
inhibited case, creating micro-eddies close to the surface of the biofilm.

Some other possible scenarios may also be considered. For example, the
ciliary movements of the filter feeders could actually increas@xiigen

flux into the biofilm. Depending on the amount of predatmssuming
oxygen, the oxygen transfer within the biofilm may be improaed,
consequently, lead to an improved nitrification capacity. Angplossibi-

lity is that the rotifers produce excretory and secretory substawbed)

may affect the structure and density of the biofilm (Doohan, 1975). Finally,
some of the observed effects may occur as a consequence of changes in the
hydraulic flow conditions over and within the film (the convecflow),

due to a different biofilm structure when the microfauna is active com-
pared to when it is not. However, such effects are complicatedrify
experimentally.

Based on the above hypotheses with regard to the oxygen consumption of
the microfauna and its effect on the attachment rate, attempts will be made
to develop a mathematical model that may roughly explain and predict the
behaviour of the experimental biofilm system discussed in Section 8.1.
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8.3 Model Development

In order to investigatéhe abovehypothesesand the possibility of
modelling biofilm systems including effects due to microfawoaputer
simulations ofthe suspended-carrier systemill be performed.Three
different model modificationsvill be presented and validatedjainst
experimental dataAll models are developed and simulated with the
AQUASIM software and the transport mechanisms are consequently based
on the concepts described in Section 7.2.

Defining the Physical Properties of the System

The hydraulic retention time of the experimental system was 3 hours. The
influent volumetric flow rate ofthe model wasconsequentlyset to
0.8/3=0.27 I/h, as the volume of each reactor was 0.8 |. Ofrttheent

COD concentrationN300 mgCOD/l), 96.5% was modelled asadily
biodegradable substrat8] and the remaining 3.5% was considered to be
soluble inert material). No particulate COD was present in ih8uent
synthetic wastewater. All influent nitrogen (44 mgN/I) was modelled as
ammonia §). No measurements of the biofilm density andfthetion

of water in the biofilm were available from the experiment. However, the
density of the different particulate components were set to 75 0G0(@gm
mass per unit of particle volume) and the water fraction of the biofilm was
fixed at 80%. These values were chosen for two reasons. Fsistilgr
values were found in experimental investigations by Gajed Boller
(1990), when modelling a nitrifying biofilm process and, secondly, the
values are reasonable in the sense that the mass of a modelled biofilm of
one millimeter thickness, will be approximately equivalent toaimeunt

of biomass measured at the end of the experiment (see Section 8.1). The
thickness of the biofilm on the carrier particles measured during the
experiment was close to the above value. Since no measurements of the
water fraction of the biofilm were available, the possibilityraddelling

the water fraction of the biofilm as a varying dynamic variable provided in
AQUASIM, was not used, that irgl'F in equation (7.4) was set to zero.

The combination of attachment and detachment processes determines the
steady-state thickness of the biofilm (Gujer and Boller, 1980hough

both the detachment coefficient in equation (7.1&hd attachment
coefficient in equation (7.17) may be modelled individually for esph

of particulate material in AQUASIM, global detachment atthchment
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rates were used, as tlexperimental measurements weret detailed
enough to allow for individual rates to be modelled with eslgvance.
Instead the attachment coefficient was assumed to be constant, whereas the
detachment coefficient was described as a function of the biofilm thickness
according to

kde = kshearI—F (8-1)

wherek, .,,was chosen to be constant. This implies that a thick biofilm is
more sensitive to detachment than a thin film, which is a realistic assump-
tion. In order to allow for simultaneous attachment and detachment in the
model, an effective diffusion process, see equation (7.7), was assumed for
the particulate material. The diffusion coefficients were considered to be
constants and equal for all different particulate materials effeetive
diffusion coefficient was set to ¥¥ m?/d, that is, a considerabglower
diffusion rate than the ones used for the soluble components.

The diffusion of soluble material was modelled accordingdgaation
(7.6). The used diffusion coefficients for the different soluble model com-
ponents are given in Table 8.2.

Soluble COD &) 75-106m?2/d
Soluble inert CODY) 75-105m?/d
Ammonia Gn) 170-166 m2/d
Nitrate Syo) 160-166 m2/d
Soluble organic nitroger§(p) 75-165m2/d
Dissolved oxygen%,) 290-16% m?/d

Table 8.2 Diffusion coefficients used in the simulations.

The values for the diffusion coefficients are similar to whabismonly
found in the literature (e.g., Heneéal, 1992). Only the diffusion rate for

the dissolved oxygen is somewhat high. However, the diffusibrgidy
dependent on the structure of the biofilm and no attempt was made to
measure the actual diffusion rates during gxperiment. Instead the
oxygen diffusion coefficient was used for calibrating the model to the
experimental data (within reasonable limits). Furthermore, a number of
different processes may influence the molecular diffusioprasiously
discussed in Section 7.2. This implies that the diffusion coefficients should
be regarded as effective diffusion rates including effects from tthes
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of processes and may consequently differ somewhat from values found in
reference tables for molecular diffusion in pure water. It should also be
noted that possible effects due to a liquid boundary layer (see Hig)re
was excluded from the model, in order to minimize the number of
parameters and keep the model somewhat simpler.

In the experimental study, the growth of the biofilm took place on the
inside walls of carrier particles with a special geometry (see Fgliye

The geometry leads to that the surface area of the biofilm will change as
the film thickness varies. It is important to model a changing bidciea
correctly both for the calculation of fluxes into and out from kitodilm

and for dynamically determining the biofilm volume aldnsequently,

the mass of attached biomass. The surface area of the biofilm was
modelled as a function of the biofilm dept &ccording to thgeometry

of the carrier particles as

A(2) = 4n (27 (r - 2) + 2m{2r.2 - 22)) (8.2)

wheren, (=400) is the number of carrier particles in each reactordand
(=7 mm) andr, (=2.25 mm) are the length and radius of eaalrier
particle, respectively. Note that is the radius of eachbross-sectional
quadrant of the carrier particle, approximated by a circle (cf. Figd)e

This means that the first term of (8.2) models the inside area of a cylinder
and the second term describes the biofilm area of the edges of such a
cylinder. The factor 4 is due to the fact that each carrier particle is made up
of four such imaginary cylinders. The total surface area of the biofilm as a
function of the biofilm depth (8.2) is illustrated in Figure 8.4. Thaph
shows that the modelled total surface area of the carrier pasithesit

any biofilm (i.e.,z=0) in a reactor is 0.16 3nwhich is equivalent to the
theoretical area of the particles (specified as 48 filling 50 % of a

0.8 | reactor). Whez=2.25 mm, the imaginary cylinders making up the
carrier particles are completely clogged and the surface area of the biofilm
Is limited to the top and bottom areas of the cylinders, which equals an area
of 0.05 md. The thickness of the modelled biofilm cannot exceed the radius
of the cylinders making up the carrier particles, that is, 2.25 mm.



322 Modelling Aspects of Wastewater Treatment Processes

0.16

o
[
D

o
[EY
N

o
=Y

o
o
®

©
o
>

surface area of biofilm [m2]

©
o
.

o
Q
B

(@)

0.5 1 15 2
biofilm thickness [mm]

o

Figure 8.4 The biofilm surface area as a function of biofillnickness
according to equation (8.2).

Modelling the Biological Processes

When the physical description and the variables determininfutiva-

mental mechanisms in the biofilm have been defined (atg¢chment,
detachment, diffusion, surface area variations), the biologieahanisms
and processes must be described. AQUASIM only definegplifisical

structure and transport processes of the biofilm, whereabidhzgical

processes must be included by the user.

As the hypotheses discussed in the previous section are mainly based on
oxygen balances and oxygen consumption, it is natural to bsdogical

model that is based on maintaining an oxygen balance on al§2GB.

The most widely used model of this type is the IAWQ AS Model No. 1
(Henzeet al, 1987), thoroughly described in Chapter 3. In this study, the
processes both within the biofilm and in the bulk water phase was to be
modelled. Due to the comparably high HRT (3 hours), it was decided that
the reactions in the bulk phase could not be neglected. The |AWdgI

has in numerous applications proven to be a reliable tool for modelling the
mechanisms in suspended-growth systems and it would naturally be a great
advantage if the same model could be used to modebitiiegical
processes within a biofilm as well. A difficulty when applying tA&V/Q

model to a biofilm process is the fact that it is not clear howrémsport

of slowly biodegradable particulate substrate) (within the film takes
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place (Gujer and Boller, 1990) and whetbxgris hydrolysed within the

film or in the bulk phase, as discussed in Section 7.1. In this work, we
assume that hydrolysis occurs within the biofilm and the IAWGHel

may consequently be used in its original form. However, as thereXg no
present in the influent synthetic wastewater, the effects due to this assump-
tion will be comparably small, although a certain amount of readily bio-
degradable substrate will be produced within the biofilm as a result of
hydrolysis and reused for growth of biomass according todgwsgh-
regeneration principle (Dolet al, 1980) as stipulated in the IAWQ model.
Note that all internal processes of the model are equally active in the bulk
phase and within the biofilm (using the same set of model parameters). The
major difference is simply the concentration of biomass in the ghdke

and the biofilm.

In order to model the influence of microfauna on the behaviour of the
biofilm, three different modelling approaches will be investigated. The
main goal is to include the effects of the microfauna behaviour in a simpli-
fied way. In theory, it would be possible to introduce a detailed description
of the growth and feeding behaviour of various higher organisms into a
biological model. However, as a systematic knowledge of these organisms
in biofilm systems is scarce (as discussed in Section 7 dijpgalified
approach is chosen where certain observalikcts — which may be
influenced by the life strategy of the organisms and estimatetirbgt
measurements in the bulk phase — are included in the model without any
detailed description of the microfauna itself. The three different models are
schematically outlined in Figure 8.5 using the notation earlier defined for
the IAWQ model.

Model A

The first attempt is simply to use the original IAWQ model (not including
alkalinity) and investigate if the influence of microfauna found in the
experimental study may be described by a few simple changesTtd

model parameters according to the hypotheses in Section 8.3, that is, para-
meters influencing the oxygen consumption in the biofilm and rate of
attachment. This model will be referred to as Model A.
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Figure 8.5 Schematic view of thalifferences ofthe threetested
biological models (models A, B and C) useddtscribe
the effects of microfauna behaviour in thwestigated
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Model B

In order to more exactly be able to model the oxygen consumption in the
biofilm due to microfauna activity, a slightly modified IAWQ model is
proposed (referred to as Model B), see Figure 8.5. In this model, decay of
bacteria is both due to traditional decay processes amdidmfauna
activity, where the consumption of bacteria by microfauna results in an
immediate consumption of oxygen, that is, the process can only occurin an
aerobic environment. However, no state variables are introdueegblio

citly describe the microfauna. Instead a coefficignts used talescribe

the fraction of the biomass that is consumed by the microfauna. It is
defined so that ify=0 then model B is identical to model A andy# 1

then the same amount of biomass that is lost through the traditional decay
process is considered to be consumed by microfauna (wastebic
conditions), and so on. A switching function is used to awvaicherical
problems with negative oxygetoncentrationgand thehalf-saturation
coefficientKg 7 is set to 0.5 mg/l. Two new processes are included in the
original model and the actual equations are described in Table 8.3 (cf. the
IAWQ model in Appendix B). Note that the processes of traditional decay
and consumption by microfauna may be written as a combined process but
only the consumption partis given in Table 8.3 to simplify the description.
The traditional decay processes are not affected by this extension due to
microfauna activity but modelled exactly as in the IAWQ model, including
death-regeneration.

Process Xsnl Xeal So Process rate
Aerobic consumption

P -1 -1 %XB H
of heterotrophs Ko z*
Aerobic consumption 11
of autotrophs Ko z+ EXB A

Table 8.3 Imposed extensions of the original IAWQ model, resulting in
the proposed model B.

Model C

The third model proposed (Model C), is a further extension of model B,
where the microfauna is introduced into the model as an explaté
variable and,consequently, growtland decay ofmicrofaunacan be
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included in a traditional way, see Figure 8.5. In Table 8.4 the growth and
decay processes are introduced. These equations are addedriginiaé
IAWQ model.

Process Xs | Xz| Xgn| Xga| Xp S XND Process rate
Aerobic growth 1 1-Y,

of microfauna 1Y, Y, Y1

on heterotrophs

Aerobic growth 1 1-Y,

of microfauna 1 Y, Y, V

on autotrophs

Decay of 1fp | -1 fp ixg—fpixp bX;
microfauna

O Xgy M gy . O Xga M s
s HZ%BH‘*XBH%KOZ"‘SO%XZ V2= IJZBKBA"'XBA%KOZ"'SO%XZ

Table 8.4 The simplified growth and decay processes for higirder
organismsX), included in model C.

The model described in Table 8.4 is still a very rough approximation of the
true processes. Firstly, we are lumping all types of higher orgamsms

one variableX,, although it is clear that different organisms hguée
different life strategies. Secondly, the decay process is modelled equivalent
to the decay processes of heterotrophs and autotrophs, thapisstant
decay rate coefficienb,, is assumed and the microfauna is considered to
decay into the same proportionsXd, X, and Xyp as the bacteria. The
concept of death-regeneration is also applied.

The growth process is modelled as a Monod-type reaction (see Section 3.2)
that only occurs when oxygen is available (although protozoahhat

during anaerobicondtions exist, such organisms are neglected in the
model). For simplicity we use switching functions to limit the growth rate

if no heterotrophs or autotrophs are present. However, these functions are
added mainly to avoid numerical problems (i.e., negaibreentrations).

We set the values of both the heterotrophic and autotrophic half-saturation
coefficient Kg y andKg ) to 100 mg COD/I, which means that the growth

of microfauna will primarily be limited by the amount of oxygen available
within the biofilm, as the biomassoncentrationgare generallymuch
higher. The growth ofmicrofauna is alsaccompanied by alirect
consumption of oxygen. The oxygen half-saturation coefficlegt, is set



Chapter 8. Modelling Microfauna Influence 327

to a value of 0.5 mgCOD/l (same value as used for model B), that is,
assuming the higher order organisms to be slightly more sensitive to
oxygen limitation than the bacteria, since no information is available to
determine the true value in the experimental study.

Some investigations have been performed to determine growth, yield and
decay coefficients for various higher order organisms in suspended-growth
systems (e.g., Sherr and Sherr, 1984; Ratsadd, 1994; Ratsalet al,
1996). These results show significant spreading depending @apelcdic

type of organism investigated and on the type of bacteria available as food
source (e.g., Curds, 1977; Bloemal, 1988; Glaser, 1988). Generally the
found values appear to be lower than for begerotrophicrganisms.
Values for (15, Yz andb, are not known for the microfauna present in the
experimental study, however, it is a reasonable assumption that they are
lower than for the bacteria. Therefoyg,andb, are fixed to values that are
20% of the values used for the heterotrophs. The growtlcoafficient

will be used to investigate the behaviour of the model when trying to
mimic the effects of the microfauna in the experimental system.tNate

the parameter valueji,, Y, andb;,) are identical whether the microfauna
growth is based on consumption of heterotrophs or autotrophs, as no
detailed knowledge of these processes is available.

However, initial simulationsusing model C indicated somsevere
problems. In a simulated dynamic biofilm system the diffecgganisms

are competing for space, as well as for substrate, oxygen, etdessnd
favoured species will simply be outgrown and removed fromsyiséem

when it has reached a steady state. A main reason why heterotrophs and
autotrophs can coexist in a simulated biofilm process dstegdy-state
conditions (see Figure 8.8) is that they are both competing for one resource
(oxygen) but are also dependent on one more component independently of
each other (heterotrophs need readily biodegradable substrateitand
trophs require ammonia). This means that the slow-growing autotrophs can
compete with the heterotrophs in the deeper layers of the biofilm if the
concentration of readily biodegradable substrate is sufficiently low
(because it has been consumed in the upper layers) and theresisnsill
oxygen available.

The situation is different for the microfauna, modelled accordirigabde

8.4, especially when the half-saturation coefficients influencing the micro-
fauna are set to values comparable to those used for the bacteria. In simple
terms this means that the microfauna is only competing for oxwgbn

the bacteria andgonsequently, there exist three differstgady-state
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solutions. If the growth rate of the microfauna is set too low then no
microfauna will exist within the biofilm, and if the growth rate is set
somewhat higher then the slow-growing autotrophs willcbmpletely
consumed by the higher order organisms, while the heterotrophs are hardly
affected. The third case occurs when the growth rate for the microfauna is
high and the organisms can outgrow the heterotrophic bacteria as well. In
this case the microfauna dominates the entire biofilm and the whole system
collapses (the microfauna consumes everythingjhé& half-saturation
coefficients affecting the microfauna are set to extremely large values, it is
possible to find some other possible solutions where the microfauna may
inhabit certain regions of the biofilm. For example&(df is set to a value

of 100 mg @Q/l, this would imply that the growth of microfaunavsry
sensitive to the dissolved oxygen concentration available irbitsfém

(<10 mg Q/l) and growth may be limited to the outmost region of the
biofilm (due to the behaviour of the switching function). Howesgach

high values are unreasonable if the coefficient is to be regardebadfs a
saturation coefficient in th#aditional sense. Using the moreasonable
parameter values discussed above and setting the specific growth rate of
the microfauna to 20% of the specific growth rate for heterotrophs leads to
a situation where all autotrophic bacteria are consumed by the microfauna
and no nitrification can occur.

However, the microscopical investigations of the experimental study had
suggested that the higher order organisms present in the gysteanily
appeared to be dominating the outmost region of the biofilm. In order to
achieve such a situation in the simulated system an empirical function was
added to the model. This function may be regarded as a rough way of
including information of the life strategy of the higher ordeganisms
present in the experimental system. The predators present welar¢e a
extent filter feeders which attach themselves to the surface bfafien,

as earlier discussed in Section 8.1. The chosen empirical function is
defined as

aDz d
y(Z/L ): e EEE_]. (83)
F e’ -1

wherez is the spacecoordinate ofthe biofilm perpendicular to the
substratumz=0 at the substratum) and is the thickness of thigiofilm.
Note thatLg is not a constant but a dynamic variable. The paranseter
determines how rapidly the function is rising and was set tahich
implies that the function equals 0.5 when the ratia afidLg equals 0.9.
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By multiplying the two growth rate expressions in Table 8.4 with equation
(8.3), we can describe a system in which the microfauna is very active at
the outer regions of the biofilm (i.ez/Lg close to 1) and inactive in the
deeper regions of the film, that s, in principle the same behaviour as found
in the experimental system. In Figure 8.6 the behaviour of equation (8.3) is
demonstrated.

1
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Figure 8.6 Behaviour of the empirical function (8.3) used to describe the
life strategy of the microfauna in model €< 7).

If possible, empirical functions, such as equation (8.3), should be avoided
iIn mathematical models that are based on an understanding (or at least a
hypothesis) of the processes involved. However, there is no way to include
information of the life strategies of higher order organismsnodels
available today. Therefore, an empirical function is used in model C, in
order to obtain a description that can produce a situation similaindo

was observed in the true process.

Another problem occurs when equation (8.3) is included in the growth rate
expressions of model C. The specific growth rate of the microfausa

be set to a large value, which will allow the higher order organisms to
dominate the outer region of the biofilfRurthermorethe modelled
biofilm is always influenced by a detachment process accordiagua-

tions (7.16) and (8.1). The combination of bacteria consumption by the
microfauna and detachment will lead to a shrinking biofilm because the
growth of bacteria within the biofilm is not sufficiently high to compensate
for this. Therefore, the attachment rate must also be increased in order to
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sustain the biofilm when the microfauna is active. Howevemeamased
attachment rate due to microfauna influence was discussed in Section 8.2
as one probable effect of filter feeders in a biofilm process.ribéel
behaviour appears to strengthen this hypothesis.

An advantage of model C is the fact that the changing amountoob-

fauna can be followed during simulations, whereas its effect can only be
observed as an increased oxygen consumption, when using model B.
However, the higher model complexity and the necessary inclusion of an
empirical function are significant drawbacks of model C. Note that all
physical parameters affecting the microfauna in model C gfample,
density, effective diffusion rate, attachment and detachment rate) are iden-
tical to the ones used for the other particulate components in the model.

The model complexity could be even further extended byefample,
including several types of higher order organisms, separatingytaeh
process of microfauna depending on the food source by using different sets
of parameters for the consumption of heterotrophs and autotrophs, and
modelling the mobility of the microfauna. However, as there is no detailed
knowledge of the microfauna influence and no experimental data to model
the processes in any further details, such an approach would have no
relevance even though it might improve the model fit toetkgerimental

data from this specific experiment.

Model Calibration

The calibration of highly complex models as the ones described above is
always an awkward task. Not only the parameters of the biolapimaé!

must be adjusted but also the parameters controlling diffusiotued
transport mechanisms, and the structure of the biofilm must be considered.
Several parameter combinationsy explain theexperimentakesults
equally well. The biofilm models are definitely not globally identifiable. In
order to keep the calibration procedure as simple as possible, only a limited
number of parameters were modified, whereas most parameters were kept
fixed. The models were calibrated against the steady-state values for the
inhibited case. The reason for this was that the majority of hiyider
organisms did not affect the process in this case and the mechanisms of the
IAWQ model would be directly applicable. Tlefaultset of parameters

for the IAWQ model (see Table 3.1), proposed by Haxzd. (1987), was
applied independently of any calibration, only adjusted taeh®perature

of 15°C by the traditional Arrhenius formula, i.e.,



Chapter 8. Modelling Microfauna Influence 331

Koo =K

{k(T-20)
Toc = Kopoc €™ (8.4)

whereT is the temperature in °®&;y:c is the parameter value for 20°C and

{ 1s a correction coefficient specific to every individual kinetic parameter

k. The chosen values ¢f were also the default ones (Hereteal., 1987)
except that the coefficient for the heterotrophic growth rate wasoset

to the coefficient for the autotrophic growth rate. The same value was also
used for the correction factor of the autotrophic decay rate, since denze
al. do not provide any suggestion for this coefficient. Only two of the
default parameters had to be further modified. The heterotrophic Yjeld,

was adjusted to 0.52 g COD/g COD (the default value is 0.67). This was an
anticipated adjustment, firstly because some predators were still active in
the biofilm in spite of the inhibition and, secondly, due to the type of
organic substrate in the influent synthetic wastewater. Seweseadti-
gations have revealed low yield values when a system is fed pitinea

and very easily biodegradable substrate, such as acetate, methanol and
ethanol (Nyberg, 1994). Moreover, the correction factor for anoxic growth
of heterotrophsy,, was adjusted to 0.4 (default value 0.8). This modifica-
tion was also an expected one, since a nitrogen mass balance based on the
data from the experimental study indicated that very litteitrification
occurred. Most of the physical parameters were also kept fixed during the
calibration. As earlier discussed, the oxygen diffusion coefficient was used
as a tuning parameter within reasonable limits. According tdype-
theses, the attachment rate was expected to be high when the system was
not inhibited and lower for the inhibited system. For simplicity the attach-
ment coefficientl,,) was set to zero for the inhibited case, i.e., no attach-
ment was assumed to occur. Instead the detachment coeffiGigpt \Was

used to calibrate the model and a value of 0:3Was found to be appro-
priate. The above paramet@odifications produced a model thaell
described the steady state of the experimental system dohififion.

This means that the entire model A (with approximatelyp&fameters)
could be calibrated by tuning only four parameters (the correfadar

for anoxic growth ofheterotrophsthe heterotrophic yieldthe oxygen
diffusion rate and the detachment rate coefficient) and using default values,
and intelligent guesses based on various assumptions for the values of all
other parameters.

In order to calibrate models B and C exactly the same set of parameters as
for model A was used. This is possible by setting the parameter controlling
the proportion of biomasy) that is consumed by the microfaunaz&ro

in model B and the microfauna growth refi,{§ to zero in model C, that

Is, models A, B and C are identical for the inhibited case. The reason for
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this is to simplify the comparison of the three models, althougicless
that some predators are active also during the inhibited period.

When the models have been calibrated for the inhibited casedirfieed
microfauna influence), the idea is that the models will predicbdtav-

lour of the non-inhibited system by modifying a few mogalrameters
according to the proposed hypotheses. Firstly, the larger mass of the
biofilm and lower TSS concentration in the bulk water phase fonahe
inhibited case is modelled as an increased attachment rate. Secondly, the
consumption of oxygen and bacteria by microfauna, both orsuHace

and within the biofilm, must be modelled. One possible way to achieve this
in model A, would be to increase the decay rdtgsafidb,) of the micro-
organisms. However, as most of the decay material is transformexsinto

in the IAWQ model and only indirectly affects the oxygamsumption
(unless thedeath-regeneration principle is rejectead the fate ofXg
within the biofilm is uncertain, this approacWas rejected.Instead,
lowering the yield coefficientsY(; andY,) is considered to be more
direct modelling approach. Such a change will more directly affect the
oxygen and substrate balance within the biofilm, that is, more oxygen and
substrate is required per unit of formed biomass to mimic that a part of the
biomass is consumed by microfauna.

For model B the increased oxygen consumption by the microfauna can be
modelled directly by increasing the fraction of biomaggstiiat does not
decay according to the death-regeneration principle but is simply removed
from the system, while oxygen is consumed. The reduced amoaxy-of

gen available within the biofilm will in turn affect the growth rate of new
biomass.

For model C a similar approach is used, although here we d={plieit

growth and decay rate expressions to describe the amoumtafauna
available in the biofilm and the transformation of higher oatganisms

into inert anddegradable substrate by decay. Tabl& qualitatively
describes how the most important model variables are affected by changing
the yield coefficient values, the attachment rate and the fraction of biomass
consumed by the microfauna. The parameter changes are imposed one at a
time and are made in the vicinity of the values found duringrtitiel
calibration of the inhibited process.
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decrease’,, andY, increaseky increasey
soluble COD conc. - + 0
TSS conc. - o) _
ammonia conc. - + +
nitrate conc. + - —
biofilm mass - + —

Table 8.5 Effects of parameter changes on some importaodel
variables (+: increase; —: decrease; o: insignificant effect).

It is noticeable that an increased attachment rate has almost no effect on
the TSS concentration in the bulk phase. This is becaus#etaechment

rate is defined as a function of the biofilm thickness (8.1), that |l it

also increase and when new steady-state conditions are established the net
detachment fronthe biofilm will be almost the same as before the
attachment rate was increased. The effect of single paraoteteges

when using model C are not provided because in this model the microfauna
growth rate and attachment rate must be modified simultaneously when the
microfauna at the upper region of the biofilm becomes active effaets

will be demonstrated in the next section. Furthermore, some ohtle

tions shown in Table 8.5 are also due to secondary effectsludraging

biofilm surface area, for example the change in nitrification capacity when
the attachment rate is increased. The surface area is modelled according to
equation (8.2) and will consequently influence processes such as diffusion.
Therefore, simulations with a different surface area model (e.g., a constant
surface area) may exhibit somewhat different results. Note thatdtel
extensions in models B and C are naturally only active withiratieal
biofilm, whereas the processes in the bulk water phase are oasdb
described by the original IAWQ model.

8.4 Model Simulations and Validation

The simulations presented in this section are performeAQUASIM
using 25 grid points (2 for the bulk water phase and 23 fobiif@m
itself) and a second-order approximation of the numerical flux técns
Section 7.2). This means that the simulations require a signihcaoint

of computer capacity. However, using 10 grid points anfds&order
approximation of the flux terms will produce results that may differ 10 to
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20% from the ones presented here. Increasing the accuracyuethean

(e.g., 50 grid points) will produce results that can hardlgisenguished

from the ones achieved with 25 grid points. Therefore, 25 grid points and a
second-order approximation of the flux terms were considered a good com-
promise between numerical accuracy and computational effort.

It should be noted that no optimization algorithms have been applied in
order to minimize the differences between the measured variables and the
simulated data. Such an approach would certainly improve the results in
the sense that the simulated data would fit the measuredodtta.
However, the purpose of the simulations presented below are more focused
on demonstrating the principal behaviour of the models and their ability to
describe some effects of microfauna influence on biofilm systems by fairly
simple model modifications. The primary aim when modifying the models
to describe a situation where the microfauna is fully active, have been to
achieve models that predict the limitedrification capacity of the
experimental process. Not until the ammonia and nicateentrations
could be accurately predicted by the model, the other meaganiadles

were considered for calibration.

Inhibited Case

As discussed in the previous section, models A, B and @ratluce
identical solutions when no microfauna are active within the biofilm. The
steady-state results for the inhibited case are presented in Table 8.6 and
compared with the measured average values from the experirstrhal

Note that ‘steady state’ here means results obtained from dynamic simula-
tions with constant operating conditions running for 400 days.

measured simulated

soluble COD [mg COD/I] 40 40

TSS [mg COD/] 120 118
ammonia [mg N/I] 10.7 10.5
nitrate and nitrite [mg N/I 21.7 21.4
biofilm mass [g] 1.11 1.10
biofilm surface area [A NA 0.13
biofilm thickness [mm] NA 0.86

Table 8.6 Measured and simulated steady-state values focéalierated
model describing the inhibited case (NA: not available).
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Table 8.6 clearly shows that it is possible to obtain a mathematical model,
which is capable of mimicking the average experimental results with good
accuracy. In Figures 8.7 and 8.8, the corresponding simudttady-state
concentration profiles in the biofilm are shown for the mogtortant
soluble and particulate variables, respectively.
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Figure 8.7 Steady-state concentration profiles of the soluble components
within the biofilm for the inhibited case.
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Figure 8.8 Steady-state concentration profiles thie particulate com-
ponents within the biofilm for the inhibited case.
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In both figures, the concentrations are presented as mass pehona

of biofilm, i.e., including the water fraction of the biofilm. The substratum-
biofilm interface is positioned at=0 and the solid line &=0.86 indicates

the interface between the biofilm and the bulk water phase (that is, the
steady-state biofilm thickness).

Non-Inhibited Case

The first attempt to model the influence of the higher order organisms on
the biofilm in general and on thatrification capacity in particular is
performed by using the original IAWQ model, describing the effects of the
microfauna as an increased oxygen consumption (model A). By increasing
the attachment rate, the behaviour of the filter feeding organisms on the
surface of the biofilm can be described. The attachment rate parakggter (

Is set to 0.055 m/d, identical for all different particulate matter\(ttee

was zero for the inhibited case), see equation (7.17). Loweringelue
coefficientsfor both theheterotrophsand theautotrophs result in a
situation where more oxygen and substrate are required to forsanie
amount of biomass. This effect will to some extent be similar to predators
consuming bacteria and oxygen in the biofilm. For simplicity, the values of
both yield coefficients are reduced in the same way although we have no
information if both types of bacteria are affected by the microfauna to the
same extent. The yield coefficients are set to values that are @86

than the calibrated values used for the inhibited c¥seclfangedrom

0.52 to 0.37 anY, from 0.24 to 0.17). Apart from the parameter changes
described above, the model is exactly the same as the one used for the
inhibited case.

In Table 8.7, thesteady-state resulf®r the non-inhibitedcase are
presented and compared with the measured average values from the experi-
mental study. The reducedtrification capacity ofthe non-inhibited
system is reflected by the model simulations. This is due tomibre
severe oxygen limitation within the biofilm which in turn iscambined

effect of the lower yield values and of the reduced biofilm suréaea,

which affects the diffusion process. The other measured variablaksare
close to the values predicted by the model.
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measured simulated

soluble COD [mg COD/I] a7 45

TSS [mg COD/] 76 78

ammonia [mg N/I] 21.4 22.2
nitrate and nitrite [mg N/I 12.1 12.5
biofilm mass [g] 1.67 1.61
biofilm surface area [A} NA 0.095
biofilm thickness [mm] NA 1.56

Table 8.7 Measured andsimulated steady-state values model A
describing the non-inhibited case (NA: not available).

In Figures 8.9 and 8.10, the corresponding simulated steadycsteten-
tration profiles in the biofilm are presented for the main soluble and parti-
culate components. The substratum-biofilm interface is positionze<Cat
and the solid line a=1.56 indicates the interface between the biofilm and
the bulk water phase.
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Figure 8.9 Steady-state concentration profiles of the soluble components
within the biofilm for the non-inhibited case using model A.
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Figure 8.10 Steady-state concentration profiles of the particulate compo-
nents within the biofilm for theon-inhibited caseaising
model A.

One drawback of model A is that in order to describe the effects of
microfauna influence, the yield coefficients for the bacterianawdified.

There is no reason to assume that the yield values for the heterotrophs and
autotrophs are actually affected by the higher order organidarsover,

the primary hypothesis discussed in Section 8.2 was that the oxygen con-
sumption of the microfauna could have a major impact on the nitrification
capacity of the biofilm. Although the change of the yield valwdk
influence the oxygen consumption within the biofilm it will also affect the
amount of substrate required for growth of the bacteria, which is not
realistic. Especially, a lower autotrophic yield value will improve the
nitrification capacityper mass unit ofautotrophic biomass, which is
contradictory to the purpose of decreasing the yield value in terms of an
increased oxygen consumption. A better method is to aghyalyasic
IAWQ model in its original form to model the behaviour of thecteria

and add on processes that will only occur due to the presemirof

fauna in the system. Model B represents a simple approach to achieve this.

In model B two new processes are added to the IAWQ modidsicribe

the consumption of bacteria by the predators, as shown in Table 8.3. The
consumption of bacteria results in an immediate oxygen consumption. The
process is modelled as a traditional decay process in order to keep the
model simple and the factgr describes the amount of bacteria that is
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consumed by microfauna compared with the amount that is removed by the
normal decay process. The rate of consumption is set directly proportional
to the bacteriaconcentration, thais, the predators are more active in
regions of the biofilm where there is more ‘prey’ available. To simulate the
non-inhibited process we assume a valug=oi and determine suitable
corresponding value of the attachment rate to be 0.032 m/dstéaay-

state values for the non-inhibited system using model B are presented in
Table 8.8.

measured simulated

soluble COD [mg COD/I] a7 46

TSS [mg COD/I] 76 84

ammonia [mg N/I] 21.4 20.2
nitrate and nitrite [mg N/I 12.1 11.9
biofilm mass [g] 1.67 1.40
biofilm surface area [A) NA 0.11
biofilm thickness [mm] NA 1.22

Table 8.8 Measured andsimulated steady-state valués model B
describing the non-inhibited case (NA: not available).

Most of the simulated values correspond well to the measuredanigs,

the biofilm mass is somewhat different. However, this is easy to adcept i
we consider the fact that the consumption of bacteria by microfauna is
modelled simply as an oxygen consumption and the bacterreracved

from the process.The normal decay process dfacteria results in
production of inert material and substrate that may be used for new
biomass growth. The sum of the steady-state ammonia and nitrate concen-
trations is also lower in model B than in model A. This is an effect of the
removal of biomass when using model B, as the biomass contain nitrogen.
The corresponding simulated steady-state concentration profiles of the
soluble and particulate variables are shown in Figures 8.11 and 8.12.

The structure of model B allows us to describe the increasggen
consumption in the biofilm due to the respiration of the microfauna — but
only as a function of the bacteria concentration in the biofMoreover,

the mass of bacteria that is consumed by the predators are lost from the
process.
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Figure 8.12 Steady-state concentration profiles of the particulate compo-
nents within the biofilm for thenon-inhibited casaising
model B.

In model C an attempt is made to directly include the growthdacdy
processes of microfauna into the model, see Table 8.4. The necessity to
include an empirical function, i.e., equation (8.3), in the grgwtitesses

to describe some rudimentary information of the life strategy of the micro-
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fauna dominating the experimental system, was discussed previeus
section. By setting the specific growth rate of the microfaunahgla
value (3 d), the higher order organisms will be able to dominate the outer
region of the biofilm in steady state, which is in agreement with the micro-
scopical examinations of the experimental system during the non-inhibited
periods. The growth rate will rapidly decrease as a functiobiaifim
depth due to the exponential behaviour of the empirical fun¢tea
Figure 8.6).

However, if certain precautions are not taken then the microfauna in the
biofilm will continue to consume bacteria within the biofilm while the
outmost layer of the film is lost due to the detachment process. Over a
short period, the simulated biofilm will get thinner and finally siystem

will collapse when all bacteria have been consumed. To batarsce
decrease of the biofilnthickness,the attachment ratecoefficient is
increased. A suitable value ky; for the non-inhibited case was found to be
0.32 m/d, which is considerably higher than the values used for models A
and B. This is a direct consequence of having a layer of active predators at
the surface of the biofilm with a high growth rate (in order to outgrow the
heterotrophs in this region). Any biomass in the bulk water phase that is
attached to biofilm will be consumed immediately and only to a small part
increase the thickness of the film because of the low yield value for the
microfauna. Moreover, the growth of the most active bacteria (heterotrophs
just below the region where the microfauna is dominating) will also be
consumed by the microfauna and result in a limited increase of the biofilm
thickness. In models A and B the attachment process is a passéve
process, where attached biomass is simply incorporated intodfien,

which in turn leads to a thicker biofilm. The active predators at the biofilm-
bulk water interface dramatically affect this process and, consequently, the
attachment rate has to be increased. The values of the otherpacalel
meters in model C are the ones that were discussed in Section 8.3.

In Table 8.9, the simulated steady-state results for the non-inhdaissd
using model C are presented and compared with the measureafe
values from the experimental study. The reduced nitrification capacity is
correctly described by the model as an effect of the more sexggen
limitations within the biofilm due to the growth of microfauna at the outer
region of the biofilm. However, the predicted biofilm mass is ntbas

25 % lower than the measured biofilm mass at the end of the experimental
study.
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measured simulated

soluble COD [mg COD/I] a7 55

TSS [mg COD/] 76 15

ammonia [mg N/I] 21.4 20.6
nitrate and nitrite [mg N/I 12.1 11.6
biofilm mass [g] 1.67 1.25
biofilm surface area [A NA 0.12
biofilm thickness [mm] NA 1.02

Table 8.9 Measured andsimulated steady-state valuésr model C
describing the non-inhibited case (NA: not available).

The simulated steady-state biofilm mass could be increasedtigasing

the attachment rate even further. However, this would reducsuitffi@ce

area of the biofilm, see Figure 8.4, and, consequently, limit the diffusion of
oxygen into the biofilm. This would in turn severely affect the nitrification
process. The large difference between the measured and simulated TSS
concentration in the bulk phase is due to a combination of the high attach-
ment rate and the high consumption of biomass by the microfauna at the
biofilm-bulk interface. Both these discrepancies indicate thagtbeith

rate (and, consequently, the oxygen consumption) of the microfauna is too
high in the model. However, in order to reach a steady-stdidion
where the microfauna is dominating the outer region of the biofilm, the
growth rate of the microfauna must be sufficiently high so that the hetero-
trophs in this region cannot compete. For example, reducingp#wfic
growth rate of the microfaunato 2dvill result in a steady-state solution,
where there is no microfauna at all in the biofilm. In realjyedator-

prey’ systems are probably never in steady state (cf. the favudiesra
cycle). In this early stage of the modelling work it is, howerercessary

to focus on steady-state solutiod$ie dynamics of biofilmsystems
including higher order organisms are so complex that it would be imposs-
ible to start the investigation by looking at the dynamic behaviour. First the
processes and mechanisms affecting the various predators in a biofilm need
to be investigated and more knowledge gained.

The simulated steady-state concentration profiles of the solublpaatid
culate variables corresponding to Table 8.9 are shown in Figures 8.13 and
8.14.
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Figure 8.13 Steady-state concentration profiles thfe solublecompo-
nents within the biofilm for theon-inhibited caseaising

[EnY
=
\

\

[N
o
\

[EnY
o

concentration of particulate material [g(COD)/I]

[EEN
»

0o

6F /

oxygen conc. /
=30 - - biodeg. COD conc.
g’ -~ nitrate conc.
= ammonia conc.
8 o5t /
’G—J !
'Es‘ /
E /
© 20- !
o /
=) /
(@] /
()
%5 15F /’
e -————
S Y-
S1o /
c /
(O] 7
(&] s
c -
8 5 e
0 I 4 Il Il Il
0 0.2 0.4 0.6 0.8 1

biofilm thickness [mm]

model C.

/ |

- - heterotrophs ! ~
- - autotrophs
— microfauna ‘

/ |
— inert material / | r

_c e I
0 s ‘ —

Figure 8.14 Steady-state concentration profiles of the particulate compo-
nents within the biofilm for thenon-inhibited casaising

0 0.2 0.4 0.8 1

0.6
biofilm thickness [mm]

model C.

343



344 Modelling Aspects of Wastewater Treatment Processes

Dynamic Behaviour

The discrepancies between the measured average values and the simulated
steady-state results can partially be a consequence of the fact that the
experimental process is not in steady state, as discussed above. There are
long-term effects that influence the experimental study, which ntbans

some of the measured average values used for the model validations are
somewhat misleading. In Figures 8.15 and 8.16, the time series for the
concentrations of nitrate and total suspended solids in the bulk phase are
shown for the full experimental duration, i.e., periods I-V (cf. Section 8.1,
reactor B). These graphs indicate that there are some dtaamics
involved in the process.
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Figure 8.15 Measured values of the total suspended saaigentration
in the bulk water phase during the full experimental duration.
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Figure 8.16 Measured values of the total suspended sadaentration
in the bulk water phase during the full experimental duration.

The time series for the TSS concentration shows thatdheentration

seems to decrease with time during the inhibited period and that the
concentration at day 385 (end of the inhibited period) is approximately the
same as the one that was measured during the initial non-inhibited period.
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The correspondingime series for the nitrateoncentrationremains
unaffected by the strange behaviour of the TSS concentration. When the
addition of inhibitors is stopped, the concentration of TSS continues to
decrease whereas the nitra@ncentration remains at a high level for
almost 50 days. After this time, the concentration of nitrate decreases to a
level which is slightly higher than what was measured duringnitiel
non-inhibited period. Simultaneouslyith the decrease of theitrate
concentration, the concentration of TSS again returns to the vidweh

was observed towards the end of the inhibited period.

No attempts have been made to model the dynamics @xffeximental
system in this work. Instead we have focused on explainingliberved
effects based on steady-state reasoning. However, in order to demonstrate
the dynamic behaviour of the models, a simulation is perfornset)

model C, for the full experimental duration. The results of susimala-

tion are shown in Figures 8.17-8.20, and compared withmeeesured
values from the real experiment. Note that no attempts have been made to
introduce the parameter changes in a smooth manner, asystesn
changes from a non-inhibited system into an inhibited systenbacoki
again. Theparaneter variations of the specific growth rate of thiero-

fauna and the attachment rate are simply imposed as step functions. The
only special condition compared with the previously perforsietila-

tions is that during the inhibited period not all of the microfauna within the
biofilm are considered to decay. Instead a small fraction optééators
(0.5% of the biomass) is modelled to remain in a dormant state. This is a
necessary modification, otherwise it is impossible to model the recovery of
the microfauna when the inhibition is stopped. Moreover attechment

rate is modelled to increase as a linear function of time during the first five
days when the inhibition is stopped, as the increased attachment rate is
assumed to coincide with the recovery of the filter feeding organisms at the
outer region of the biofilm.

The simulations indicate that the model performs reasonably well when the
inhibition is initiated, in spite of the fact that no special calibration has
been carried out to model this dynamic situation. The slow dynamics of the
TSS concentration during the inhibited case is not predicted hyddel

(see Figure 8.20). These dynamics may indicate that the detachment and
attachment of biomass are not uniformly constant over time.effaet

may be due to the slow forming of a more dense biofilm when the micro-
fauna is not active, which would be less exposed to detaclhprmrgsses

than the non-inhibited biofilm.
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concentration in the bulk water phase during thel@rgth
of the experimental study.
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It also seems reasonable to assume that the inhibited biofilm system and its
bioscenosis will change over tintue to effects from théong-term
exposure to the inhibitory substances. Moreover, the inhibitiaeéin
higher order organisms may encourage other species, 0CCcupgimgjar
ecological niche, to flourish.

The observed delayed reaction in theperimental system, bothith
regard to the nitrification process and the concentration of TSS when the
inhibition is stopped, may be an indication of a gradual recoveityose
higher order organisms that were present in the system prior to the inhibi-
tion. The model predicts this recovery to be significantly fagramarily

due to the necessary high growth rate of microfauna at the outer region of
the biofilm, discussed earlier. A number of other processegrabably
involved in the real system. In order to be able to evaluate and dynamically
model these effects, a better understanding and a more elaexpate
mental program — including future modelling aspects — will be required.

8.5 Future Model Development

Predators, such as rotifers and ciliates, can have a strong negative effect on
nitrification in aerobic biofilm processes. However, in the literature the
effects of microfauna are often neglected and there arestablished
mathematical models availabfer the prediction of the behaviour of
biofilm processes exposed to predator influence. This is believed to be an
Important drawback of current biofilm models. As a fapproximation,
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the effects of microfauna can, during steady-state conditiomapllelled

in a fairly simple way by adjusting the oxygen balance of the system, as
demonstrated in this work. Model predictions show reasoragskement

with experimental results and appear to partially verify pbstulated
hypotheses on the effect of filter feeding organisms based on their oxygen
consumption.

In order to describe thenicrofauna influence in a momaechanistic
manner, a first attempt to incorporate the microfauna as an exgbéitst
variable was investigated. This approach increases the moaelexity

and gives rise to a number of questions with regard to growth and decay of
microfauna, for example,

« can the growth rate of microfauna be adequately described as a
Monod-type expression;

» is the decay process aficrofauna similar tothe decay of
bacteria,;

» what are the appropriate parameter values for these processes;

* is the growth of microfauna limited by other factors than oxygen;

* how does the microfauna affect the structure and density of the
biofilm;

 do microfauna and bacteria coexist in steady state or is the
system inherently dynamic;

* how should information about the life strategies different
types of microfauna be included into a model;

* how should the mobility of higher order organisms be modelled,;

* what type of defence mechanisms against predatodsféoent
bacteria exhibit and how should this be included in a model?

The above and many other questions need to be answered before the
influence of microfauna in biofilm systems can be modedlecurately.

There is also a great deal of uncertainty concerning the basic modelling of
biofilm systems, neglecting the higher order organisms. Theasstions
involve, for example, the existence of a hydrolysis process within the
biofilm, various transport mechanisms within the film, hydrapheno-

mena on the surface of the film, and the changing structure, porosity and
density of the biofilm. Another important issue is the questiondhe-
dimensional biofilm model is at all capable of accurately describing the
significant heterogeneity found within biofilm systems.
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The future modelling work of biofilm systems will continue in the
direction pointed out in this section. However, it is obvious thiarge
number of questions remain to be answered. There exist both a lack of
fundamental knowledge of predator-bacteria interactaorsg howsuch
knowledge should be incorporated into mathematical models. In order to
model the details of microfauna behaviour, much more detexXpdri-
mental studies of such systems must be carried out (compared with the
study described in this section), where molecular probes for bacteria are
used to measure variables within the biofilm and not only in the bulk water
phase. An important problem is due to the already extreme complexity of
biofilm models and great effort must be made to avoid includilagge
number of new complex processes. Overly complex models can be fitted to
almost any type of data and such models will not be operatiarssful.
Instead we must focus on keeping the models as simple as possible. It
appears unrealistic to include different types of predators as different state
variables and allowing them to be active simultaneously. Instead the domi-
nating type of higher order organism in a specific process muittbe
mined and a model should focus on describing the behaviour otloaly
organism (directly or indirectly), at least with regard to the limkeolv-

ledge that exists of predator-bacteria interactions today.

It is important to maintain an engineering approadth regard to
modelling of biofilm systems. Researchers within the field of microbiology
tend to describe processes at the individual cell level but this approach is
completely unrealistic ithe models are to be used for apsactical
operational purposes. In the work presented here, the reatiisions
suggested are reduced into one basic assumption, namebhpsbible
oxygen limitation within the biofilm due to the respiration of higher order
organisms. Other modeodificationswould also be possible, for
example, modifying the diffusion rates, but somehow they will all be
related to the amount of available oxygen within the biofilm. Based on the
necessity for simple models and the limited available knowledge of
microfauna influence on biofilms, we would recommend models where the
microfauna is described in an indirect manner, that is, the use of model B.

Finally, the process of describing an experimental study anteratal
model in an entity, encompassed within the framework mathematical
model, is an efficient way of analysing experimental data, as #rats
require further attention are highlighted. The modelling approach that was
adapted in this work regarding the microfauna influence, should only be
considered as a first attempt with serious limitations. Howevappgars

as if the basic hypotheses on the role of filter feeding organises
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increased oxygen consumption in the biofilm and a higher attachment rate)
seem to provide a modelling direction that may be further explored to
attain a better understanding tife effects of microfauna idifferent
biofilm systems. However, it should be noted that biofilm systdomsi-

nated by other types of higher order organisms with different life strategies
may require a different modelling approach. Some of the efbbserved

In this experimental study may also be influenced by the tymarmier
material used, which may affect both the structure andnticeobial
population of the developed biofilm.
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Conclusions and Perspectives



352



Chapter 9

Conclusions

Wastewater treatment processes can be considered the largest industry in
terms of volumes of raw material treated. The large treatment platts

have been built to perform this task are generally operatedonith
elementary control systems that are often fed only with off-line daita;
situation is rather irrational. It is believed that a more efficientshseld

and could be made of the large investments in construction and equipment
for wastewater treatment by means of process control.

The biological behaviour obiotechnological processes occurring in a
bioreactor has a complexity unparalleled in the chemical industry. As a
consequence, to predict its behaviour from information abougrikgon-
mental conditions is extremely difficult. The number of reactions and
species that are involved in the system may be very largecAurate
description of such complex systems can therefore result ininmeslyed
models, which may not be useful from a control engineering viewpoint.

Modern control systems rely heavily on adequate process mésigin

of advanced controllers is based on a mathematical description of the
process. Since the involved biological processes are highly non-linear, time
varying and subject to significant disturbances, the models reapjust-

ment on-line, based on available data from various sensors. Partly due to
the lack of available sensors and the complexity of the processes, a com-
promise must be made between the complexity and the accuracy of the
used models.
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9.1 Summary of Results

In this work the problem obver-parametrization in complexodels
describing the activated sludge process has been appro&otisithg
complex models of the AS system dynamics do not have a unique set of
parameters which can explain a certain behaviour, that is, the models are
not identifiable. An attemphas been made to develop reduoceder
models with a smaller number of states and parameters, which are capable
of adequately describinthe major dynamical behaviour of both the
carbonaceouand nitrogenous activities othe AS process. Still, the
mechanistic structure of the modelled reactions has been retaivesd
possible. Furthermore, the lack of available on-line sensors emphasizes the
need for a more realistic complexity of models for operational purposes.

A thorough investigation of thelentifiability of the proposededuced

order models has been performed using both off-line and oralgoe
rithms. Results have been presented for a large number of diféasrs
depending on which variables are assumed to be measurable. Under certain
conditions the simplified models have been shown to be glolokzihti-

fiable, even when the data are corrupted by a significant amoumaiss.
Comparisons between the IAWQ model and the reduced models based on
numerical simulations have verified that the main features of the dynamics
are retained.

Correlations between different model parameters under various conditions
have also been investigated. One such correlation exists between the reac-
tion rate factor and the decay rate factor. The difficulty of estimating these
parameters separately in a global sense compared with estimating the com-
bined net reaction rate was demonstrated. Finally, a sensitivity analysis of
the reduced model to various parameter changes has been performed.

The primary objective of the reduced order models is to apply them as an
on-line tool for supervision and control in a hierarchical corgnalcture.
Since the model parameters can be updated from omAgasurements,

any deviation between the real plant and the model predictions may be
used in an early warning system for process diagnosis purposes.

The majorcontribution related tahe work on modelling thesettling
process was a detailed evaluation of the behaviour of a new sHitlst
model compared with other one-dimensional layer models available. It has
also been demonstrated how the model is integrated with models of the
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biological reactors. The settler model should be regardedfiast-arder’

model that captures the wave behaviour and the conservation of mass for
any type of loading. The only calibration needed for the model is the estab-
lishment, via batch settling tests, of the batch settling flux function for the
sludge under consideration. The robust settler model includes algew

rithm for describing the dynamic propagation of the individualogical
components of the particulate material through the settler.

The evaluation, which was performed by numerical simulatifmcsised

on the consistency of the model rather than its ability to predipeaific

set of experimental data. A main advantage was that the nunresaoéb

of the robust model converged to the analytical solution as the number of
layers increases. Traditional layer modal® highly sensitive to the
number of used layers because ofatidhocflux terms commonly applied.
Significant differences betweeaime robust and théraditional settler
models were observed both for the concentration profile in the settler and
in the prediction of the effluent and underflow concentrations. It could also
be concluded that a 10-layer model was too crude to resohdetaged
behaviour of the settler. At least 30 layers (preferably 50 layers) are
recommended for producing more reliable results during normal operating
conditions.

The new materiapropagation algorithnwas compared witlanother
commonly used procedure. Several advantages of the new meg¢ned
demonstrated. This type of algorithm is of importance when simulating the
settler in combination with the bioreactor if sludge is recirculated in the
process, and it is even more crucial if biological reactions within the settler
are to be modelled.

The robust settler model illustrates the importance of using a sound mathe-
matical model structure and a consistent numerical algorithm. It does not
suffer from the manynumeical drawbacks commonly found iother
settler models. Consequently, the robust model is a reliable platform for
future model refinements.

Predators, such as rotifers and ciliates, can have a strong negative effect on
the nitrification capacity in aerobic biofilm processes. In this work, it was
demonstrated that the effects of the microfauna could, as a first approxima-
tion, be modelled in a fairly simple way by considering the oxygen balance
of the system. By focusing on describing #féectsdue tomicrofauna
influence rather than the detailed behaviour of pinedators, it was
possible to extend existing biofilm models in a way that hantiseased
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the overall model complexity. Three different modelling approaulezs
discussed for describing the quasi steady-state behaviour expaati-
mental system where the influence of predators was studied in detail by
alternately inhibitingthe higher orderorganisms. Modelpredictions
showed fair agreement with thexperimental resultand appeared to
strengthen the postulated hypotheses on the effect of filter feedjag

nisms based on their oxygen consumption. These results were achieved by
modifying a very limited number of model parameters, whereas the
majority of the used parameter values were the default ones taken from the
available literature.

However, over longer periods of time (months), the microfauna (or the
effect of the inhibitory substances) appeared to influence the behaviour of
the biofilm in a more complex way, which was not captured bysiting-

lified modelling approach. These phenomena will require ndetailed
understanding if they are to be described by means mhthematical
model.

9.2 Topics for Future Research

In the course of the work presented in this thesis, several types of problems
and questions that deserve future attention have been encountered. In rela-
tion to the results that have been presented, we can define a number of
important issues and extensions that need to be focused upon. Some of
them are summarized below.

An interesting approach would be to apply various mathematical methods
for model reduction (e.g., perturbation methods) to the IAWQ model and
compare the results with the reduced order models developed in this work
(based on logical reasoning). If similar results are achievedwibidd
strengthen the possible applicability of the models. It may even be possible
to simplify the models further. From an identifiability point of view, the
simplest models should be based on net reaction rates, amedpiicat
description of active heterotrophand autotrophic biomass astate
variables ought to be eliminated.
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A more detailed measurement strategy to be used in combination with the
reduced order AS models must also be defined. Exactly mieasure-
ments — with what accuracy, how often, and carried out at which positions
in a plant — are the minimum requirements to guarantee ghbdraifia-

bility of the reduced order models? How could other eamigilable
measurementsuch as redox potential or suspended solidsmore
sophisticated measurementstbke respiration rate, short-term BOD or
sludge activity affect the structure of the models and improvedtai-
fiability? In this context it is also important to investigate how the process
(in full scale) should be perturbed in order to gain the nmdstmative

data to be used for on-line modédentification without affecting the
quality of the effluent water. The possibilities of temporacif\anging

flow rates and flow schemes, adding supernatant (from the sloeigte
ment) of high concentrations at specific locations, apply stepefaatol

for the largest natural variations of the influent wastewater, modify the
control of the dissolved oxygen concentration, etc., in ordexchieve
more information from the transient behaviour of the process need to be
further explored.

The reduced order AS models must naturally be evaluated forttheir
purpose, that is, model-based control. It is important to define rather direct
links between the on-line measurements, the model predictions and the
control actions. The possibility to develop control algorithms based on
feed-forward and adaptive control principles should be investigateel

the simple, identifiable AS models are available. Due to the lamge
constants of the AS process an optimal control scheme oughtbiasbd

on measurements of the influent wastewater, and control actions should be
Imposed before any problems actually occur (i.e., feed-fora@mttol).

On the other hand, adaptive control is the proper waganitrolling
processes that significantly change their behaviour over time, such as the
AS system. Traditional feed-back control is not the best solution for waste-
water treatment processes, especially as the process inputs can only be
manipulated to a limited degree. In this context, a ques&garding
hierarchical control structures must also be addressed. The difi@rent

level control modules need to be synchronized and the partly contradictory
control criteria of an overall control strategy have to be formulated to allow
for optimal plant performance.

With regard to the robust settler model evaluated in this work, there is a
need to further refine the model. Natural extensions of the model are to
take into account a decreasingpss-sectionadrea of the settler as a
function of depth and also to include various biological processas-
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ring in the settler. A varying cross-sectional area will uniquely define the
height of the sludge blanket in the thickening zone (if it exists) based on
the feed concentration and bulk flow rates in the settler. Abiddwgical
reactions in the settler, especially the denitrification process irapuir-
tance as extensive denitrification has been reported to occur settles.
Another improvement to enhance the applicability of the model is to allow
for larger time steps in the numerical algorithm. The time step is currently
defined by equation (5.49) and calculated when a dynamic simulation is
initiated and then fixed to this value, based on a worst seseario.
Instead the time step could be adjusted on-line by an adag@athm
based on the actual conditions in the settler. This wagdhgutational
effort would be greatly reduced, especially when the process is not exposed
to large dynamic disturbances.

A fundamental question is whether one-dimensional settler mbdsésl

on the solids flux theory are accurate enough to predict the behaviour of
the settler. It is clear that hydrodynamic effects play an important role for
the settling process in real wastewater treatment plantstiéasetically
possible to extend the robust settler model into a two-dimensiurde|
although thecomputational effort to simulate such a model would be
dramatically increased. Including hydrodynamic equations intoniheel
would of course have a similar effect. It may be possible to incloche

of the observed phenomena in a simplified way. The ultimate purpose of
the model will determine how accurate it needs to be. Howmdapen-
dently of which way we choose to proceed, it is believed thatothest
settler model is a good platform for future model refinements due to its
mathematically sound structure.

For both the reduced order AS models and the robust settler model there is
a great need to evaluate the models using real data from pilot-scale or
preferably full-scale WWT plants.

The work concerning modelling of biofilm processes includnngher

order organisms is still at such an early stage that it is difficidetme
specific topics for future research. There is a great need for forata-
mental knowledge of the processes and mechanisms occurring in such a
system, especially regarding the dynamics. The need for simplified biofilm
models is even more apparent than reduced order models for the AS
process. A fundamental question with regard to biofilm modelling con-
cerns the heterogeneity and the varying internal structure of biofilms. In
this perspective it may be virtually impossible to describe biofilm systems
accurately by one-dimensional models. With regard to the modelling work
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presented in this thesis, a necessary extension is to carry out a number of
experiments (using different influent wastewaters, other camnagerials,
different operating conditions, etc.) in combination with mdegailed
analyses of the system performance (including measurements within the
biofilm) in order to investigate the generality of the results as well as pro-
viding data for a more elaborate modelling study.

Some important areas for future research within the general field of
modelling and control of wastewater treatment plants are suggested below.
Many of these areas require an interdisciplinary approachisthaint
efforts of many experts within different disciplines are needed to solve the
fundamental problems.

« Sewer system — WWT plant — receiving wattaractions It is
not sufficient to consider the operation of the WWT plants as a
separate problem. The entire chain from the source of the waste-
water to the receiving water must be taken into accouortder
to meet the demands cbst-effectiveness, good watguality
and sustainable solutions in the future by utilizing all means of
control and flexibility of the processes.

« Performance indicesAn overall objective index would make it
possible to evaluate the combined effects of both design and
operation during the planning phase of new WWT plants, as well
as allowing an objective comparison and evaluatiodifbérent
operational strategies vs traditional expansion of plants already in
operation. This could serve as an incentive for a higher degree of
ICA at WWT plants and promote flexibility built into a plant.

 New modellingapproaches Grey-box models, neuraletworks
and fuzzy logic are new approaches that need to be investigated.

» Better overall controlstrategies The most importantontrol
aspect is not to optimize unit processes within a WWT plant but
to optimize the performance of the entire plant.

» SensordevelopmentOn-line sensors that are both robust and
accurate, either in-situ (operating within the processh-ine
(operating in a side stream), are a necessity forsangessful
control of WWT processes.

« Experimentaldesign Any methods foridentificationand esti-
mation require informative data to work well. Data quality can be
improved dramatically by proper experimental dedigqually
important for both off-line and on-line methods).
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» Characterizationproblems Characterization othe active bac-
teria, flocs, biopolymers, phosphorus forms, dewatepiaoger-
ties, settling properties, floc-forming properties, etc., with respect
to interactions with various wastewater components need to be
improved in order to better understand the basic processes. Once
we fully understand the processes, the performance of our waste-
water treatment plants can be greatly improved.
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Notation and Abbreviations

DO
EBPR
EKF
F,f

F/IM

Cross-sectional area of a settieisurface area of a biofilm
The Akaike information criterion

Activated sludge

The B information criterion

Biochemical oxygen demand

General decay rate coefficient

Decay rate coefficient for autotrophic organisms

Decay rate coefficient for heterotrophic organisms based on
the death-regeneration hypothesis

Traditional endogenous decay rate coefficientHetero-
trophic organisms

Decay rate coefficient for higher order organisms
General matrix describing the model outputs
Carbon

Chemical oxygen demand

Dispersion coefficienbr height of settler above feqmbint
or diffusion coefficient

Dissolved oxygen

Enhanced biological phosphorus removal
Extended Kalman filter

General non-linear vector functions
Godunov’s flux term for the thickening zone
Ratio of substrate to biomass
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f(X) Total flux function in thickening zone

frs Non-settleable fraction ofthe influentsuspendedolids
concentration to the settler

fp Fraction of biomass yielding (inert) particulgieoducts
based on the death-regeneration hypothesis

fp Fraction of biomass yielding (inert) particulgisoducts
based on the process of endogenous decay

G g General non-linear vector functions

G Godunov’s flux term for the clarification zone

GN The Gauss-Newton optimization algorithm

a(X) Total flux function in clarification zone

H, h General non-linear vector functions

H Hydrogen

H Depth of settler below feed point

HRT Hydraulic retention time

IAWQ International Association onWater Quality (formerly
IAWPRC)

ICA Instrumentation, control and automation

Ixg Mass N/mass COD in biomass

Ixp Mass N/mass COD in products from biomass decay

J General one-dimensional flux term

J Loss function

Jelar Special flux function for the clarification zone of the settler

Jyiff Flux due to an effective diffusion process

Jan Downward flux of SS due to downward bulk flow

Jim Limiting solids flux

Js Solids flux due to gravity settling

Jup Upward flux of SS due to upward bulk flow

K General observer gain matox Kalman filter gain matrix

Ks.a Half-saturation coefficient for consumption of autotrophs by

higher order organisms
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Half-saturation coefficient for consumption leéterotrophs
by higher order organisms

Ammonia half-saturation coefficient for autotrophs

Nitrate half-saturation coefficierfor denitrifying hetero-
trophs

Oxygen half-saturation coefficient for autotrophs
Oxygen half-saturation coefficient for heterotrophs
Oxygen half-saturation coefficient for higher organisms
Half-saturation coefficient for heterotrophic organisms

Half-saturation coefficientor hydrolysis of slowly bio-
degradable substrate

Parameters used to exemplify settling velocity functions
Ammonification rate
Attachment rate coefficient
Detachment rate coefficient
Maximum specific hydrolysis rate
Coefficient for modelling of the biofilm detachment rate
Any kinetic model parameter at temperatlife€
Likelihood function
Biofilm thickness
Length of carrier particles for biofilm growth
Mean cell residence time
Mixed-liquor suspended solids
Function that computes the local minimizef(X)
Number of model parameters
Maximum value ofaandb
Minimum value ofa andb
Maximum specific growth rate, identica (1o
Nitrogen
The Nelder-Mead modified simplex optimization algorithm
Number of measured data points
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n1 nll n21

PHA
p()
Rll RZ’ R12

RAS

-
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Parameters used to exemplify settling velocity function
Number of carrier particles in a biofilm reactor
Number of modelled particulate substances

Oxygen

Ordinary differential equation

Oxygen uptake rate

Partial differential equation

Percentage vector describing the proportiongifferent
COD components of the suspended solids in the settler

Volumetric flow rate
Influent volumetric flow rate to the WWT plant

Internal recirculation volumetrilow rate from thelast
aerobic reactor to the first anoxic reactor

Recycled volumetric flow rate from the settler underflow to
the first anoxic reactor

Wastage volumetric flow rate from the settler underflow
Variance vector of the estimator error

Stationary variance vector of the estimator error
Phosphorus

Poly-hydroxyalkanoate

Probability density

Covariance matrices

Reaction rate affecting the solids concentration

Return activated sludge (recycled from settler underflow)

Percentage vector describing the proportions of the different
soluble components in the settler

Net production rates per unit time and unit length

General reaction rate factor net production rate pemit
time and unit volume (in biofilms)

Reaction rate factor for autotrophic bacteria
Radius of carrier particles for biofilm growth
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SBR
SRT
SS
SVi

SALK

Reaction rate factor for heterotrophic bacteria

Settler model parameter for hindered settling

Settler model parameter for low solids concentrations
Volume production of free water volume

Closest integer value of

Concentration of soluble material (sometimes mass per unit
water phase volume)

Sequencing batch reactor

Sludge retention time

Suspended solids

Sludge volume index

Molar concentration of alkalinity
Concentration of soluble inert organic matter
Concentration of soluble biodegradable organic nitrogen
Concentration of inert soluble nitrogen
Concentration of ammonia nitrogen
Concentration of nitrate and nitrite nitrogen
Concentration of dissolved oxygen
Concentration of readily biodegradable substrate
Growth saturation concentration

Source function for settler feed inlet
Temperature

Tricarboxylic acid

Total Kjeldahl nitrogen

Total organic carbon

Total suspended solids

Time

University of Cape Town

General vector of model or process inputs
Volume

Volatile fatty acids
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Vfloc,dn
VL
Vs

)<|OW
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Volatile suspended solids

Velocity

Maximum (theoretical) settling velocity
Maximum (practical) settling velocity
Attachment velocity

Detachment velocity

Downward bulk fluid velocity

Displacement velocity of a biofilm due to growth
Total particle velocity in the thickening zone
Interface velocity of a biofilm

Settling velocity of suspended solids

Upward bulk fluid velocity

Weight matrix for defining the loss functian
Wastage activated sludge (removed from settler underflow)

Wastewater treatment

Concentration of particulate material
Concentration of active autotrophic biomass
Concentration of active heterotrophic biomass
Concentration of biodegradable organic substrate

Steady-state constant concentration of suspended solids in
settler thickening zone

Concentration of SS at the bottom of the settler

Local minimizer ofg(X)

Concentration larger thaXy satisfyingg(Xy) =9(Xc)
Concentration of SS at the top of the settler

Upper limit concentration for maximum settling velocity
Concentration of particulate inert organic matter

Concentration of suspended solids where the bsdtthng
curve has an inflection point

Lower limit concentration for maximum settling velocity
Local minimizer off(X)
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Concentration less thaX,, satisfyingf(X;,)=f(Xy) or the
concentration of SS in the feed layer of the settler

Maximum packing concentration of particulate material
Minimum concentration of suspended solids

Concentration of active biomass nitrogen

Concentration of particulate biodegradable organic nitrogen

Concentration of nitrogen associated with inert organic par-
ticulate matter

Concentration of nitrogen associated with inert organic par-
ticulate products

Concentration of particulate products from biomass decay
Concentration of primary particles

Minimum concentration of primary particles

Concentration of slowly biodegradable substrate

Threshold concentration of suspended solids for onset of
hindered settling behaviour

Concentration of suspended solids where the settling behav-
lour changes from discontinuous to continuouXy ¥

Concentration of higher order organisms (microfauna)
General vector of state variables

General vector of estimated state variables

Vector for the reconstruction errot € X)

General yield coefficient

Yield coefficient for autotrophic organisms

Yield coefficient for heterotrophic organisms

Yield coefficient for higher order organisms

General vector of measurements or model outputs
Empirical function for modelling growth of microfauna
Function that computes the local minimizegEf)

Space coordinate in a settler or a biofdmheight of a layer
within the settler
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Greek letters

a Arbitrary vector
a Parameter to describe the life strategy of microfauna
General matrix describing the model inputs

y Sludge compaction ratior proportion of biomass con-
sumed by microfauna compared to the biomass transformed
by traditional decay

A Distance between two grid points

o The delta function

5a,a’ 5a,r1

Orar Oy Model sensitivity functions

£ General vector describing measurement noise

£ Small positive parameter to include an entropy condition
& Volume fraction of the water phase in a biofilm reactor
{x Arrhenius correction coefficient for kinetic parameters

Correction factor for anoxic growth of heterotrophs
Correction factor for anoxic hydrolysis

General vector of model parameters

Sludge retention time, i.e., sludge age

General growth rate function

General maximum specific growth rate

Maximum specific growth rate for autotrophic organisms
Maximum specific growth rate for heterotrophic organisms
Maximum specific growth rate for higher organisms
Density

General one-dimensional density

Standard deviation

Length of a time step

General vector describing process noise

General matrix describing the model states

€ 8 ¢ - qb)‘o:,‘:,;@;:)t,‘:@cu:;g

Extended flux function including outlets
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Q
Q-function

Subscripts

—

X € n 3 3 r X

superscripts

Short-circuiting factor
Corrective function for effects of compression

Refers to a variable in the bulk water phase

Refers to a variable describing the settler effluent
Refers to a variable within the biofilm

Refers to a variable describing the settler influent (feed)

Refers to the!" layer (or grid point) of a settler model start-
ing from the top

Refers to thebiological components othe IAWQ AS
Model No. 1 or other similar types of biological models

Refers to a specific step

Refers to a variable in the liquid boundary layer

Refers to the feed layer (or grid point) of a settler model
Refers to the bottom layer (or grid point) of a settler model
Refers to a dissolved variable

Refers to a variable describing the settler underflow
Refers to a particulate variable

Refers to a specific time step
Refers to a specific iteration
Matrix transposition
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Appendix B

The IAWQ AS Model No. 1

The most widely used model today, describing the biological processes in
wastewater treatment systems, is the IAWQ Activated Sludge Model No.1.
It was presented in 1987 (Hergkal., 1987) as a result of the work by the
‘Task Group on Mathematical Modelling for Design and Operation of
Biological Wastewater Treatment Systems’ formed by Itliernational
Association on Water Quality (IAWQ) in 1983. The main goal was to
review existing models and reach a consensus concernirgjnip&est
model having the capability of realistic predictions of the performance of
single-sludge systems carryirgyt carbonoxidation, nitrification and
denitrification. Most alternative biological models available today are to a
large extent influenced by the IAWQ AS Model No. 1.

The model is a highly mechanistic model where the major components of
relevance and the most important biological processes haveidedn

fied. It is based on a COD balance of the system (oxygen is expressed as
negative COD) and is usually presented in the matrix format suggested by
Peterson (1965) using the notation recommended by &ral (1982).

The matrix representation allows rapid and easy recognition of the fate of
each component. By moving down a column for a specific component, the
full differential equation with all the biological processes may immediately
be formulated and by moving across the matrix, the continuity of the
model can easily be checked by calculating the sum ddtthehiometric
coefficients.

Table B.1 (Next two pages) Process kinetics and stoichiometry for carbon
oxidation, nitrificationand denitrification, according to the
IAWQ AS Model No. 1 (Henzet al, 1987).
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Component -~ i 1 3 4 5 6 7 8 9

2

] Process . S S X Xs XgH Xsa Xp So Svo
1
YH

Aerobic growth
of heterotrophs

Anoxic growth _1
of heterotrophs Yy 2.86Yy

Aerobic growth 4.57 | 1
of autotrophs

‘Decay’ of

4 heterotrophs e
‘Decay’ of

5 autotrophs 1-tp -1
Ammonification of

6 soluble organic
nitrogen

v ‘Hydrolysis' of 1 1
entrapped organics

‘Hydrolysis' of
8 entrapped organic
nitrogen

Observed Conversion =Y Vo
Rates [ML-3T-1] j

Stoichiometric
Parameters:
Heterotrophic
yield: Yy
Autotrophic
yield: Ya
Fraction of biomass
yielding particul ate
products: fp
Mass N/Mass COD
in biomass: ixs
Mass N/Mass COD
in products from
biomass: ixp

from biomass decay [M(COD)L-3]

Readily biodegradable
substrate [M(COD)L-3]
Particulate inert organic
matter [M(COD)L-3]
Slowly biodegradable
substrate [M(COD)L-3]
biomass [M(COD)L-3]
Particulate products arising
Oxygen (negative COD)
[M(-COD)L-3]

Active heterotrophic
biomass [M(COD)L-3]

Soluble inert organic
matter [M(COD)L-3]
Active autotrophic
nitrogen [M(N)L-3]

Nitrate and nitrite
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Kinetic Parameters:

Heterotrophic growth and decay:
Hys Ks, Kon, Kno,bH

Autotrophic growth and decay:
U Knn, Koa, ba

Correction factor for anoxic
growth of heterotrophs: ngq

Ammonification: kg

Hydrolysis: ki, Kx

Correction factor for anoxic
hydrolysis: nn
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Appendix C

Reduced Order AS Models

In this appendix, two reduced order models for the activated sludge process
are presented. They are capable of roughly describing carbdation,
nitrification and denitrification in a single-sludge system. The models are
presented in the same matrix format as used for the IAWQ AS Model No.1
(see Appendix B) and the same notation is applied, whenever possible.

The models completely separate the process behaviour during anoxic and
aerobic conditions in order to avoid using a large numbeswatiching
functions. The number of state variables, parameters and protesses
been greatly reduced when compared with the IAWQ model. Model A
requires ten parameters to be estimated and model B is based on the
estimation of seven model parameteffie models do noprovide
complete descriptions of the process mechanisms and should ns¢de

for detailed analyses of an AS process. For example, the total amount of
sludge in the system cannot be predicted because the models do not include
inert material. The models are assumed to be used for predictions with a
time horizon in the range of hours, which means that variations of the total
sludge mass are not important. For the same reason, the hydrolysis process
Is not considered essential for the model behaviour. Moredigsglved
oxygen concentration is not included in the models as this parameter is
assumed to be controlled separately. The models have been developed for
the purpose of control and, therefore, one important aspect is that the
model parameters can be estimated from available onvessurements.
Consequently, the models should be considered and evalugtedsdsie

tools for future control applications and not as models provicBagstic
predictions of all internal mechanisms of the AS process.
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Table C.2 Matrix formulation of the reduced order model B. Tera-
meters written in bold are assumed to be variableshodId
be identified from available on-line measuremehtsdmmon
for both the anoxic and aerobic zone).



378 Modelling Aspects of Wastewater Treatment Processes



Appendix D

The Simplex Algorithm

Many early methods for optimization of algebraic functions are based on
rough ideas without much theoretical background, ae.hocmethods.

One such possible method impligenerating a number of points at
random within a certain region of the function space and selecting the one
which gives the best function value over a large number of tdal®r-
tunately, this type of method suffers from the ‘cursaliafensionality’
since the amount of effort required to solve actual problems goes up
rapidly (typically as 2) as the number of degrees of freedajrirfcreases.

The most successful of the methods, which merely confpaction
values, is thasimplex methadThe algorithm is still widely used [Fletcher,
1987]. A regular simplex means a sehefl equidistant points iR", such
as the triangle fon=2 and tetrahedron for=3. The curreninformation
kept in the method is the coordinates of tiel points and theicorre-
sponding function values, i.e., a very limited amount of data.

On the first iteration of the simplex method the vertex at which the
function value is largest is determined. The vertex is then reflected in the
centroid of the othenm vertices, thus forming a new simplex. The function
value at this new vertex is evaluated and the process repeated. On
iterations after the first it might appear that the newest vertex still has the
largest function value in the new simplex, and to reflect this vertex would
cause oscillations. Hence, the largest function value other than that at the
newest vertex is subsequently used to decide which verteaflert.
Ultimately this iteration will fail to make further process, so an additional
rule has to be introduced. When a certain verteas been in theurrent
simplex for more than a fixed number of iteratiolg,(then thesimplex
should be contracted by replacing the other vertices by new ones, half way
along the edge to the vertex A suitable value ofM is normally
determined by the dimension of the problem.
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The typical progress of the iterations is illustrated in Figure D.1 using a
two dimensional example. Vertices 1, 2 and 3 form the initial simplex and
increasing numbers indicate the new vertices added at each iteration. Note
that vertex 7 has the largest function value for the simplex (4, 6, 7) but is
not reflected immediately since it is the newest vertex in gimaplex.

When simplex (6, 9, 10) is reached, vertex 6 has been icutrent
simplex for four iterations and M is assumed to equal 3.5, the simplex is
contracted at this stage to the new simplex (6, 11, 12) anitethgon
continues from this simplex. The algorithm will continue to reflect and
contract the simplex until the required tolerance has been achieved.

Figure D.1 The simplex algorithm for a two-dimensional problem.

The Nelder-Mead algorithm (Nelder and Mead, 1965) used in this work is
a slightly modified simplex method, which allows irregusamplexes.

Moreover, the distortions of the simplex are performed automatically in an
attempt to take into account the local geometry of the function to optimize.

Due to the problems with the computational effort there is a practical limit
to the size of systems which the method can be applied tocdwer-
gence rate is slow but the algorithm is very robust and quite insensitive to
noise. Often the method can be used in combination with supieisti-

cated ones. The simplex method is then applied in an early stage of the
optimization in order to get the convergence going in the dglettion

and thereby producing suitable initial values for methods ¢baverge
faster. Such algorithms are usually less robust and likely to diverge if the
Initial estimates are far from the true ones (for example, the Gauss-Newton
algorithm discussed in Section 2.6).
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The Extended Kalman Filter

The technique of Kalman filters (Kalman, 1960) is a gen#tafing
technique which can be applied to such problems as opdistiailation,
prediction, noise filtering and stochastic control. Adaptive damng
capability is the characteristic of the Kalman filter. The method can also be
applied to both stationary and non-stationary processes.

The following time-discrete linear system is assumed:
K(tysr) = Ox(t) + ru(ty) + o(ty)
[ _
y(t) = Cx(ti) + &(t)

wherev ande are Gaussian white noise processes with zero mean and the
covariance matrices are given as

EE:U(tk) UT(tk)] =R,
%;u(tk) e" (t)] = Ruz (E.2)

(1) 7 (1)] = R,

Let the estimator have the form

(E.1)

K(tiaalti) = OX(tftia ) + Mu(tic) + K (1) (y(t) - CX(tutes ) (E3)
The reconstruction errcX = x — X, is governed by
X(tisaltic) = Xty tees) + 0(ti) = K (1) (¥(t) = CX(tktis))

=(@ - K(t, )C)x(ti ) + v(ti) — K(ti )& (ty) (E.4)
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The property of the noise is taken into account and the criterion is to
minimize the variance of the estimator eri|t,), by determining the best
gain matrix,K(t,). P(t,) is defined as

(%(te) — E[x(t)])(%(t) - E[)”((tk)])Tl (E.5)
The mean value (X is obtained from equation (E.4) as

E[)”((tk+1)] =(@- K(tk)C)E[)N((tk)] (E.6)

P(t,)=E

If E[x(0)] = m, then the mean value of the reconstruction error is zero for
timest, >0, independent of if E[X(0)] =mj,. This is assumed to lirie
and equation (E.4) yields

P(tirs) = E[i(tkﬂ) ;(T(tkﬂ)] =(@ - K(t)C)P(t (@ -K(t )C)' €7)
+ Ry +K (6 )RoK (1 )T = 2K (1 )Ry |

The criterion is to minimize the scalar'P(t,,,) a wherea is an arbitrary
vector, by choosing the best possiblg,). If the criterion isdeveloped
using (E.7), two terms occur according to

a P(teq)a

. aT{ oP(t, )T +R; - oP(t, )CT(R, + CP(tk)CT)_1CP(tk)CDT}a
+a” B (t) - @P(t)CT (R, + CP(1)CT) "R, + CP(ti)CT]

K (1) - oP(t)CT (R, +CP(tk)CT)_1g§n (E.8)

The first term of (E.8) is independentkt,) whereas the second term is
determined b¥K(t,). If K(t,) is chosen such that the second part of (E.8) is
zero, a minimum is obtained. The following two equations result:

K(te) = (@P(t )CT + Ryp)(CP(t, )CT +R,) ™ (E.9)

P(tisa) = @P(t )@ T + Ry —K (t, )(CP(t, )CT +R, )K T (1) (E.10)
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The reconstruction defined be equations (E.3), (E.9) and (E. @)l

the Kalman filter. The main difficulty is usually to determine gveper
covariance matrices of (E.2) and to initially select a suitableance
matrix P(0). Note thaP(t,) does not depend on the observations. Thus, the
gain can be precomputed in forward time and stored in the computer. Other
methods with similar characteristics are the recursive instrumental variable
method and the recursive prediction error method (Sdderstrom and Stoica,
1989).

ExtendedKalman filters (EKF) are a logicajeneralisation oflinear
Kalman filters for the case where the system dynamics vary with operating
and control points in non-linear system3he first step of the
generalisation is to exchange the linear process model (E.1)rfon-a
linear one:

%"(tkﬂ):f(x(tk)’u(tk))*‘ (ty)
2y (ti) =h(x(te)) +« (ty)

wheref andh represent general non-linear vector functions.

(E.11)

The second step is to use a linearisation of the process dynamics in order to
minimize the effect of process and measurement noise. This linearisation is
performed around the current state estima“((tk), on-line. Themain
elements of an extended Kalman filter are thus a description of the process
dynamics (and a linearized version of it) and a noise model.

There are three different kinds of extended Kalman filters; disEt€ke
continuous EKF anaontinuous-discret&KF. The continuous-discrete
EKF uses a continuous time update of the non-linear observer while it
employs a discrete measurement update. Such a filter is oft@od
approach because the model can be kept in the traditional continuous form
while the measurements are most conveniently digitized using a zero-order
hold network. A continuous-discret€EKF was used for then-line
estimations in Chapter 4.

As was described in Section 4.2, the calculations are often divided in a
predictionand acorrectionphase. IR, for simplicity is assumed to equal
zero, the EKF can be formulated in a straightforward way. prladictor
phase includes the following calculations:

K(tisalt) = F(R(tfti ) u(ti)) (E.12)
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Pyt ) = F(te ) P(teti )FT (t) + Ry (E.13)
and the corrector phase calculations include
K(tyealtins) = K(tyagti) + K(tk+1)[y(tk+l) - h(>“<(tk+1\tk))] (E.14)
P(tysftiss) = P(tisati) = K(tiss ) H(tisa )P(tisalt) — (E.15)
K(tke)
= Pt [t )HT (tiean ) H(tieaa )Pt [ti JHT (tieas) + Rz]_l

whereF(t) andH(t,) corresponds to the Jacobian matriceK-¢pfandh(-),
respectively. The Jacobians are defined as

(E.16)

E.17
dX(tk) X(ti)=%(ty) ( )
on(x(ty))
H(ty) = o (E.18)
() |y

The significant real-timeomputational burden imposed bige use of
extended Kalman filters have motivatdte search for moresimple
estimators, which can retain the same robustness characteristics of the full
EKF. Theconstantgain EKF is one such simplification. In this case a
constant gain matrix is achieved for a selected operating poioit the
system according to

K =(®PCT +Ry, |[CPCT +R, | (E.19)

whereP is obtained as the positive semi-definite solution of the stationary
Riccati equation:

P=@POT +R, -(@PCT +Ry,|CPCT +R,| (#PCT +Ry,)  (E.20)
Such a filter maintainsts robustbehaviour even when exposed to

significantly varying signals (Hendricks, 1992). For practical reatitias
approach was used in the study presented in Chapter 4.
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The methods presented in this appendix not only hold for estiteation

but also for simultaneously state and parameter estimatioredgilsions
given are still valid althougXx becomes a generalized state veegthich
includes both the unknown statariablesand theuncertainmodel
parameters. The parameter vector is modelled as a random wahikt.or
The difficulty of determining the proper covariance matrices (E.2) is,
however, more emphasizdg, is used to describe how fast thiéferent
components of the parameter vector are expected to vary.

In order to avoid various numerical problems (dueatcumdation of
rounding errors in the covariance matrix) when applying the Kalman filter,
several modificationdhiave been proposed. Bierman (19&liggests
replacing the covariance matrix update with a stabilized one wiith
enhance the numerical stability. However, the method doeguanantee
numerical stability and positive definitenesdfThus, methods for updat-
ing the square root of the covariance matrix have been proposed in order to
ensure thatP is positive definite. These methods are often based on
Cholesky factorization (e.g., Ljung, 1980ne such algorithm is pre-
sented in Thornton and Bierman (1980). The above modificatiuihs
however, increase the computational requirements.

A more detailed and theoretical derivation of the Kalman filter and its
variants is given, for example, by Ljung and Sdderstrom (1983) and Ogata
(1987).
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Appendix F

Simulation Environment

When working with mathematical modelling, parameter identification and
model validation it is important to have access to a gsioulation
environment — both hardware and software. All the computations included
in this work have been performed usingsagle-processobun™
SPARCstation 10 with the simulation programs Simnoitjab/Simu-
link™ and AQUASIM.

Simnon (SSPA Systems, 1991) is designed for solving ordiddfgren-

tial and difference equationgnd for simulating dynamicsystems.
Numerical integration routines are used to simulate differesqahtions

and difference equations are solved by iteration. No symbolic analysis of
the systems is possible. The systems may be described adean
connection of subsystems (promoting a hierarchical systesuaription)
which may be either in continuous or discrete time. The user interacts with
the program by typing commands (a graphical interface is available as an
add-on product). Parameters, initial conditions and system descriptions can
be modified interactively and the results are graphicallpuanerically
displayed on the screen. A built-in macro facility allows the user to create
his own set of commands. The allowed complexity of deseloped
models is limited, although this is seldom a problem {tfeximum
number of state variables is 300). The program also has reat#ipae
bilities, i.e., data can be transferred on-line from and to apreakss
connected to the I/O-devices of the computer. As an example, the straight-
forward text file for simulating the simple model (2.13) is illustrated in
Figure F.1.
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CONTINUOUS SYSTEM model_2 13

"Model of the Monod growth equation in a single-
"substrate (S)/single-organism (X) batch reactor
"with no other growth limitations.

STATE S X

DER dS dX

TIME t

"Values for the model parameters

mumax : 6 "maximum specific growth rate
Ks :10 "half-saturation coefficient

b :0.48 "decay rate factor
Y :0.66 ‘vyield factor

"Initial values for the state variables
S:100 "substrate concentration
X:2 "organism concentration

"Dynamic equations

dS = -mu*X/Y

dX = (mu - b)*X

mu = mumax*S/(Ks + S) "Monod growth rate

END

Figure F.1 Simnon text file describing the simple model (2.13).

Simulink (MathWorks, 1995) is an interactive systdor simulating
dynamic systems. It is a graphical, mouse-driven program that allows the
user to model a system by drawing a block diagram in a grapditat

and manipulating it dynamically. It handles linear, non-linear, continuous-
time, discrete-time, multi-variable and multi-rate systems. A large number
of predefined building blocks is included in the program and it is easy for
the user to extend this library with blocks of his own. Hierarchical models
are recommended since blocks may include other blocks and allows for
graphical ‘information zooming’. Results are numerically gnaphically
available in numerous ways. The block diagram for describingrtied
model (2.13) is shown in Figure F.2.

The major advantage of Simulink is the fact that it is an integpated
(toolbox) of the complete Matlab™ rhatix laboratory) computing
environment (MathWorks, 1992). Matlab is an interactive systhose
basic data element is a matrix that does not reqlimensioning. It
includes a large library of predefined functions and a simple way for the
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user to define functions of his own expressed as they are wmt#re-
matically — without any traditional programming. However, ipassible
to include models written in C (using a special format) into the program, as
well as creating stand-alone applications. Moreover, data carbg
ferred on-line in and out of the program from a real process connected to

the I/O-devices of the computer, allowing for real-time analysis and on-
line control.

System describing the organism concentration
-
+
b
mu-b
0

input mu (mu-b)*X integrator  output X

System describing the Monod growth equation .I

input X

\ v 7
| \ \ 7 ~
Monod output mu | ~
growth rate VT s P
MATLAB | \ / ~
Function | > 7
|

invert | \ X = » El

| » ~

‘ -

save to file

AAl

form vector

A

show S

/
System describing the substrate concentration /
/
input mu /
*
/
BN oy /
mu*X /
/
input X /
-mu*X/Y integrator  output S /
/
/
Y invert & Y
negate ,

Figure F.2 Simulink graphical block diagram of the simple model (2.13).

A large number of application-specific toolboxes that extendviitab
environment in order to solve particular classes of problems are available.
These toolboxes include signal processing, control system deggiam
identification, optimization, neural networks, fuzzy logic, statistics, partial
differential equations, symbolic math, etc. Altogether this means that the
Simulink user not only has the possibility to perform simulations but an
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enormous capability to manipulate and further validate the results. All this
power is available at the user’s fingertips in one integrated environment.

AQUASIM (Reichert and Ruchti, 1994) is an interactive system for simu-
lating and analysing the dynamics of aquatic systems. Iltgisajghical,
mouse-driven program that includes a number of predefiosghartment
models (at present: mixed reactors, biofilm reactors and river section). The
introduction of compartment models limits the generality ofgragram

but allows the selection of efficient numerical algorithms according to the
type of partialdifferential equationused to describéhe transport
mechanisms. The internal dynamic processes within a compartment are
formulated by the user without any restrictions. Differemtnpartments

can be combined by using different types of links. The progzm
contains built-in tools for identifiability analysis (by sensitivagalysis),
parameter estimatioand uncertainty analysis. Resulexre presented
graphically (though not on-line and only as traditiotvad-dimensional
plots) or saved as ASCII files. The program does not haveeahime
capabilities but is only intended for off-line use.

All three programs are available for a large number of computer platforms
(although Simnon is primarily aimed for systems runrivifstWindows).

The compatibility between the programs is also quite good. It is easy to
exchange data files since all programs accept simple ASCII files in tabular
form. Linear, time-invariant models can also be directly expoiraa
Matlab into Simnon by a special translation script. Therefore, the user can
combine the three programs and take advantage of their respective strong-
points and use them as a combined model buildngulation,data
analysis and data manipulation software environment.
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