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Advances in miniaturization of sensors, actuators, and smart systems are receiving substantial
industrial attention, and a wide variety of transducers are commercially available or possess high
potential to impact emerging markets. Substituting existing products based on bulk materials, in fields
such as automotive, environment, food, robotics, medicine, biotechnology, communications, Internet
of things, and related technologies, with reduced size, lower cost, and higher performance, is now
possible with potential for manufacturing using advanced silicon-integrated circuits technology or
alternative additive techniques from the milli- to the micro-scale.

This Special Issue has compiled a total of 34 papers focused on piezoelectric transducers, covering
a wide range of topics including the design, fabrication, characterization, packaging, and system
integration or final applications of milli/micro/nano-electro-mechanical systems based transducers
featuring piezoelectric materials and devices.

I would like to take this opportunity to thank all the authors for submitting their papers to this
Special Issue. I also want to thank all the reviewers for dedicating their effort and time in assisting to
improve the quality of the submitted papers.

In view of the success reached in the number and quality of papers published, we plan to open a
second volume where we hope to continue with the latest advances in piezoelectric transducers and
their trend to miniaturization, efficiency, and new applications.
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Abstract: Based on a modified dice-and-fill technique, a PIN-PMN-PT single crystal 1-3 composite
with the kerf of 12 um and pitch of 50 pm was prepared. The as-made piezoelectric composite material
behaved with high piezoelectric constant (dzz = 1500 pC/N), high electromechanical coefficient
(kt = 0.81), and low acoustic impedance (16.2 Mrayls). Using lithography and flexible circuit method,
a 48-element phased array was successfully fabricated from such a piezoelectric composite. The array
element was measured to have a central frequency of 20 MHz and a fractional bandwidth of
approximately 77% at —6 dB. Of particular significance was that this PIN-PMN-PT single crystal
1-3 composite-based phased array exhibits a superior insertion loss compared with PMN-PT single
crystal and PZT-5H-based 20 MHz phased arrays. The focusing and steering capabilities of the
obtained phased array were demonstrated theoretically and experimentally. These promising results
indicate that the PIN-PMN-PT single crystal 1-3 composite-based high frequency phased array is a
good candidate for ultrasound imaging applications.

Keywords: PIN-PMN-PT; 1-3 composite; high frequency; phased array

1. Introduction

Over the past few decades, due to its safety, convenience, and efficiency, ultrasound has attracted
significant attention in biomedical research and clinical diagnosis [1-6]. To meet the requirement of high
resolution imaging and precise manipulation, the operational frequency of biomedical ultrasound needs
to be greater than 20 MHz. For such applications, high frequency ultrasound transducer, which plays
an important role in producing and receiving ultrasound signal, is indispensable [7-13]. Currently,
to the best of our knowledge, single element transducers and linear arrays are widely used [14-17].
Only a few studies have been carried on the high-frequency ultrasound phased array [18-21], though it
is very useful in biomedical imaging by providing electronic-beam-focusing and steering capabilities.
Furthermore, there are even fewer researches on composite-material-based high-frequency ultrasound
phased arrays, despite the numerous benefits of composite piezoelectric materials (lower acoustic
impedance, higher electromechanical coefficient, broader bandwidth, etc.). As is known, the pitch of a
phased array is much less than that of a linear array at the same operating frequency, and the kerf
of a composite material must be small enough to avoid spurious modes. The above facts give rise

Micromachines 2020, 11, 524; d0i:10.3390/mi11050524 3 www.mdpi.com/journal/micromachines
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to smaller size in both kerf and each element, which poses even greater challenges for piezoelectric
material composite preparation and high frequency (>20 MHz) phased array fabrication.

In recent years, single-crystal piezoelectrics have been developing a revolutionary solution to
substitute traditional PZT ceramics for ultrasonic transducer applications [22-24]. Recently, PMN-PT
single-crystals have been used to manufacture high frequency (>20 MHz) phased arrays and some attractive
results have been found [19,20]. However, the drawback of PMN-PT single-crystals is their relatively
low-temperature usage range [22]. To make the devices maintain a better temperature stability, a high
Curie temperature (Tc) ternary piezoelectric single crystal [Pb(In;,Nb1/,)O3-Pb(Mg1/3Nby/3)O3-PbTiO3,
abbreviated as PIN-PMN-PT], which maintains a similar electromechanical and piezoelectric
performance (ds33~1500 pm V7, k33 > 90%) to a PMN-PT single crystal, has been developed [25,26].
In previous studies, the PIN-PMN-PT single crystal and its composite have been proven to be
promising candidates for high frequency single element transducer fabrication [7,26,27]. Additionally,
compare with piezoelectric single crystal itself and its 2-2 composite, the single crystal 1-3 composite
usually exhibits higher coupling coefficient and suitable acoustic impedance. Hence, itis of great interest
to demonstrate the feasibility of the development of a PIN-PMN-PT single crystal 1-3 composite-based
high frequency (=20 MHz) ultrasound phased array.

In this work, a modified dice-and-fill technique for PIN-PMN-PT single crystal 1-3 composite
preparation is introduced. The design, fabrication, and characterization of a 20 MHz side-looking
48-element high frequency ultrasound phased array are presented. Furthermore, to demonstrate the
imaging capability of this obtained device, wire phantom imaging experiments are carried out based
on a commercial Verasonics Vantage 128 System.

2. Design and Fabrication

In our fabrication, the [1]-oriented single crystal with a composition of 0.27PIN-0.45PMN-0.28PT
was selected. Generally, for the fabrication of phased array with central frequency around 20 MHz,
the pitch should be less than A (wavelength in water, 75 pm). In fact, taking into consideration the
technology difficulty, the pitch in our design is 50 um. Figure 1 describes the 1-3 composite fabrication
process, during which a modified dice-and-fill method was adopted to prevent the collapse and
cracking of the elements. To obtain a high precision kerf width when dicing the PIN-PMN-PT single
crystal, a 10-um-thick nickel/diamond blade with a DAD323 dicing saw (DISCO, Saitama, Japan) was
chosen. First, the PIN-PMN-PT wafer was diced from two perpendicular directions with a 100 um
pitch and 80 um depth to form periodic rods. The kerf was around 12 um because of the dicing saw’s
vibration during dicing process. Then, the kerfs were filled with low viscosity epoxy (Epo-Tek-301,
Epoxy Technology, Billerica, MA, USA), and the trapped bubbles were removed in vacuum for 15 min.
After epoxy solidification at 40 °C for 10 h, the PIN-PMN-PT rods in the epoxy matrix were further
diced in the two previous perpendicular directions with the same dicing pitch and depth to form
equal areas. The newly formed kerfs were epoxy filled and cured again. Finally, to grind off the
excess single-crystal and epoxy, a PIN-PMN-PT single crystal 1-3 composite with a 50 um pitch and
80 um depth was obtained. The main piezoelectric properties of the PIN-PMN-PT single-crystal 1-3
composite are listed in Table 1. With the Archimedes principle, we can know that the density of this
kind of composite is 4510 kg/m®. In addition, the longitude velocity was measured to be 3600 m/s.
Consequently, using the equation of Z = pc, the acoustic impedance can be calculated to be 16.2 MRayl.
In addition, the piezoelectric coefficient dsz (1500 pC/N) was tested by a d33 meter (Z]-6A, Institute
of Acoustics, Chinese Academy of Sciences, Beijing, China), and the loss (0.023) was evaluated by
a LCR meter (Agilent, Englewood, CO, USA, 4263B). The electromechanical coupling factor (0.81)
was calculated using resonance and anti-resonance frequencies, which were measured by an Agilent
4294A electric impedance analyzer (Agilent Technologies, Englewood, CO, USA). These excellent
properties imply that this PIN-PMN-PT single crystal 1-3 composite is competent for ultrasound
device application.
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Figure 1. Schematic of the modified dice-and-fill method used for phased array fabrication.

Table 1. Properties of piezoelectric single crystal 1-3 composite.

Piezoelectric material 0.27PIN-0.45PMN-0.28PT
Polymer Epoxy 301
Longitude velocity 3600 ms~!
Density 4510 kg/m?
Acoustic impedance 16.2 MRayls
Piezoelectric constant 1500 pC/N
Electromechanical coupling coefficient 0.81
Loss tangent 0.023

After sputtering Au/Cr (150 nm/100 nm) layers on both sides of the 1-3 composite, E-solder 3022
was added as the backing layer, and lithography was used to pattern 48 elements with a 38 pm width,
3 mm length, and 12 pm kerf, as presented in Figure 2A. Then, a piece of 30 um polyimide-based
flexible circuit(Kapton, DuPont, Wilmington, DE, USA) with gold patterns was attached to the front
of the array using Epo-Tek 301 epoxy for electrical connections, as shown in Figure 2B,C. Actually,
as long as the thickness of Epo-Tek 301 epoxy is in a suitable range, it can have a good adhesion;
otherwise, it has no effect on conductivity. Because the flexible circuit (Kapton) has a specific acoustic
impedance of 3.4 MRayl, it can also act as a matching layer for the phased array. Lastly, the 48-element
side-looking phased array was encapsulated in a 3D-printed housing, as depicted in Figure 2D.

To simulate the acoustic performance of our phased array, the Krimholz, Leedom, and Mattaei
(KLM) equivalent circuit-based software package PiezoCAD (Sonic Concepts, Woodinville, WA, USA)
was employed. The acoustic design parameters for piezoelectric single crystal 1-3 composite phased
array transducer are listed in Table 2. For our design, the thickness of polyimide-based flexible
circuit, PIN-PMN-PT single crystal 1-3 composite, and E-solder 3022 are 30 um, 80 pm, and 2.5 mm,
respectively. Figure 3 shows the simulated pulse-echo waveform and frequency spectrum of this
phased array. It can be easily seen that the operational frequency is 20.8 MHz and bandwidth at —6 dB
is 81.4%.
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Figure 2. Photographs of (A) Au patterned PIN-PMN-PT single crystal 1-3 composite (B) with Flexible
Circuit and (C) electrical connections; (D) the side-looking phase array in 3D-printed housing.

Table 2. The acoustic design parameters for piezoelectric single crystal 1-3 composite phased
array transducer.

. Acoustic .
Layer Material Impendence/MRayl Thickness/mm
Matching layer Polyimide-based flexible circuit 3.4 0.03
Piezoelectric layer Single crystal 1-3 composite 16.2 0.08
Backing layer E-solder 3.22 5.92 2.5
Frequency(MHz)
5 10 15 20 25 30 35
0.20 T T T 0
0.15
0.10 - H-6
S 005} =
T =
E i3 5
£ 0.00 12 3
s 1 £
£ )
-0.05 |- 2
0.10 H-18
Central frequency 20.8MHz
045 - Bandwidth 81.4%
0.20 . . . . . . . 24

0.3 04 0.5 0.6 0.8 0.9 1.0 11

0.7
Time(pus)

Figure 3. The simulated pulse-echo waveform and frequency spectrum of the transducer using the
PiezoCAD software.
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3. Characterization and Discussions

Figure 4 shows the measurements of the electrical impedance and phase for the array elements
using the impedance analyzer Agilent 4294A. It is clear that no critical differences can be found among
the 48 elements, indicating that all the elements are uniform. The peaks in the phase curves are
located at 20.4 MHz, suggesting that the operational frequency for the array is approximately 20 MHz.
According to the IEEE standard [28], the thickness mode of the electromechanical coupling coefficient
(kt) for each array element can be determined from the following equation:

. g%tan(gfa;”ﬂ), M

where f, and f; are the resonant and antiresonant frequencies, respectively. Substituting the appropriate
values into Equation (1), k; was calculated to be 0.81. This value is similar to those reported in the
literature [26,29].

The pulse-echo response of the representative element of the phased array transducer was acquired
in a deionized water tank at room-temperature using a pulser receiver (5900PR, Panametrics, Inc.,
Waltham, MA, USA). The echo was reflected by an X-cut quartz plate target, the waveform of which was
recorded using a 1-GHz oscilloscope (LC534, LeCroy Corp., Chestnut Ridge, NY, USA). As shown in
Figure 5A, the random array element exhibits a peak-to-peak echo amplitude of 0.235 V. The measured
central frequency and bandwidth at —6 dB are 20 MHz and 77%, respectively, which is closed to the
simulated result. It should be noted that, as described in Figure 5B, the array exhibits a good uniformity
in acoustic performance (sensitivity: 0.235V +2.1%, bandwidth: 77% + 3%).

0
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Figure 4. (A) Electrical impedance magnitude and (B) phase as a function of frequency for 48 elements.
(C) Electrical impedance magnitude and (D) phase as a function of frequency for the 24th element.

The insertion loss (IL) and crosstalk were measured using several cycles of a sinusoid pulse
produced by a Sony/Tektronix AFG2020 arbitrary function generator. For the insertion loss (IL)
measurement, the amplitude of an echo signal reflected by the quartz target was received by the excited
phased-array element. The exciting waveform is a tone burst of 20-cycle sinusoidal wave with the
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amplitude of the driving signal and the center frequency. An oscilloscope connected with the excited
phased-array element was set to 1 MQ) and 50 () to test the receiving and transmitting signal, respectively.
In consideration of the compensation for the attenuation in water (2.2 x 107* dB mm™! x MHz?) and
the loss caused by the imperfect reflection from the quartz target (1.9 dB) [1], the IL was calculated using

IL = 201og$ +1.94+22x107*x2d x f2, )
T

where f; is the center frequency, V1 and Vy are the transmitting and receiving amplitudes, and 4
is the distance between the target and transducer. The IL value of the phased array elements was
measured to be —19.7 dB, which is superior to those of PMN-PT single crystal- and PZT-5H-based high
frequency (>20 MHz) phased arrays [18-20]. This phenomenon is probably related to the high Curie
Temperature of PIN-PMN-PT single crystal. The heat induced by lapping and dicing in fabrication
process produces nearly no effluence to its electrical properties. Therefore, PIN-PMN-PT single
crystal 1-3 composite array element can sustain a high piezoelectric performance. For the crosstalk
measurement, the amplitude of an echo signal reflected by the quartz target was received by the nearest
neighbor element of the excited one. According to the method reported in Reference [18], the measured
crosstalk between the nearest neighbor array elements at the center frequency was —38 dB.
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Figure 5. (A) Measured pulse-echo response performance of random element; (B) sensitivity and
bandwidth of the pulse-echo signal for each element.
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In order to measure the one-way azimuthal directivity response, a representative array element
(24th element) was excited. The amplitude of the time-domain response of the element at discrete
angular positions was acquired by a piezoelectric hydrophone with 0.2 mm diameter (Precision
Acoustic, Dorset, UK). As can be seen in Figure 6A, for our phased array, the measured —6 dB
directivity is approximately +21°. Meanwhile, the similar result was reported in Reference [20], a —6 dB
directivity of approximately +20° for a 20 MHz phased array. For the evaluation of the acoustic output
characteristics of the transducer, both the acoustic pressure of a representative element (24th element)
and the entire array in the axis direction were measured by this commercial needle piezoelectric
hydrophone. As shown in Figure 6B, the maximum acoustic pressure for an element near the surface is
about 323 KPa, and the maximum acoustic pressure of the entire array near the focusing position is
625 KPa. These results indicate that this PIN-PMN-PT single crystal 1-3 composite-based phase array
has the potential for ultrasound imaging application.
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Figure 6. (A) Measured one-way azimuthal directivity responses of a representative array element
(24th element). (B) The acoustic output in the axial direction of a representative array element
(24th element) and the entire array.

To predict the imaging performance of the obtained phased array, the Field II Ultrasound
Simulation Program was utilized. In the simulation, an aperture consisting of 48 active elements of the
array was assumed to test the focusing capability of the phased array. Multiple point targets located
evenly between 0-10 mm along the aperture central axis were first created. The simulated result is
presented in Figure 7A in a 60 dB dynamic range and the focal distance is about 3.2 mm. The imaging
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performance can be improved by applying apodization, as shown in Figure 7B. Because the pitch of
the fabricated array is 50 um and the half-wavelength of the 20 MHz sound wave in water is 37.5 um,
the side-lobes thus appear at arcsin(37.5/50), which is 48.6°, and the result is consistent with the
simulation result, as shown in Figure 7C. When the beam is steered at the angle of 45°, the grating lobe
shares quite a large part of the energy, as Figure 7D. The image results also indicate that the ultrasound
energy is concentrated at about 3 mm along the axis. The image resolutions of the points deteriorate
when they are off-axis or move away from the 3-mm distance.
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Figure 7. Point spread function phantom-imaged (A) without and (B) with apodization. (C) Simulated
phased array acoustic pressure of emission mode when the steering angle is 0°. (D) Simulated acoustic
beam generated by the 48-element phased array when the steering angle is 45°and the focal distance is
3 mm.

A commercial Verasonics Vantage 128 System (Verasonics, Inc., Kirkland, WA, USA) was utilized
to determine the imaging capability of this 20 MHz phased array. In our imaging experiment,
two kinds of phantoms were employed. One is 20 pm-diameter tungsten wire in water and the other is
200 um-diameter copper wire in PDMS (polydimethylsiloxane). In order to determine the axial and
lateral spatial resolution of the array transducer, two 20-pm-diameter tungsten wires were positioned
at different places, as shown in Figure 8, and immersed in a tank with deionized water. In Figure 9A,B,
with gray scale and color scale in 50 dB dynamic range, it can be observed that the two wires are clearly
visible. For the second wire, which is located at the focal point, it obviously has a better resolution.
We can obtain the theoretical resolutions using the following equations [30]:

Ry =PL/2, (3)
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Ry = F#x A, @)

where Ry and Rj, are the axial and lateral spatial resolutions, respectively. PL is the —6 dB spatial
pulse length of the received echo(measured PL of 150 pm), F# is the F-number of the array transducer
(1.25), and A is the sound wavelength in the transmitting medium (75 um in the water). Therefore,
the theoretical axial resolution is 75 um and theoretical lateral resolution is 94 um. Plots of the axial
and lateral line spread functions for the second wire are shown in Figure 10A,B. The measured spatial
resolutions at —6 dB are approximately 77 um and 125 um in the axial and lateral directions, respectively.
These values are in accordance with those theoretical values.
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Figure 8. Schematic diagram of tungsten wire phantom in deionized water.
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Figure 9. (A) Acquired image of custom-made fine-wire phantom. (B) Pseudo-color image of
custom-made fine-wire phantom.
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Figure 10. (A) Axial and (B) lateral line spread functions for the second wire of the wire phantom.

As shown in Figure 11, two 200 um diameter copper wires are placed in the PDMS at different
positions. The purpose is to demonstrate the capability of this PIN-PMN-PT single crystal 1-3
composite-based phase array to detect solid structures embedded in tissue. In Figure 12A,B, with gray
scale and color scale in 50 dB dynamic range, it is clear to find that the two wires can be easily observed.
Compared with the first wire, the second one’s resolution is superior, which demonstrates that this
obtained high frequency phased array has an excellent beam steering performance.
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Figure 11. Schematic diagram of copper wire phantom in PDMS.
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Figure 12. (A) Copper wires phantom image. (B) Pseudo-color image of copper wires phantom.
4. Conclusions

Based on a modified dice-and-fill technique, a PIN-PMN-PT single crystal 1-3 composite with
high piezoelectric constant (dz3 = 1500 pC/N), high electromechanical coefficient (k; = 0.81), and low
acoustic impedance (16.2 Mrayls) was prepared. Utilizing this kind of composite, a 20 MHz 48-element
side-looking high frequency phased array with central frequency of 20 MHz and —6 dB bandwidth
of 77% was successfully fabricated, which was confirmed by the electric impedance resonance curve
and the pulse-echo response. Of particular significance was that this PIN-PMN-PT single crystal 1-3
composite-based phased array exhibits a superior insertion loss compared with PMN-PT single crystal
and PZT-5H-based 20 MHz phased arrays. The focusing and steering capabilities of the obtained
phased array were demonstrated theoretically and experimentally. Furthermore, when using such a
phased array, wire phantom images in water and PDMS can be achieved. These promising results
suggest that the PIN-PMN-PT single crystal 1-3 composite-based high frequency phased array is
competent for biomedical ultrasound imaging in the future.
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Abstract: Because of fast frequency response, high stiffness, and displacement resolution,
the piezoelectric actuators (PEAs) are widely used in micro/nano driving field. However, the hysteresis
nonlinearity behavior of the PEAs affects seriously the further improvement of manufacturing accuracy.
In this paper, we focus on the modeling of asymmetric hysteresis behavior and compensation of
PEAs. First, a polynomial-modified Prandtl-Ishlinskii (PMPI) model is proposed for the asymmetric
hysteresis behavior. Compared with classical Prandtl-Ishlinskii (PI) model, the PMPI model can be
used to describe both symmetric and asymmetric hysteresis. Then, the congruency property of PMPI
model is analyzed and verified. Next, based on the PMPI model, the inverse model (I-M) compensator
is designed for hysteresis compensation. The stability of the I-M compensator is analyzed. Finally,
the simulation and experiment are carried out to verify the accuracy of the PMPI model and the
I-M compensator. The results implied that the PMPI model can effectively describe the asymmetric
hysteresis, and the I-M compensator can well suppress the hysteresis characteristics of PEAs.

Keywords: piezoelectric actuators (PEAs); asymmetric hysteresis; Prandtl-Ishlinskii (PI) model;
polynomial-modified PI (PMPI) model; feedforward hysteresis compensation

1. Introduction

With the growth of semiconductor and precision manufacturing industries, the positioning
accuracy of micro/nano scale is highly required [1-4]. Because of the advantages of fast frequency
response, high stiffness and displacement resolution, piezoelectric actuators (PEAs) based on
inverse piezoelectric effect have gradually become one of the most widely used smart material
actuators. In addition, PEAs are popularly applied as the actuators in micro/nano scale measurement,
micro-electro-mechanical systems (MEMS), flexible electronics manufacturing, and biomedical
engineering. However, strong nonlinear hysteresis of piezoelectric materials makes the output
of PEAs difficult to predict, and the positioning accuracy and stability of the system are low [5,6].
Specifically, scholars provided plenty of mathematical models to describe the symmetric hysteresis.
However, effective mathematical model to describe the asymmetric hysteresis is still lacking, as
the asymmetric hysteresis is a more common hysteresis nonlinear phenomenon. Therefore, it
is worth exploring the modeling of asymmetric hysteresis behavior and using it to compensate
piezoelectric actuators.

To eliminate the influence of hysteresis on accuracy and stability of the system, scholars have
proposed numerous hysteresis models and controllers. These hysteresis models can be divided into two
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categories [7]: mechanistic model and phenomenological model. The former are based on basic physical
principles, and derived by energy-displacement or stress-strain methods. Among them, the famous
models are Jiles—Atherton model [8,9] and Domain Wall model [10]. The latter uses directly mathematical
means to characterize the hysteresis, and ignore the physical meaning behind the hysteresis phenomenon.
Because of the high accuracy and flexibility, the phenomenological model is more popular in hysteresis
modeling. The phenomenological models include Preisach model [11,12], polynomial model [13,14],
Bouc—Wen model [15,16], Duhem model [17,18], neural network model [19,20], Prandtl-Ishlinskii (PI)
model [21-23], and etc. Among them, because of simple expression and analytical inverse model,
the PI model is the most widely used in hysteresis modeling and compensation. However, the PI
model utilizes weighted superposition of the Play operators to describe hysteresis nonlinearity; the Play
operator is a basic component of the PI model. Therefore, the symmetric structure of the Play operator
determines that PI model can only describe symmetric hysteresis.

Actually, PEAs have slight or severe asymmetric characteristics, as shown in Figure 1. When the
application scope of PEAs scales down to micro/nano-meter levels, the gap between symmetric and
asymmetric hysteresis modeling approaches results in positioning error. To describe asymmetric
hysteresis, scholars [24-26] have tried to modify the PI model, and designed the corresponding
controller. Kuhnen [24] presented the dead-zone operator and the modified PI (Ku-PI) model to
describe the asymmetric hysteresis. Janaideh et al. [25] provided the generalized PI (GPI) model
based on a nonlinear play operator. Different envelope functions make the GPI model have flexible
ascending and descending edge. Hence, the GPI model can describe accurately the complex hysteresis
phenomenon. By combining memoryless polynomial with PI model, Gu [26] proposed a new modified
PI (Gu-PI) model to depict asymmetric hysteresis. These modified PI models and corresponding
controller play a good role in the micro/nano positioning compensation. However, these models still
have some limitations. The parameter identification of Ku-PI model is complex, which increases the
difficulty of compensator design; GPI model is flexible and accurate, but choosing envelope function
still depends on the experience and recursive debugging; Gu-PI model is simple in structure and easy
to identify, and has good performance with one-side Play operator when the initial loading curve is not
considered. But we have tried to extend the application of Gu-PI model with two-side Play operator
when the initial loading curve is considered, and its effect is poor. The reason is that the Play operator
lacks accuracy in describing displacements near the zero voltage.
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Figure 1. Asymmetric hysteresis loops of piezoelectric actuators (PEAs).

In this paper, a new polynomial-modified PI (PMPI) model is proposed to describe the asymmetric
hysteresis of PEAs. Compared with PI model, the most important innovation of PMPI model is
the introduction of Modified-Play (M-Play) operator and memoryless polynomial. M-Play operator
replaces Play operator as the basic operator in the PMPI model. The memoryless polynomial enables
PMPI model to describe the asymmetric hysteresis. The shape of asymmetric hysteresis is determined
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by both weighted M-Play operators and memoryless polynomial. The main advantages of PMPI
model are as following: (1) Whether the initial loading curve is considered or not, in PMPI model, the
displacement near zero voltage can be described flexibly by M-Play operator. (2) The inverse of PMPI
model can be derived directly from PI model. The feedforward compensation of hysteresis in real-time
application can be carried out. To validate the proposed PMPI model and I-M compensator, simulation
and experiment are conducted on a piezoelectric micromotion platform.

This paper is organized as follows: Section 2 introduces PMPI model and examines the congruency
property. Section 3 develops an I-M compensator and analyzes its stability. Section 4 verifies the PMPI
model and I-M compensator on a piezoelectric micromotion platform. Section 5 concludes this paper.

2. Polynomial-Modified Prandtl-Ishlinskii Model

Before introducing the proposed PMPI model, it is necessary to review the PI model in brief.

2.1. Prandtl-Ishlinskii Model

The PI model utilizes weighted superposition of the Play operators to describe hysteresis
nonlinearity, so the Play operator is the basic component of PI model. Without special description in
the following paper, the Play operator refers to two-side Play operator. For any piecewise monotonic
input signal v(t) € C,(0 ty), the output w(t) = F,(v)(t) of the Play operator with threshold r is defined as

w(0) = F(v)(0) = f+(v(0),0) 1)
w(t) = Fr(v) () = fr(v(t),w(ti1))
for tjq <t<t; 1<i<N,with
fr(v,w) = max(v—r, min(v + 7, w)) )

where 0<t;<t,<--<ty is a division of the time domain (0 ty) to ensure that the input signal v(t) is
monotonic within each subinterval (t;.; ¢;). The Play operator have partial memory and rate-independent
properties. That is, the output of the Play operator depends not only on current input, but also on the
input history. However, the input rate does not change the output shape. As an illustration, Figure 2
shows the input-output relationship of play operator. It is easy to notice that there is a symmetry
center in the input-output trajectory.

w(t)

/|

r 0 r U(t)

Figure 2. The input-output relationship of the Play operator.

The PI model utilizes the Play operator F,(v)(t) to describe the hysteresis relationship between
input v and output I'py:

pi(e) () = poolk) + 1 plr)F (0) (8
s.t.p(ri) =0

®)
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where 7 is the number of Play operators, py is a positive constant. r; is the threshold of the Play operator,
p(r;) represents the weighted coefficient for the threshold r; and approaches 0 as r; becomes larger.
If p(r;) < 0, the PI model will fail to correctly describe hysteresis minor loops.

Observed from Equation (3), the PI model is composed of the weighted superposition of Play
operator F,(v)(t) and linear input signal. The input-output curve is parallelogram, which is in
central symmetry, so the PI model can only be used to characterize symmetric hysteresis. As an
illustration, Figure 3 shows the hysteresis loop generated by the P model with py = 2.1, p(r;) = 2.6e"025"1,
r; = 0:0.5:9.5, and input v(t) = 5 + 5sin(2ntt — 71/2). It is obvious that the hysteresis curve generated by
PI model is symmetrical. But PEAs often exhibit more or less asymmetric characteristics as shown in
Figure 1. In addition, the max displacement of zero voltage in the PI model is uniquely determined
by the initial loading curve, and the relationship can be expressed by Equation (4). In fact, the max
displacement of the zero voltage is not necessarily related to the initial loading curve, which reflects
that the Play operator lacks accuracy and flexibility in describing displacement near zero voltage.
One of the motivations of the paper is to modify the PI model to flexibly and accurately represent the
asymmetric hysteresis of PEAs.

y(0) =Y p(ri)r; @
i=1

180 T T T T
[N N S T g

120 | Symmetric -~ - A7
of T ]
60_,/,’,, / e oo
30 7 hitial Toading curve |

0 i i i i
0 2 6 8 10

Output

4 Input
Figure 3. Hysteresis loops generated by the Prandtl-Ishlinskii (PI) model.
2.2. Polynomial-Modified Prandti-Ishlinskii Model

Utilizing PI model to describe the asymmetric hysteresis of PEAs will produce considerable
errors, which cannot meet the needs of precise positioning. To characterize accurately the asymmetric
hysteresis, many modified PI models have been proposed, such as Ku-PI model, Gu-PI model, GPI
model, and etc. Although these modified PI models can describe the asymmetric hysteresis to some
extent, they still have some limitations. Toimprove the flexibility and accuracy of the model in describing
asymmetric hysteresis, we propose Modified-Play (M-Play) operator and polynomial-modified PI
model (PMPT).

The M-Play operator is derived from the Play operator, and it is formed by multiplying the
threshold value of Play operator on the descending edge by a delay coefficient > —1. The M-Play
operator can be written as

{20 =F (0 = incO)) -
w(t) = Fop(2) (1) = fo, (0(0) (1))

where

fri(v,w) = max(v —r, min(v + n;r, w)) (6)
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The coefficient 1) alters the threshold of the descending edge. The larger the n value, the more
obvious the delay in the descending state. With proper values of 1) for every individual M-Play operator,
the flexibility and accuracy of the model can be significantly enhanced.

Figure 4 shows the response of M-Play operators with different delay coefficient 7.
Obviously, one-side Play operator and two-side Play operator are special cases of M-Play operator.
When n = 0, M-Play operator is equivalent to one-side Play operator, and when n = 1, M-Play operator
is equivalent to two-side Play operator.

Figure 4. The response of M-Play operators with different delay coefficient 1.

Remarks: From Figure 3, although the delay coefficient 7 is introduced, it can be seen from the
input and output trajectories of M-Play operator still exist in the symmetry center. The weighted
superposition of M-Play operators alone cannot characterize the asymmetric hysteresis, and the delay
coefficient 1) is only used to improve the description of the displacement near zero voltage.

In this paper, the proposed PMPI model is formulated as:

H(v)(k) = Tpry(0) (k) + P(0) (k)
Tpi(0) (k) = poo(k) + Z piFr,n (0) (k)

P(v)(k) = alv(k) +azv(k) +as
stpi>20,n>-1

@)

where pg and p(r;) are defined the same as the ones in P model (3), and F; ; are the M-Play operator.
A third-degree memoryless polynomial P(v)(t) is used to characterize asymmetric hysteresis of PEAs.

n
= Z p(ri)niri + as ®8)
i1

The proposed PMPI consists of two parts: several weighted M-Play operators (denoted as MPI
model) and memoryless polynomial P(v)(t). The introduction of M-Play operator enables the PMPI
model to describe accurately the displacement near zero voltage. It can be seen from Equation
(8) that, in PMPI model, the max displacement of zero voltage is adjusted flexibly by the delay
coefficient 1. The combination of M-Play operators and third-order memoryless polynomial can
characterize the asymmetric hysteresis of PEAs. To illustrate the advantages of PMPI model, Figure 5
shows the hysteresis loops generated by PMPI model (7) with P(v)(t) = —-0.050° + 1.20% + 0.2 and
n = 0:0.025:0.475. It is worth noting that weight function p(r), positive constant py, and input v(f) are
the same as of the ones used in the hysteresis loops in Figure 3. In contrast, it is the M-Play operator
and memoryless polynomial that enabled the PMPI model to characterize flexibly and accurately the
serious asymmetric hysteresis.
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Figure 5. Hysteresis loops generated by polynomial-modified PI (PMPI) model.

2.3. Congruency Property

The congruency property is one of the basic properties of hysteresis model. The congruency
property means that minor hysteresis loops with different input history are congruent in the same
input range. In this section, we prove the congruency property of PMPI model and establish the minor
loop mathematical model.

Because of the introduction of M-Play operator and memoryless polynomial P(v)(t), the congruency
property of PMPI model needs to be proven. Memoryless polynomial P(v)(f) is a bijective function
and has no partial memory, its output depends only on the current input. Therefore, the congruency
property of PMPI model depends on the MPI model.

To illustrate the congruency property of MPI model, Figure 6 shows the hysteresis loops of M-Play
operator with different input history in the same input range. Figure 6a,c shows two input signals with
different input history in the same range, and Figure 6b,d shows the corresponding hysteresis curves.
Combining these four graphs, it can be clearly seen that, although the input history of the two signals
is different, the shapes of the corresponding minor loop formed by M-Play operators are same in the
same input range (v, v)). This example illustrates the congruency property of the M-Play operator,
and further demonstrates that MPI model has congruency property.

Sprekels’s monograph [27] has proved that the shape of minor loop is uniquely determined when
the vertical height /1 of minor loop are constant. Therefore, we quantitatively represent the shape of
minor loop with its vertical height h. Figure 7 shows the geometric relations of the minor loop of
M-Play operator. It can be seen from the figure that the relationship between vertical height h, and
interval length x can be formulated as:

Iy (x) = max(x — (14 n)r,0) )

where x is the interval length of input range (v;, vp;). When x < (1 + n)r, the M-Play operator cannot
form minor loop, that is, i, = 0. Based on Equation (8), the vertical height h,, of the minor loop of MPI
model can be expressed as:

I (x) = pox +

pily; (x) (10)

i=1

As mentioned above, the output of memoryless polynomial function P(v)(t) only depends on the
current input, and there is no partial memory. The PMPI model is based on the MPI model plus P(v)(t),
so the vertical height 1, of the minor loop of PMPI model can be expressed as:

Iy (x) = pox + Y, pih (x) + [P(oar) = P(0m)] an
i=1
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Figure 6. Hysteresis loops of M-Play operator with different input history in the same input range. (a)
Input history 1; (b) hysteresis curve generated by input history 1; (c) input history 2; (d) hysteresis
curve generated by input history 2
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Figure 7. Geometric relations of the minor loop of M-Play operators.

For example, the input v(t) is given to verify the correctness of Equation (11). In this case,
the sequence of input maxima and minima is defined as {0—7—4—10—4—7—0}. Thus, the input
voltage has the same input range (4 7). The parameters of the PMPI model are chosen as r = 0:0.5:9.5,
po = 3.93, p; = 2.5¢7 04" 1 = 0:0.05:0.95, P(v)(t) = —0.020° — 0.4802. For the input voltage shown in
Figure 8a, the associated hysteresis loops of PMPI model are given in Figure 8b. It can be seen from the
partial enlarged drawing of Figure 8b that the shapes of the minor loops are identical in the same input
range and the height of the minor loops are both 19.02 um. According to the Equation (11) derived
above, the vertical height of the minor loops also are 19.02 pm. This example verifies that the PMPI
model also has congruency property and the minor loop mathematical model is correct.
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Figure 8. Simulation of the congruency property. (a) Input voltage. (b) Hysteresis loops.
3. The Design and Analysis of the Inverse Model Compensator

Feedforward compensation based on inverse hysteresis model is efficient and practical for reducing
hysteresis effect in open-loop systems. The main idea of this method is to construct inverse hysteresis model,
which is cascaded to the controlled object for feedforward control. After the cascade, the piezoelectric system
can be approximated as a linear system, as shown in Figure 9. In this section, based on PMPI model, we will
design the inverse model (I-M) compensator to compensate hysteresis and analyze its stability.

: Inverse hysteresis PEAs :
1
1
Y 1 (1) 'y

1 - I_>
| 1
| 1
e e e e e e e e e e e 1

| e iy |

ya(t) | : Y

| I

| |

_ linearization |

Figure 9. Schematic illustration of feedforward compensation based on inverse hysteresis model.
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3.1. Inverse model Compensator Design

The MPI model introduces delay coefficient 17 on the basis of PI model, but this has no influence
on the inverse MPI model, that is, the parameter expression of inverse MPI model is the same as that of
inverse PI model. This is because that the parameter expression of inverse PI model is derived by the
initial loading curve, the delay coefficient n) only has influence on the descending edge but not the
initial loading curve. The initial loading curve is still expressed as:

ol =por+ [ p(O(r-0dc 12)
0

The MPI model has an analytical inverse model, but the PMPI model has one more memoryless
polynomial P[u](k). Hence, there is no analytical inverse model. The inverse PMPI model can only be
obtained by iterating the memoryless part. In this section we utilize the iterative structure to design a
compensator as shown in Figure 10. In practical applications, most compensator systems are discrete,
when the sampling frequency is sufficiently high, ; ~ 1;_;. So the I-M compensator can be expressed as:

ug(k) = H™' [ya) (k) = Typy (valk] = Plug] (k= 1)) (13)

where y,(k) is the desired displacement, and u,(k) is the desired control voltage. I'; MP1[~](k) stands for

the inverse MPI model and can be calculated according to the following formula:

n
Tator[Yal (k) = Poya(k) + Y, piFs, ;) (k) (14)
i=1
with
ﬁ:p ,s.t.po>0
H. — — Pi
pi=——7 =
(P0+j§lp/>(Po+j§ll’j) (15)
i-1
Fi = pori + lej(”i -7j)
=
(k) : : 1y (k)
Ja [MPI portion]? PIZZC(:EI;?:IC ——>
1
1
Plant !

Polynomial |
portion

Figure 10. Schematic diagram of inverse model (I-M) compensator.

3.2. Stability Analysis

It can be seen from Figure 10 and Equation (11) that I-M compensator obtains the desired control
voltage u4(k) by iterative solution. The divergence problem may occur during the iterative solution
process. Therefore, it is necessary to analyze the stability of the I-M compensator. In this paper,
the small gain theorem is used to analyze the stability. The small gain theorem states that when the
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maximum closed-loop gain of a closed-loop system satisfies [K|<1, then the system is stable in any case.
The stable condition can be described as following:

Ao [yl (k) dP[ug) (k)

max{Kmv ()| Kio (k) = dyz duy

= po > max|3a1ud(k)2 + Zazud(k)|

}<1 (16)

where Kjy,,[1](k) denotes the absolute gain of the I-M compensator, and pg 4; and a, are the parameters
of the PMPI model.
Proof: To satisfy Equation (16), the maximum value of the product of absolute gain |[dP[u4](k)/du (k)|

and |d(T'} 1 p,[yal(k)/d(y4()))l should be less than 1. From Equation (6), we can get

0 < d(Fp,p[yal (k) /d(ya(k))) <1 17)

Combining Equations (15), the following relationship can be derived

n n
A 1 1
’21 pi = 'Zl i - i-1
i= i= + . + .
Po /_)::1 Pji  Po 7';1 Pj (18)
n
1 1 1 ~ ~ N
= [ _P_O: n _P0:>_PO<‘ZI71'<O
Ponlp; po+):1nz i=1
1= 1=

Therefore, the upper limit of the gain d(I'] ,,,[val(k)/d(ya(k))) is 1/po. Since the memoryless
polynomial P[u](k) is differentiable, its gain can be expressed by the following formula:

|dP[ud} (k)/dud| = |3a1ud(k)2 + 2a2ud(k)| (19)

Combining Equations (18) and (19), it can be concluded that when the identified parameters of
PMPI model meet the condition (16), I-M compensator is globally stable.

The I-M compensator using iterative structure has superior performance in accuracy and response
speed, but it may appear that the parameter identified by PMPI model does not satisfy Equation (16).
Once this happens, the proportional gain k.1,(k) addressed in Equation (20) can be introduced to adjust
the ratio between the MPI and memoryless polynomial part. In addition, the proportional gain k,u,(k)
can greatly improve the convergence speed of I-M compensator. Compared with the dichotomy of
pure iterative, the I-M compensator utilizes the characteristic of the analytical inverse of the MPI model,
and its iterative process is approximately open-loop. Hence, the I-M compensator has fewer iterative
steps, faster convergence speed, and higher accuracy.

Hug] (k) = (Pmpr(ua] (k) + keq (k) + (Plug] (k) = keug (k)

= po + ke > max|3a1u(k)2 + 2apu(k) - kg' @0

4. Experimental Verification and Discussion

In this section, an experimental platform is established. The experiment is conducted to verify the
effectiveness of the PMPI model and I-M compensator in hysteresis modeling and compensation.

4.1. Experimental Setup

As shown in Figure 11a, the experimental platform consists of a computer, a USB-6259BNC
(from National Instruments, Austin, TX, USA) data acquisition card, a 1-D piezoelectric micro-motion
platform, and a piezoelectric servo controller E-625.CR (from Piezomechanik, Miinchen, Germany).
The P-622.1CD (from Piezomechanik, Miinchen, Germany) has a maximum stroke of 200 um and a
built-in capacitive displacement sensor. The E-625.CR has a piezoelectric amplifier and displacement
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acquisition module. Its voltage amplification factor is 10 and the sensitivity of the displacement
acquisition module is 20 um/V. The USB-6259BNC has multiple 16-bit digital-to-analog converters and
16-bit analog-to-digital converters and cooperates with the host computer to realize the real-time control
of the micro-motion platform. Figure 11b shows the process block diagram of the experimental system.

Host Computer E-625.CR

NI USB-6259BNC P-622.1CD

@)

L]

(b)

Figure 11. Experimental system. (a) Experimental platform; (b) process block diagram.

4.2. Asymmetric Hysteresis Description Results and Discussion

To experimentally validate the PMPI model, the first step is to identify the parameters of PMPI
model. Model type and parameter identification both affect the accuracy of hysteretic modeling.
Many identification algorithms [28-30] have been proposed to obtain model parameters, such as least
square method (LSE), particle swarm optimization (PSO), and differential evolution (DE) algorithm.
However, ensuring that the identified parameters are the global optimal solutions is a challenging
task. In this section, the hybrid algorithm Nelder-Mead differential evolution (NM-DE) [31], based
on differential evolution and simplex algorithm, is used to identify the parameters of the PMPI
model. The NM-DE algorithm takes into account both global and local search capabilities, and has the
advantages of fast convergence and high accuracy.

It should be noted that the larger the number of operators, the more accurately the model can
describe the hysteresis in theory. Table 1 shows the relationship between the number of operators n,
identification errors, and run time, where the runtime reflects indirectly the computation. From this
Table, it can be observed that modest increase in the number of operator can improve the accuracy of
the model, but further increase in the number of operator show no significant improvement in the
accuracy of model, the identification errors are almost at the same level when n = 10,20,30. In addition,
increase in the number of operators will increase the run time (computation) which further affects the
real time performance of compensation. We select n = 10 for the case studies. As mentioned above, the
weighting coefficient p(r;) approaches 0 as r; becomes larger. The weighting coefficient p(r;) can be
expressed as p(r;) = a1e”?2"i. This form reduces the number of parameters to be identified and greatly
reduces the identification burden.
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Table 1. The relationship between the number of operators 7, identification error, and run time.

Number of Operators n Identification Error (um) Run Time (ms)
5 1.503 48.93
10 0.884 53.30
20 0.831 69.49
30 0.848 87.50

To demonstrate the superiority of PMPI model in characterizing asymmetric hysteresis, comparison
of the three models PI, Gu-PI, and PMPI was carried out. The number of operators 7 is set to be
10, the thresholds are the same, and the parameters of models are the optimal values obtained after
repeated identifications. The comparison experiments were carried out respectively in two cases
(Case 1 and Case 2) as shown in Figure 12. The input-output curves of the three models appear to
coincide because of the small modeling error. To directly reflect the superiority of PMPI model in
hysteresis modeling accuracy, Figure 13a,b show respectively the modeling errors of the three models
PI, Gu-PI, PMPI in two cases. In order to evaluate the accuracy of hysteresis model and quantify the
modelling error, the maximum absolute error (MAE), the mean absolute deviation (MAD), and the
root-mean-square error (RMSE) are defined as follows.

MAE = max]i(i) - (i)
MRE = % % 100%

%
o) - y(i)] (1)

where N is the number of samples, (i) is the real measured displacement, y(i) is the model predicted
displacement, and ymax is the maximum measured displacement. Among them, the MAE and MRE
are used to evaluate local accuracy, and the MAD and RMSE are used to evaluate global accuracy.
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Figure 12. Two cases of comparative experiment. (a) Case 1: the initial loading curve is not considered;
(b) Case 2: the initial loading curve is considered.

The modeling error evaluation results of the three models in two cases are respectively listed in
Tables 2 and 3. It can be seen from Table 2 that the prediction errors of the Gu-PI and PMPI model are
significantly lower than that of the PI model in Case 1, and the MRE of prediction are only 0.968% and
0.698%. The result shows that the Gu-PI and PMPI model have obvious advantages in characterizing
asymmetric hysteresis in Case 1. However, compared with PI and Gu-PI model, the accuracy of the
PMPI model is significantly improved in Case 2, and the MAE of prediction is reduced by 83.3%.
This is due to the lack of accuracy of Play operator in describing the displacement near zero voltage on
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the descending edge. This deficiency of Play operator shows that the local accuracy of Gu-PI model
is approximately equal to PI model. The M-Play operator significantly improves the flexibility and
accuracy of PMPI model. If the initial loading curve is not considered in hysteresis compensation,
the compensator must make PEAs run for a period of time in advance, which will undoubtedly increase
the burden of the compensator. In summary, Case 1 has high modeling accuracy, but it will increase
the burden of the compensator. Case 2 has slightly low modeling accuracy, but the compensator has no
such concern. The proposed PMPI model has superior modeling ability for hysteresis asymmetry in
both cases.
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Figure 13. Performance comparison of three modeling methods in two cases. (a) Modeling errors in
Case 1; (b) modeling errors in Case 2.

Table 2. Comparison of three model errors in Case 1.

Model MAE (um) MRE (%) MAD (um) RMSE (um)
PI 2.186 1.37 1.058 1.243

Gu-PI 0.968 0.61 0.397 0.463

PMPI 0.698 0.44 0.172 0.232

Table 3. Comparison of three model errors in Case 2.

Model MAE (um) MRE (%) MAD (um) RMSE (um)
PI 5.193 3.14 1.654 2.049

Gu-PI 5.280 3.19 1.627 2.038

PMPI 0.905 0.55 0.334 0.397

4.3. Hysteresis Compensation Results and Discussion

Table 4 lists the identified parameters of the PMPI model, the parameters of PMPI model satisfy
the condition (14) in the range (0 10). Therefore, the I-M compensator is globally stable. To verify the
effectiveness of the I-M compensator, the tracking experiment with periodic sinusoidal references with
yr = 50 + 50sin(27tt—71/2) is conducted. Figure 14a shows the comparison of the desired and actual
trajectory. After compensation, the actual displacement can track the desired trajectory well, and no
tracking loss occurs. Figure 14b shows the tracking errors, defined as the difference between the
desired and actual trajectory. The MAE is 1.07 um, the MRE is 1.07%, and the MAD is less than 0.4 pm.
It is worth mentioning that, because of the existence of modeling uncertainty, the tracking errors
appear periodic in periodic tracking experiments, which can be seen as systematic error, which can be
eliminated by closed-loop control. To more intuitively reflect the compensation effect, Figure 14c shows
the relationship between the desired and actual displacements. After compensation, the input-output
shows an approximate linear relationship. The error is one order of magnitude less than that without
any control, which shows that the I-M compensator can well suppress the hysteresis characteristics
of PEAs.
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Table 4. The identified parameters of PMPI model.

1 I & Ni aj
1 0 6.904 0.849 0.037
2 1 0.517 0.043 —0.647
3 2 0.276 0
4 3 0.376
5 4 0.336
6 5 0.443
7 6 - 0.561 _
8 7 0.335
9 8 0.158
10 9 0.040
Po 4.770 -
120
T T T Desired trajectory)|
’5100 - = = =Actual trajectory
2
Z 80F i
v
£ 60 i
8
< 40+ i
z
A 20F E
0 I I I
00 05 10 _ 15 20 25 30
Time(s)
(@)
1.5 T T T T T __100 T T T T
E g
E 10 = 80F .
= >
g 05 S 60} ;
-
g 00 2
g g 40 g
.E -0.5 ,‘_;s
@ 20 + i
g 10 g
& -1.5 i i i i i < 0 L i i i
00 05 1.0 15 20 25 3.0 0 20 40 60 80 100
Time(s) Desired trajectory(pum)
(b) (c)

Figure 14. Periodic sinusoidal reference tracking experiment. (a) Trajectory tracking; (b) tracking error;
(c) the relationship between desired and actual displacement.

To further verify the effectiveness of I-M compensator, a tracking experiment of frequency
conversion attenuated triangular wave is performed. Figure 15 shows the results of this tracking
experiment. It can be seen that the I-M compensator still has good tracking performance in
tracking complex trajectory. The MRE is 1.18%, which is slightly larger than the ones of periodic
sinusoidal. The experimental result further demonstrates the effectiveness of the I-M controller in
hysteresis compensation.
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Figure 15. Frequency conversion attenuated triangular wave reference tracking experiment.
(a) Trajectory tracking; (b) tracking error; (c) relationship between desired and actual displacement.

5. Conclusions

Because of its simple structure and analytical inverse, the PI model are used widely in hysteretic
nonlinear modeling and compensation. However, the Pl model can only describe symmetric hysteresis.
In this paper, based on PI model, we provide a novel PMPI model to describe and compensate
asymmetric hysteresis of PEAs. First, the PMPI model is introduced, which includes the M-Play
operator and memoryless polynomial. Then, the congruency property of PMPI model is analyzed and
verified. The minor loop mathematical model is also established. Next, the correctness of the PMPI
model is proved by simulation. It should be noted that when considering the initial loading curve, the
PMPI model can accurately characterize asymmetric hysteresis. Compared with the PI model and the
Gu-PI model, the error of PMPI model is reduced by 83.3%. In the end, based on the PMPI model,
the I-M compensator is designed for hysteresis compensation. The stability of I-M compensator is
analyzed. The experimental results show that the I-M controller has superior tracking performance.

Although the PMPI model has satisfactory results for asymmetric hysteresis, it is not suitable for
rate-dependent and load-dependent hysteresis. In the future, further research is to expand the PMPI
model to rate-dependent and load-dependent applications.
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Abstract: This article reports on the locomotion performance of a miniature robot that features
3D-printed rigid legs driven by linear traveling waves (TWs). The robot structure was a
millimeter-sized rectangular glass plate with two piezoelectric patches attached, which allowed for
traveling wave generation at a frequency between the resonant frequencies of two contiguous flexural
modes. As a first goal, the location and size of the piezoelectric patches were calculated to maximize
the structural displacement while preserving a standing wave ratio close to 1 (cancellation of wave
reflections from the boundaries). The design guidelines were supported by an analytical 1D model of
the structure and could be related to the second derivative of the modal shapes without the need to
rely on more complex numerical simulations. Additionally, legs were bonded to the glass plate to
facilitate the locomotion of the structure; these were fabricated using 3D stereolithography printing,
with a range of lengths from 0.5 mm to 1.5 mm. The optimal location of the legs was deduced from the
profile of the traveling wave envelope. As a result of integrating both the optimal patch length and
the legs, the speed of the robot reached as high as 100 mm/s, equivalent to 5 body lengths per second
(BL/s), at a voltage of 65 Vpp, and a frequency of 168 kHz. The blocking force was also measured and
results showed the expected increase with the mass loading. Furthermore, the robot could carry a
load that was 40 times its weight, opening the potential for an autonomous version with power and
circuits on board for communication, control, sensing, or other applications.

Keywords: robot; piezoelectric; miniature; traveling wave; leg

1. Introduction

Control of locomotion in artificial structures is paramount for development in many disciplines.
After the breakthroughs at the macroscale, there is a considerable interest in the scientific community
for the development of miniature locomotion systems for multi-functional millimeter-to-centimeter
scale robotic platforms capable of performing complex tasks for disaster and emergency relief activities,
as well as the inspection of hazardous environments that are inaccessible to larger robotic platforms [1].
Miniaturization in the field of locomotion would result in advantages, such as smaller volume and
mass, access to restricted volumes, interaction with same-sized targets, lower cost, profit of scaling
laws, and so on [2].

When considering mechanisms of locomotion at the miniature scale, the use of wave-driven
structures stands out because of its simplicity, reduced thickness, and low cost. The nature of
the waves might be either traveling or standing. Furthermore, the generation of such waves can
be easily accomplished with the help of piezoelectric materials, which can be integrated onto the
structures during the fabrication process. A clear example of the potentiality of waves for locomotion
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are ultrasonic motors [3-5]. A history of commercial success was achieved using circular traveling
wave-based stators transmitting its energy to a rotor [6,7], with the capability of bidirectional movement.
Standing-wave-based motors were also reported, with the requirement of legs to induce the movement
of the rotor [8], as well as the proper mixing of two standing waves at the same frequency, with either a
bending and a longitudinal mode [9] or two bending modes [10].

In the field of mobile robots based on piezoelectric motors, the literature is more recent. Different
reports combined piezoelectric materials with legs to attain locomotion [11-13]. For those robots
whose movement relies on the generation of stationary waves, millimeter-sized legged devices have
already been reported [14-16]. Furthermore, in the case of traveling waves, the state of the art involves
the locomotion of 180-mm long plates actuated by piezoelectric patches, without using legs [17,18].
Taking these as the background, the present work aimed to further develop the traveling-wave-based
locomotion of miniature plates with two piezoelectric patches. Miniaturization was accomplished
by reducing the size of the structure down to 20 mm long and 3 mm wide. Furthermore, to pursue
future untethered applications, the maximum applied voltage was limited to 65 V peak-to-peak (Vpp).
This voltage limitation resulted in no locomotion of the bare structure, requiring the use of legs to
induce movement at a voltage as low as 20 Vy,,. In addition, the size and location of the patches
that maximize the vertical displacement of the plate, while preserving the progressing nature of
the generated wave, were calculated with the help of a 1D analytical model of the patches/plate
system. This study completes the work begun in a previous study based on numerical finite element
analysis [19], where the transversal displacement along the structure was analyzed for five different
locations of a fixed-length patch. All these improvements are expected to reduce the miniaturization
limits in the field of mobile robots.

2. Device Design

The first part of this section considers the effect of the device design and the excitation signals on
the generation of a traveling wave in a plate with two piezoelectric patches. The electromechanical
performance of piezoelectric layers on laminates was already well established by Lee and Moon’s
seminal work [20]. Later reports demonstrated the generation of linear traveling waves on a beam
using external actuation forces [21,22], or with two piezoelectric patches on the same beam [23],
by combining two vibration modes with appropriate amplitudes and phases. In the latter, the patches
were symmetrically situated with respect to the center of the plate, where each of them was actuated
with the same sinusoidal signal, but the phase was shifted. Here, we used a similar approach to design
the robotic structures to be discussed in the next sections.

Figure 1 shows the schematic of the structure under study. It consisted of a supporting layer
of glass with a length of 20 mm, width of 3 mm, and thickness of 1 mm. Piezoelectric patches of
electroded lead zirconate titanate (PZT), 0.2 mm thick, covered a length Lpatcnh. The thickness of the
electrodes was neglected in the model. The patches started at the edges of the glass and both covered a
given length to be determined by design, creating a symmetric configuration with respect to the center
of the structure.

According to the basic mode superposition [24], the vertical displacement at any time and position
along the length of the structure can be expressed as:

o(x, t) = Z @i(x) X T;(t) (1)

i=1

where ¢; are the shapes of the normalized flexural modes and T; are the time-dependent modal
coefficients. The previous expression can be truncated to the modes nearest to, above, and below the
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actuation frequency. The time-dependent modal factor can be Fourier-transformed to the following
expression for each of the patches with an actuation voltage Ve/(®!+®) in the complex domain [20,23]:

Ti(w) = —Ypdm(%)tp(t” + 15 = 220)(¢',(11) - ¢/,(12)) Vel® @
l a tp(a)iz —w? + Zijwi) ’

which is given by the product of the modal admittance and the complex amplitude of the actuation
voltage, where Y), is the Young modulus of the piezoelectric film; d3; is the piezoelectric coefficient; z,
is the neutral axis of the laminate structure; ¢’ is the first spatial derivative of the modal shape; /1 and
12 are the initial and final position of the patch, respectively; w is the frequency of actuation; w; is the
resonance frequency of mode i; and C is the damping ratio. The traveling wave (TW) envelope is taken
as the magnitude of v(x,w) for each position x at a given frequency. To simplify the calculation, the
modal shapes and resonance frequencies were obtained analytically assuming a constant cross-section
along the length of the structure, with the PZT covering the entire glass and the electrodes limited to
the extension of the patch [25].

I Electrodes

Mz
[ Glass

Figure 1. Representation of the fabricated structure. #, and f; are the thicknesses of the piezoelectric
film and the substrate, respectively, W is the width of the structure, L is the length of the structure,
and Lpagch is the length of the patch.

Regarding the parameters of the model, the amplitude of the voltage applied to the patches was
10V, the d3; piezoelectric coefficient of PZT was 180 pm/V, and the damping factor of the modes was
equal to 0.001, corresponding to a quality factor of 500. Table 1 shows the rest of the parameters.

Table 1. Structural properties of the materials.

Material Thickness (mm) Young’s Modulus (GPa) Density (kg/m3)
Glass 1 729 3350
PZT 0.2 62 7800

We then considered two figures of merit: (i) standing wave ratio (SWR), defined as the ratio
of the maximum to the minimum value of the TW envelope, which is related to the quality of the
traveling wave: the closer to 1, the better the traveling wave; and (ii) the average displacement of the
TW envelope, named <TW>, which is associated with the speed or energy of the wave. In the rest of
the section, SWR and <TW> are taken in a central window of the total length corresponding to 60% to
remove the effect of the boundary conditions at the edges.

This approach resulted in three key variables that may be varied to improve the quality and
amplitude of the TW: patch length, frequency of actuation, and phase shift between the sinusoidal
signals on each of the patches. Malladi et al. [23] reported the effect of the frequency of actuation and
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the phase shift. Here, we also considered the effect of the patch length on the two figures of merit
mentioned before.

First, we studied the dependence of SWR and <TW> on the patch length with a fixed frequency
of actuation (average of the two consecutive resonant frequencies) and phase shift (90°). Figure 2
shows the results. Leissa’s nomenclature is used to identify the modes of vibration (the first digit is the
number of nodal lines along the length of the plate and the second digit is the number of nodal lines
along the width of the plate) [25]. Three different frequencies of actuation were considered depending
on the couple of modes to be mixed: half-way between modes (30) and (40), (50) and (60), and (90)
and (100); named f3 4, f54, and f9_1, respectively. The effect of varying these two variables, namely
frequency and phase, is shown below.

(40) . Lq]:»o) ~

L
0 60
30 T €0 ;
Nl 1 T
E . ! I, =533k
E 20 1 | | 34 &
= I ||t = 1455 KKz
E/w L ; : | —fgm:ASB.S'kHz
0
o 1 2 3 4 5 6 7 8 9 10 N
Length of the patch (mm)
357 T T T
[ Nl 1 | )
3 I | I I
@ 25 Nl 1 | l
= I | |
» 2 I |
I ) |
5 [ R
4L . | 1 1 1

Length of the patch (mm)

Figure 2. Average displacement of the traveling wave envelope (<TW>) and standing wave ratio
(SWR) as a function of the length of the patch for three different frequencies of actuation f3_4, f5 ¢, and
f9-10, and a phase shift of 90° between patches. fi-n: mid-frequency between modes (m0) and (n0).
The vertical line L(n0) represents the first zero, excluding the edge of the plate, of the second derivative
of the modal shape (n0), where n will vary depending on the mode under consideration.

There was a clear dependence of the figures of merit on the length of the patch, and for each of the
frequencies, there was an optimal length of patch Ly,_,, where m refers to mode (m0) and n to mode
(n0), that provided a maximum of <TW>: L3 4 = 8.3 mm for f3 4, L5_¢ = 4.9 mm for f5 4, Lg_1p = 2.8 mm
for f9_19, while maintaining a value for the SWR close to the ideal value of 1.

Furthermore, the information of Figure 2 was correlated with the second derivative of the modal
shape along the length of the structure. As already reported, optimal actuation of a given mode can be
attained using an electrode distribution that covers only the regions of the surface where the sign of
the second derivative of the mode shape (associated with stress on the surface) is either positive or
negative [26]. The dashed vertical lines in Figure 2 represent the position of the first zero (excluding the
edge of the structure) of the second derivative of the three pairs of modal shapes involved in the
calculations. A patch of length L), where n will vary depending on the mode under consideration,
would optimally actuate this individual mode (n0). Note that the optimum patch length for the TW
generation with modes m-n, L, lays half-way between lengths L (o) and L) as a balance between
the optimal patches for each individual mode contributing the most to the TW: Lim—n = (L(mo) *+ L(n0))/2-
Therefore, as a rule of thumb, the second derivative of the modal shapes can be used to determine the
best patch length without requiring any complex simulation approach.

For the optimum patch length deduced before, we then considered whether the figures of merit
could be improved by varying the frequency of actuation while maintaining the 90° phase shift.
Figure 3 shows the results for the combination of modes (50) and (60) as an example. The best SWR
was very close to the mid-frequency f5 4, and the displacement varied only slightly; therefore, there
was very little room for improvement by changing the frequency around the mid-frequency under
these conditions. This conclusion was also reached for other combinations of modes.

38



Micromachines 2020, 11, 321

80 patch i

(TW ) (nm)

L L L L L il L L L L L
120 125 130 135 140 145 150 155 160 165 170
Frequency (KHz)

T
|
|
25 !
I
|
|

o I Y S
120 125 130 135 140 145 150 155 160 165 170
Frequency (KHz)

Figure 3. <TW> and SWR as a function of the frequency of actuation for the optimum patch length
L5 and a phase shift of 90° between the signals applied to the patches.

Now we focus on the effect of both the frequency of actuation and the phase shift for the optimal
patch length. Figure 4 shows a surface plot of <TW>, corresponding to the combination of modes (50)
and (60), as a function of frequency and phase shift as a color map for different SWR isolines. It can
be seen that an increase in <TW> was only possible by deteriorating the SWR and that there were
many possible couples of frequency and phase leading to a similar <TW> and SWR, as shown with the
isoline corresponding to SWR = 1.4, for example. This is crucial for avoiding undesirable torsional
modes that might be in between the two flexural modes under study and hinder the TW generation
based on the two-mode-approximation. This was further illustrated by plotting the envelope of the
TW for the mixing of modes (50) and (60) under three different combinations of frequency and phase
shift (Figure 5).

Frequency (kHz)
s
{TW )(nm)

0 20 40 60 80 100 120 140 160 180
Phase shift (°)

Figure 4. Surface plot representation of <TW> for the combination of modes (50) and (60) as a function
of actuation frequency and phase shift, with white isolines corresponding to different values of SWR.
The <TW> value is represented by the color scale.

Once the design guidelines for the patch size, the actuation frequency, and the phase shift were
decided upon, legs were included in the design. This addition was experimentally required to observe
stable locomotion of the structures at voltages below the maximum applied, which was 65 V. This
differed from previous studies [17,18], where locomotion was attained without the help of legs. We
attributed this need for legs to the smaller size and weight in our case, as well as to the limit imposed
on the maximum voltage applied. Legs amplify the horizontal displacement [27], and at the same
time, confine the point of contact to specific areas of the robot. A pertinent question here is where
to locate the legs on the glass plate. A key design goal of propagating-wave-based locomotion is
the elliptical trajectory of the surface particles of the elastic body due to the coupling of longitudinal
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and transverse motions with the appropriate phases to achieve bidirectionality using the 90° shift of
the actuation signals. Therefore, the leg positions should coincide with those surface points where
elliptical trajectories are realized. To determine those locations on the structure, we note that the
vertical displacement v(x, t) along the plate can be expressed as follows:

v(x,t) = A(x)- cos(wt + 0(x)), 3)

which resembles a pure TW, but instead of a constant amplitude, we have a position-dependent

amplitude A(x) (the envelope of the TW defined above), and instead of a phase term proportional to

the position, there is a general function of the phase 0(x). Furthermore, the horizontal displacement, u,

at the bottom face of the plate where the legs are to be placed is [28]:

d(x,t) " dA(x) de(x)
ox dx dx

u(x, t) = —h -cos(wt + 0(x)) — A(x)- -sin(wt + 0(x)) |, (4)

where /1 is the thickness between the neutral plane of the structure and the bottom face of the plate. For

the displacement at the tip of the leg, the same expression holds, but the length of the leg is added to
the thickness h.

20 T T T T T T T T T
—— 6 =150°. f=163.1 kHz
—— 0 =90° f=144 kHz
—— 0 =30° f=125.5 kHz

4 L L L L L L L L
0 2 4 6 8 10 12 14 16 18 20

Position along the structure (mm)

Figure 5. Envelope of the TW along the length of the structure for the combination of modes (50) and
(60) under three different conditions of frequency of actuation f and phase shift 6. The optimal patch
length L5 ¢ was used.

According to the two previous expressions, only those positions along the length of the structure
where the derivative of A(x) is null (local maximum or minimum) will present an elliptical trajectory.
That is to say, at those positions where the TW envelope is almost constant, the surface particles, and
hence the tip of the legs, will describe elliptical trajectories. By returning to Figure 5, we notice that
the positions to consider were those located at the central plateau of the TW envelope. If the legs are
located where the derivative of A(x) is significant, a linear-like displacement is then obtained, as for
standing wave linear motors.

3. Materials and Methods

Next, we focus our attention on the fabrication procedure. Figure 6 shows a picture of one of
the fabricated structures. A piece of glass with a length of 20 mm, width of 3 mm, and thickness of
1 mm was obtained from a glass slide (VWR International, Radnor, PA, USA) via machine (Buehler,
Lake Bluff, IL, USA) drilling. Two PZT patches (PI Ceramic GmbH, Lederhose, Germany) with a
thickness of 200 pm and a width of 3.5 mm (slightly larger than the plate to allow for contact to the
bottom face) were glued to the glass using a cyanoacrylate adhesive (Loctite, Diisseldorf, Germany).
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The actual length of the fabricated patches was 5 mm, close to the optimum value of 4.9 determined in
Figure 2, for an efficient actuation of modes (50) and (60). The robots were powered externally using
25-micron wires connected to the piezoelectric patches.

Figure 6. Photograph of a legged structure and U-shaped pairs of legs of 0.5, 1, and 1.5 mm. The
numbered ruler marks represent centimeters.

U-shaped pairs of legs were 3D printed with a stereolithography (SLA) B9 Core printer
(B9Creations, Rapid City, SD, USA) using a material named Black Resin (B9Creations, Rapid City, SD,
USA) (see Figure 6). The pair of legs were glued along the width of the plate. Samples with two and
three pairs of legs were fabricated. In the case of the two pairs of legs, these were located at the edges
of the TW envelope plateau mentioned earlier. For the three pairs of legs, the third pair was located at
the center of the structure. The shape of the legs was cylindrical, 0.6 mm in diameter, with varying
lengths from 0.5 mm to 1.5 mm. The mass of the robot was about 240 mg.

4. Results

Figure 7 shows the electrical conductance of a robot with 0.5-mm legs. Two peaks can be clearly
identified corresponding to modes (50) and (60). Figure S1, included in the Supplementary Materials,
compares the conductance of this device with and without legs. There was almost no difference
between the two measurements, which corroborates the negligible impact of the legs on the standing
waves corresponding to the modes. Once the resonant frequencies were known, the frequency of
actuation was adjusted manually. For this sample, the actuation frequency was set to 161 kHz, close
to the mid-frequency between the measured modes (50) and (60). It is important to notice that the
frequency of actuation, 161 kHz, differed from the estimated frequency f5 ¢, by just 10%. This difference
might be attributed to the limitations of the 1D model at representing the 3D structure of the robot, as
well as to uncertainties in the mechanical parameters of the materials. Table S1 of the Supplementary
Materials compares the resonant frequency of different modes, found using both experimentation and
calculated using the 1D model and a 3D finite element analysis. It also shows the values for L),
which is the first zero of the second derivative of the modal shapes deduced by the 1D and 3D models.
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Figure 7. Electrical conductance of a robot with 0.5-mm legs.
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Next, we present the characterization of the fabricated robots in terms of speed and force. Figure 8
shows the speed of the robot versus the applied voltage. Ten measurements were taken at each voltage
and the standard deviation was about +3.5 mm/s. The phase shift between patches was fixed to
either 90° or —90° to confirm the bidirectional movement. Video S1, included with the Supplementary
Materials, shows how the direction was reversed by changing the phase. The set-up for the speed
measurement consisted of two infrared LEDs separated by 100 mm, where each was aligned with a
photodiode. The set-up allowed for measurement of the time required by the robot to travel 100 mm
along a rail on glass by tracking the light interruption events when the robot passed below the infrared
LEDs with a frequency counter. Robots with legs of 1.5 mm showed a less uniform speed, with
difficulties in maintaining the rectilinear displacement, which might be related to the interference
of an intrinsic mode of vibration of the legs. The modes of vibration of 0.5- and 1-mm legs were far
away from the frequency of actuation. When comparing robots with 0.5- and 1-mm legs, a better
performance was observed for the 1-mm leg, which might be attributed to an enhancement of the
horizontal displacement at the tip of the leg, as mentioned previously. For the maximum voltage
applied, namely 65 Vy,,, the velocity for the 1-mm-legged structure reached 60 mm/s, which was
equivalent to 3 BL/s (body lengths per second). These results are comparable to the state-of-the-art in
miniature soft robotics, with performances similar to arthropods [29]. Furthermore, notice that the
minimum voltage required to initiate movement with 1-mm legs was as low as 20 V,,, which might
facilitate the implementation of an untethered robot with an integrated driving signal.
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Figure 8. Speed of the robots versus applied voltage for legs with different lengths: 0.5 mm (red), 1 mm
(black), and 1.5 mm (blue). Circles represent experimental data and are joined with lines for guidance
purposes. BL/s: Body lengths per second.

Furthermore, we investigated the effect of mass loading on the performance of the robot. Figure 9
shows the speed versus applied voltage for different loading masses. The robot carried a mass of
7.5 g, which was 40 times its weight, at a speed of about 40 mm/s at the maximum voltage applied.
This result shows the potential to incorporate electronic circuits on board, for communication, control,
sensing, or other applications. Video S2 shows the locomotion with a mass of 7.5 g.

To complete the characterization of the robot, Figure 10 displays the blocking force under different
mass loadings. The force was measured while the robot contacted a force sensor (Honeywell FSG
Series, Morris Plains, NJ, USA) with the actuation voltage applied. As expected, the blocking force
increased as the mass loading increased [30].

Finally, Figure 11 shows the comparison between two and three pairs of 1-mm legs. A clear
improvement can be seen when using three pairs of legs, with a speed as high as 5 BL/s. Further
investigations are in progress to study the effect of increasing the number of legs.
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Figure 9. Speed of the 1-mm-legged robot versus applied voltage for different masses: no load (blue),
1.2 g (pink), 3 g (black), and 7.5 g (red).
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Figure 10. Blocking force of the robot for different masses: no load mass (blue) and 7.5 g (red).
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Figure 11. Speed of the 1-mm-legged robot versus applied voltage for two (blue) and three (black)
pairs of legs.

5. Conclusions

This paper contributes to the development of miniature mobile robots based on TWs generated
by the actuation of symmetrically located piezoelectric patches. Guidelines were proposed for the
design of the patches and the driving signals. 3D printed legs were implemented in our devices, which
is an approach commonly restricted to standing-wave-based systems. The combination of the optimal
patch length and legs resulted in a mobile rigid robot with a speed of 5 BL/s at a voltage of 65 Vpp,
with the capability of transporting 40 times its weight.
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Supplementary Materials: The following are available online at http://www.mdpi.com/2072-666X/11/3/321/s1,
Figure S1: Electrical conductance of a 0.5-mm-legged robot compared with the case without legs. Table S1:
Resonant frequency and position of the first zero of the second derivative of the shape of modes (40), (50), (60),
and (70) for three cases: experiment, 1D analytical model, and 3D finite element analysis. Video S1: Bidirectional
locomotion of a 1-mm-legged structure with no load. Video S2: Bidirectional locomotion of a 1-mm-legged
structure with a load of 7.5 g.
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Abstract: In this paper, we present a macroscale multiresonant vibration-based energy harvester.
The device features frequency tunability through magnetostatic actuation on the resonator. The
magnetic tuning scheme uses external magnets on linear stages. The system-level model demonstrates
autonomous adaptation of resonance frequency to the dominant ambient frequencies. The harvester
is designed such that its two fundamental modes appear in the range of (50,100) Hz which is a typical
frequency range for vibrations found in industrial applications. The dual-frequency characteristics of
the proposed design together with the frequency agility result in an increased operative harvesting
frequency range. In order to allow a time-efficient simulation of the model, a reduced order model has
been derived from a finite element model. A tuning control algorithm based on maximum-voltage
tracking has been implemented in the model. The device was characterized experimentally to deliver
a power output of 500 uW at an excitation level of 0.5 g at the respected frequencies of 63.3 and
76.4 Hz. In a design optimization effort, an improved geometry has been derived. It yields more
close resonance frequencies and optimized performance.

Keywords: piezoelectricity; vibration-based energy harvesting; multimodal structures; frequency
tuning; nonlinear resonator; bistability; magnetostatic force

1. Introduction

The term energy harvesting is the process of capturing or harvesting wasted or unused ambient
energy, such as temperature gradients, mechanical vibrations, radio frequencies, etc., and converting it
into useable electrical energy. This differs from powering a system using traditional energy sources
such as batteries, fuel cells, etc. Energy harvesting has received much attention in the last two
decades from various disciplines, mainly due to its potential impact as a key technology enabling
autonomous ultra-low-power electronics operating in remote and harsh environments without the need
for large energy storage elements. Energy harvesting thus replaces conventional batteries, enhances
the environmental friendliness of the system, and lowers the maintenance costs. In other words, it is
a promising technology to power various applications ranging from structural health monitoring to
medical implants.

Energy harvesting from mechanical sources including industrial machines, human activity,
vehicles, building structures, and other environmental sources can be achieved through different
conversion methods. Such approaches include piezoelectric, electromagnetic, electrostatic, and
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magnetostrictive effects. Among the most promising sources for recovering energy are periodic
vibrations generated by rotating machinery or environmental sources such as wind or ocean waves.

The present work addresses vibration-based energy harvesting systems based on the piezoelectric
effect. Up to now, the piezoelectric effect has been extensively investigated and integrated in different
applications, such as sensors and actuators. Vibration energy harvesting converts vibration energy into
electrical energy. The large availability of vibrations in industrial environments and the simultaneous
need for sensing applications in such locations motivated the research in recent time.

Most often, a mechanical resonator is used to amplify the low vibration levels into usable
deflections. Such systems consist usually of a tip-loaded clamped-free cantilever [1-3], which we
refer to as ‘first generation harvester concepts’. The drawback of such harvesters is that they operate
efficiently only if the harvester’s resonance frequency coincides with the dominant ambient vibration
frequency. Any difference between these frequencies will lead to a decrease in the power output. As
realistic ambient vibration spectra exhibit multiple frequencies and vary over time as the vibration
source is aging or changing in temperature for instance, ‘first generation” energy harvesting schemes
fail. In order to overcome this limitation, many research groups are addressing new resonator designs
with an optimized active bandwidth, which enables the harvester to collect power on a broader
frequency range. This research can be categorized in two groups. On one hand, numerous multimodal
resonator designs, which are able to operate resonantly at multiple frequencies, have been introduced
in [4-7]. Wu et al. [8] investigated a compact piezoelectric energy harvester, comprising of one main
cantilever beam and an inner secondary cantilever beam. The system harvests power at two distinct
frequencies. A novel trident (three-pronged spear) shaped piezoelectric energy harvester has been
proposed by Upadrashta and Yang in [9] to collect power from wideband, low frequency, and low
amplitude ambient vibrations. Lamprecht et al. [10] investigated how multiple vibration harvesters
can be combined to a macroscopic array configuration by aiming not on high resonance peak powers,
but on close spectral overlaps in lower power regions with a bandwidth 500 Hz. In [11] a multiresonant
structure comprising a clamped—clamped piezoelectric fiber composite generator has been proposed
by Qi et al., with side mounted cantilevers, which are tuned by added masses to resonate at individual
frequencies, resulting in a wider harvesting bandwidth. Other works [12-14] proposed multiple
concepts of multiresonant piezoelectric energy-harvesting devices, capable of harvesting power on a
wider frequency range using both translational and rotational degrees of freedom.

On the other hand, other groups proved that integrating nonlinearity in the harvesting device
broadens the operative bandwidth compared to the standard linear harvesters. The authors of [15-21]
demonstrated the usability of bistable resonators for harvesting over a wider operational frequency
range, by integrating permanent magnets positioned with respect to another permanent magnet on
the resonator. In [22] a compact nonlinear multistable energy harvester array has been presented by
Lai et al., for harvesting energy at low frequencies. Hoffmann et al. [23,24] developed a harvesting
system capable to autonomously adapt the magnetic field strength, acting on the resonator, by adjusting
the orientation of a diametrically polarized permanent magnet. Another bistable rotational energy
harvester operating at low frequencies has been proposed by Fu and Yeatman in [25,26]. The harvesting
is achieved by magnetic plucking of a piezoelectric cantilever using a driving magnet mounted on
a rotating platform. In [27-29] an autonomous tuning mechanism has been developed, allowing a
compensation of the hysteresis, as well as maintaining the optimal working point. It allows the use of
both coupling modes (attractive and repulsive), which enables the harvester to adapt its operating
frequency to the dominant vibration frequency of the environment. Nammari et al. [30] proposed an
enhanced novel design of a nonlinear magnetic levitation-based energy harvester, where the tuning
effect is achieved by the magnetic and the oblique springs. In [31-34] we studied a dual-frequency
piezoelectric energy harvester incorporating permanent magnets for bidirectional frequency tuning
and presenting an increased useable frequency range compared to standard harvesters. Other groups
used different bandwidth broadening strategies, for example, shunted piezoelectric control systems
have been proposed in [35,36]. Zhang and Afzalul [37] analyzed a broadband energy harvester with
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an array of piezoelectric bimorphs mechanically connected through springs. The operative bandwidth
broadening can be achieved by carefully selecting the masses and adjusting the spring stiffness.

In the present paper, we propose a so-called ‘folded beam’ resonator design for energy harvesting.
It consists of an outer tip-loaded beam, mechanically connected to a pair of inner beams, which extend
towards the fixed end. In contrast of [8], the resonator is fabricated from a single steel sheet. It uses
permanent magnets at the free ends of the cantilevers for higher frequency agility, by making use of the
nonlinearity provided for the nonlinear magnetic forces. It resonates at two distinct frequencies, spaced
10 Hz apart, in the range (50,100) Hz. Bidirectional frequency tuning was achieved using a similar
approach as presented in [34]. It has been demonstrated that both modes can be tuned independently,
together with the dual frequency feature, can provide a superior frequency agility and increase the
operational bandwidth of the system compared to existing approaches. Furthermore, an optimized
version of the resonator is presented in this paper, where the two power peaks could be nearer to each
other and provide the same power levels. This feature further enhances the performances of such a
harvester and shows the benefit of such a design compared to an array of simple harvesters. Due to
the close resonances enabling the resonator to amplify the deformation of the outer beam and leading
to a higher strain distribution on the inner beam compared to the aforementioned simple design,
where the second cantilever will be directly connected to the same excitation. A control scheme, which
uses an energy efficient maximum- amplitude tracking algorithm, is optimized compared to [34]. A
reduced model of the harvester has been developed and enabled us to fully simulate the behavior
of the harvester in question. The position-dependent magnetic force obtained from magnetostatic
simulations presented in [33] have been implemented together with the reduced model in ANSYS
twin builder. The system is able to autonomously choose and tune the closest mode to the dominant
vibration frequency to maintain maximum possible oscillation amplitude. Furthermore, we dropped
the self-adaptive step size tuning control scheme due to the potential of higher power requirements
needed for the fine-tuning operation. Finally, we experimentally characterized the behavior of the first
prototype of such a piezoelectric harvester design and the result matched with the simulation results
in terms of frequency and expected voltage output.

2. Dual Frequency Piezoelectric Energy Harvester

This section reviews shortly the dual-frequency harvester proposed in [32-34] together with its
tuning approach. Continuing our modelling effort from [34] we advance the finite element (FE) model
into a system-level model. For this purpose, we derive a reduced order model, integrate nonlinear
tuning and damping forces, a control algorithm, and electrical circuitry into a more complex model.

2.1. Design Description

The mechanical resonator design consists of two identical 80 mm long arms (referred to as outer
beams), mechanically coupled through a common end to a 60 mm long inner beam, which extends
in turn towards the fixed end [34]. The tip masses are of identical weight m = 7.6 g. The first two
resonance frequencies and mode shapes, as obtained from a harmonic analysis, are shown in Figure 1.
The deformation of the piezoelectric layers results in a surface charge distribution and consequently
a voltage across the patch electrodes. The maximum power output of the harvester can be derived
from this voltage and the patch capacitance as explained in [34]. The phase difference between the
inner and outer patch depends on the frequency of operation. We identified the phase difference to be
200 and 30° at the first, respectively the second mode. A connection of both patches shall consider
and adapt the polarity of the voltage output. Realistic vibration excitation might excite both modes
simultaneously so that individual power processing is mandatory.

In order to increase the frequency agility of the system, we propose magnetic frequency tuning.
The approach uses permanent magnets on the resonating structure together with fixed external magnets.
The interaction between the fixed and movable magnets creates an attracting or repelling force, which
adds to the mechanical restoring force of the structure. The change in stiffness of the structure leads to a
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frequency up- or down-tuning. In [34] we characterized the resonator and demonstrated bidirectional
frequency tuning of 15%. In order to simulate the effect of the magnetic force, the use of the full
FE model is not efficient anymore, due to the very long solution time needed for such a simulation.
Therefore, in [34] we proposed a compact model of the resonator and we were able to fully simulate
the behavior of such a system. However, the integration of the piezoelectric transducer elements is not
feasible with a lumped modelling approach. Therefore, in this paper, we derive a reduced order model
of the full FE model and implement it in a system-level simulation.
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Figure 1. (a) Geometry description of the harvester design together with (b) its simulated displacement,
respectively power output. The transfer function illustrates the dual frequency operation of the structure
under a base acceleration of 0.5 g. Simultaneously, it demonstrates comparable power output levels.

2.2. Reduced Order Model of the Piezoelectric Energy Harvester

The piezoelectric energy harvester model implemented in ANSYS® Mechanical (V2019, R1) was
thoroughly described in [34]. Considering its high computational cost for a transient simulation, Krylov
subspace-based model order reduction (MOR) methods, also known as rational interpolation [38—40]
were implemented to generate a highly compact but accurate reduced order model (ROM). Furthermore,
based on this ROM, a circuit-device co-simulation of the piezoelectric energy harvester became feasible
in the system-level simulation.

Model Order Reduction

The finite element method provides a spatially discretized mathematical description of the
piezoelectric energy harvester. It is represented by a second order multiple-input multiple-output
(MIMO) system of the form:
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where M, E,K € RN*N are the mass, damping, and stiffness matrices, respectively. B € RN*P and
C € RPN are the input and gathering matrices, with u € R” and y € C7 being user defined input and
output vectors. x1 and x; present the nodal displacement and electrical potentials in the state vector
x € CN. Considering the large size of system (1) obtained in this work (N = 166,789 DoF), a highly
compact but accurate ROM was generated:

VIMV:+ VIEV2+ VIKVz = VIBa

——— N—— N—— ——
Z M, E, Ky B, @)
r y= CV z
——
o

where V€ RN¥ is the orthonormal basis of the second order Krylov subspace
‘K,(—K’]E, -K™ 1M, —K’]B) obtained through the Second Order Arnoldi Reduction (SOAR)
method [41,42]. The full-scale state vector x is approximated by x = V'z, where z € C’ is the
reduced state vector,r = 35 < N.

In the previous research [43—45], the stability of the reduced system (2) could not be guaranteed
by the conventional MOR methods. Several stabilization approaches have been introduced and
mathematically proven in [46-48]. In this work, we apply the efficient approach ‘Schur after MOR’ to
generate a stable ROM of the piezoelectric energy harvester model. “Schur after MOR” projects the
reduced system (2) onto a sorted orthonormal eigenbasis of matrix M,:

T'M, T4+ T'E,T-4 + T'K, T-g = T'B, -u

—_— —_—— —_— —_——
}\7, Ey Er Er
Zr y= C,,T q (3)
——
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where T € R™ and M, are the eigenvector matrix and sorted diagonal eigenvalue matrix of M,,
obtained through eigen decomposition of M, = ™, TT. According to the indexes of the relative small
eigenvalues in M;, all the system matrices in (3) can be partitioned:
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where M],Eﬂ,f{]] S RIXI MZ Ezz Ezz S R(Y Dx(r-D) E]z I’Z]Z S RIX(r ) Ez] 1’221 € R(r Dxi El RIXP
By € RO-Dx¢, C; e R, C; € R™D), and I € [1,7]. In order to reconstruct the reduced system
in an analogous manner as system (1), the relatively small part Mz and parts E12, E21, Ezz in (4) are
all neglected. In this way, the Schur complement transformation can be performed and the stable
piezoelectric energy harvester ROM is obtained:

g )

z Mgy + Eqpgy + (Kn - K12K22 Kzl) q = ( - KioK;, Bz)
r_Schur y = (C1 - CK; K1 )-q1 + (CoK52 Ba )

2.3. System-Level Simulation

The system-level model consists of three parts as depicted in Figure 2. The multiphysics part
comprises the ROM, which describes the mechanical and piezoelectric behavior of the harvester. The
magnetic forces have been derived from magneto-static simulations [33] and implemented in the
model as force functions 1 and 2. The magnetic force will alter the effective stiffness of the resonator.
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The damping ratio of the mechanical resonator depends on the structure’s stiffness. Hence, it also
varies while tuning. We address this by adjusting the damping ratio accordingly. The electrical part
encompasses the rectification circuitry. A tuning control algorithm, based on maximum amplitude
tracking, is included as well.

control

gap_outer|algerithm | gap _inner

electrical part

# 3
<
3
S

d/dt

_I

vol_outer| vol_inner
69 dis | VHDL
dis_outer| ROM |dis_inner

f_outer f_inner

force
function1

multiphysics part

Figure 2. System-level model implemented in ANSYS twin builder, including a reduced order model of
the harvester together with tuning actuation, the conditioning circuitry, and the tuning control algorithm.

2.3.1. Mechanical Resonator Reduced Order Model

This subsection presents the validation of the reduced order model by comparison between results
of a FE model, the reduced order model and experimental data. The MIMO system of the resonator is
illustrated in Figure 3. Both models use three inputs: Base excitation “dis”, (displacement amplitude
of the ambient vibration), force on outer and inner beam “f_outer” and “f_inner”, respectively. The
tip displacement of the outer and inner beam “dis_outer” and “dis_inner” are the two outputs. The
displacement amplitudes of the outer and inner beam of the FE model, respectively the reduced order
model, are shown in Figure 3 for a displacement amplitude of 10 um at the clamped part.

: 14
Input ports Mechanical resonator Output ports . -MORouter
T 121 —— Full model outer
= = -MORinner
MIMO system £ 0] —— Full model inner
dis € "
e oo ]|
dis_outer 0.8
M5 + Ex + Kx = Bu .3“
f_outer y=0Cx S 06
°
reduced model dis_inner T 044
o
f_inner Mi+ Ei+ Kz=Bu T oozl
y=Cz
o0 T T T T T T T T T
60 62 64 66 68 70 72 74 76 78 80
Frequency [Hz]
() (b)

Figure 3. (a) The multiple-input multiple-output (MIMO) system of the mechanical resonator together
with (b) the resonator reduced model validation through a comparison with the full finite element (FE)
model. Both models are subjected to an excitation amplitude of 10 um.

The obtained results from the reduced order model matched well with the FE model. The two
fundamental modes appear at 63.1 and 77.5 Hz. Furthermore, the aforementioned frequencies have
been compared to the experimental results obtained in [33], which are 62.6 and 76.1 Hz.

In [32,34] we presented a description of the magneto-static simulations, which enabled us to
derive the magnetic forces involved in the frequency tuning. The same forces have been considered
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in the current system-level model. As shown in Figure 4 the magnetic forces yield a bidirectional

frequency shift by up to 18%.

——Gap 13mm attractive|
——Gap 17mm attractive|
—— Gap 21mm attractive
~— Gap 25mm attractive

—— Gap 13mm attractive
—— Gap 17mm attractive
—— Gap 21mm attractive
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———Gap 13mm repulsive. £ 14 ——Gap 13mm repulsive

~——Gap 17mm repulsive oy 1.2 —Gap 17mm repulsive
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H
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63.1 65 70 75 80 60 65 70 75

50 55 60 5 g0 85 9%
Frequency [Hz] Frequency [Hz]
(a) (b)

Figure 4. (a) Variation of the displacement amplitude of outer and (b) inner beam during frequency
tuning. An 18% of bidirectional frequency shift can be achieved. The data indicates that frequency
tuning does not affect the other resonance frequency.

The frequency tuning system-level simulations showed a relative error of approximately 3.1%
and 1.8% for the first, respectively the second mode tuning (see Figure 5) when compared to
experimental data. Yet, tuning towards smaller frequencies reveals an increasing discrepancy. We
attribute this to some limitations of the underlying magnetostatic model, which neglects the rotation
and lateral displacement of the magnet as the resonator undergoes deflection. Furthermore, as
displacement amplitude increases while tuning towards smaller frequencies such deviations show a
more pronounced effect.

—a— repulsive (simulation)
~— attractive (simulation)
—a— repulsive (experiment)
—v—attractive (experiment)

v attractive (simulation)
4 repulsive (simulation)

—a— repulsive (experiment)
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Tuning range [%]
3 0

Tuning range [%)]
s o

8 10 12 14 16 18 20 22 24 26 8 10 12 14 16 18 20 22 24 26
Gap [mm] Gap [mm]
(a) (b)

Figure 5. (a) Experimental validation of the bidirectional frequency tuning simulation of first and
(b) second resonance frequency.

2.3.2. Piezoelectric Energy Harvester Reduced Order Model

After the validation frequency-agile resonator model, a reduced order model of the piezoelectric
energy harvester has been derived. The corresponding MIMO system is illustrated in Figure 6.

Compared to the mechanical resonator model, the piezoelectric energy harvester model has two
additional outputs “vol_outer”, “vol_inner”, referring to the voltage levels at the piezoelectric patches
on the outer and inner beams. The results obtained from the reduced order and the FE model fit well

and thus support the applicability of this reduced order modeling approach.
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Figure 6. (a) The MIMO system of the piezoelectric energy harvester and (b) the harmonic response of
the reduced order and full FE model subjected to a 10 um excitation amplitude.

2.3.3. Electrical Simulation

The system-level model integrates the reduced order model with electrical circuitry. Here, we
considered a diode bridge for full-wave rectification, a capacitor for filtering, a buck converter for
voltage regulation, and a resistive load with optimum resistance. The circuitry is connected to the two
electrical ports of the reduced order model.

Rectification and Filtering

As presented in Figure 7, after rectification and filtering the AC voltage output, a DC voltage
output with small ripple voltage is obtained.

=

Figure 7. (a) Simulation results of the AC voltage output before rectification and (b) the filtered DC
voltage output of the piezoelectric harvester subjected to 0.2 g base excitation.

Optimum Load

Due to the capacitance of the piezoelectric patches, the power output depends on the load
resistance. To ensure maximum power delivery, the optimum load has been found to be 100 and 60 k()
for the outer and inner beam, respectively (see Figure 8). The power in the load is proportional to the
square of the excitation amplitude. Therefore, we performed the simulations at several excitation levels.
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Figure 8. (a) Load matching to ensure maximum power output from the outer patches electrically
connected in the series, (b) respectively the inner patch.
Voltage Regulation

Piezoelectric energy harvesters, which employ PZT as a piezoelectric material, easily generate
voltage levels, which exceed the range compatible with electronic circuits and related components,
such as microcontrollers or super capacitors. Voltage regulation is required for reliable operation. The
voltage regulation is achieved, e.g., by using a buck converter, which includes a MOSFET, a capacitor,
an inductor, and a diode as shown in Figure 9. The duty cycle of the MOSFET’s state affects the voltage

output in such a circuit. A controller alters the duty-cycle to maintain constant output voltage for
varying loading situations.

vol_outer vol_inner

l %
T I | vHDL
T

ROM
v

Figure 9. Two independent buck converter circuits for voltage regulation.

Figure 10 shows the simulation results of the voltage regulation. Here, the voltage at the outer
and inner beam have been regulated to 5 V within 10 s.
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.,. (14 o
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Figure 10. (a) Simulation results of the voltage regulation of the outer patches and (b) the inner one
under 0.2 g base excitation.
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2.3.4. Energy Harvester Frequency Tuning

We also studied the effect of our frequency tuning mechanism on the voltage output in analogy
to the procedure described in Section 2.3.1. The results of the system-level simulation are shown in

Figure 11.
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Figure 11. (a) The voltage amplitude variation of the piezoelectric energy harvester under bidirectional
magnetic frequency tuning of first and (b) second resonance frequency at 0.2 g harmonic base excitation.

These results show the voltage amplitude variation as a result of the bidirectional frequency shift
of the piezoelectric harvester. These simulations show bidirectional frequency tuning by up to 9%
relative to the unaltered resonance frequencies. The reduced tuning range is due to the increased beam
stiffness induced by the piezoelectric patches.

2.3.5. Control Algorithm

In this section, we focus on the tuning control as implemented in the system-level model of
Figure 2. A control algorithm, as visualized in Figure 12, maintains maximum voltage output even
under varying excitation frequency. We consider this as a realistic use case. The time variable and DC
voltage output are used as inputs for the control algorithm. The control scheme analyzes the voltage
levels at a given frequency and selects one of the two tuning mechanisms.

' Gap determination if vol_outer > vol_inner

'
: tuning outer gap Yos No tuning inner gap
. gap = gap_initial

Maximal voltage tracking

gap=gap +1 gap = gap_initial - 1

if vol > vol_last if vol > vol_last
No No
h gap_max = gap_last
gap=gap +1 gap=gap-1

gap_initial = gap_last

vol_max = vol_last

Ambient frequency detection I

keep gap_max

Yes

Figure 12. Tuning control algorithm scheme based on maximum-voltage tracking.

In order to demonstrate the self-adaption of our harvester, we excite the structure with a stepwise
frequency-varying harmonic excitation, as illustrated in Figure 13. The results demonstrate that the
system is able to choose the adequate tuning mechanism. This choice is based on the current voltage
level. The maximum voltage is achieved within 15 s. In contrast to our previous work [33], where we
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implemented an adaptive step size, here the tuning scheme employs a constant step size. This results
in less tuning steps, which improve the energy efficiency of the tuning mechanism.

-l Y EE fML . ]
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3
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Figure 13. A control algorithm, which is based on maximum-voltage tracking, chooses the most

effective tuning actuator.

3. Experimental Investigation

In order to characterize the presented harvester design, we integrate three macro fiber composite
(MFC) piezoelectric patches supplied by SMART MATERIAL Corp. (M-8507-P2 on the outer beams
and M-8514-P2 on the inner beam) with a resonator fabricated from steel, as depicted in Figure 14. The
MFC patches are composed of piezoelectric rods embedded between layers of adhesive, interdigitated
electrodes, and encapsulated with polyimide film. The patch dimensions are 60 x 7 x 0.18 mm? and
48 x 14 x 0.18 mm? for the outer and inner beam, respectively. The material properties of the MFC
patches are given in Table 1.

Figure 14. Dual frequency piezoelectric energy harvester with macro fiber composite (MFC) patches
on outer and inner beams. Permanent magnets are attached at the beam ends. The base excitation is

applied to the clamped part on the left side.

Table 1. Material properties of the active area of the macro fiber composite (MFC) patches.

Material Properties Value
Mass density (kg/m® 5440
Tensile modulus, E; (rod direction) (GPa) 30.34
Tensile modulus, E; (electrode direction) (GPa) 15.86
Poisson’s ratio, v1o 0.31
Poisson’s ratio, vp1 0.16
Shear modulus, Gy, (GPa) 5.515
ds3 (rod direction) (pC/N) 400
d3; (electrode direction) (pC/N) -170
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The harvester has been excited at the acceleration amplitudes of 0.5 and 1.0 g. The results presented
on Figure 15 demonstrate the dual frequency feature of the harvester. The experimentally observed
resonance frequencies f1 gy, = 63.27 and f; gy = 76.35 Hz match the simulation results f1 s;, = 64.30
and f7 giy, = 77.50 Hz. However, a lower voltage output has been observed. We attribute this to the
adhesive tape which attaches the patches to the steel. In our assembly this degrades the strain transfer
between the steel resonator and the piezoelectric layers when compared to solid bonding, e.g., using
glue. Our simulations considered the adhesive tape as a material of high compliance (E = 450 kPa).
The FE model implements a constant damping ratio, which yields correct amplitudes at the first mode
and does not describe the damping at the second mode. A mode-specific or even frequency dependent
damping ratio shall be applied instead. Furthermore, the slight frequency shift (up to 1.63%) between
the model and the experiment results is caused by the additional mass of the solder paste used to
electrically connect the inner patch. The patch attachment procedure and the limited reproducibility of
the magnets positioning contribute in turn to such a frequency shift.

16 9
=== Outer patches ( // connection) 1g 63.27, ¢64.3 7635, 177.5 ==Outer patches (Exp)
e 5 : | e
—e— Outer patches ( // connection) 0.5g =7 . l--Inner::tw(slm)
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& 54l
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Frequency [Hz] Frequency [Hz]
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Figure 15. (a) Experimentally obtained voltage at the excitation levels of 0.5 and 1.0 g. Comparison of
experimental data and (b) simulation results for an excitation level of 0.5 g.

We evaluated the harvester’s power delivery using the power management board 2151A provided
by analog devices (see Figure 16), which also enables battery charging. The board integrates the
LTC3331 chip, which provides a regulated voltage from various energy harvesting sources. The
circuitry consists of an integrated low-loss full-wave bridge rectifier and a buck converter. The
rechargeable coin-cell battery powers a buck-boost converter capable of providing voltages between
1.8 and 5.0 V. Depending on the available power from the harvester the board is either supplied by the
harvester or the battery. An internal prioritizer switches between the power sources. If the harvesting
source is available, the buck converter is active and the buck-boost is off and vice versa.

LTC3331
NANOPOWER BUCK-BOOST DC/DC WITH
ENERGY HARVESTING BATTERY CHARGER
DEMO CIRCUIT 2151A

i bq25570EVM-206

£ biaTesas
PUR208 REV A InsTRUMENTS

(b)

Figure 16. (a) Power management boards 2151A from analog devices and (b) bq2557OEVM-206 from
Texas Instruments used as power management circuits.
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The power management board 2151A has been tested under different configurations as presented
in Table 2.

Table 2. Harvester characterization at 0.5 g excitation level, using the 2151A power management board.

Patch f (Hz) Vout (A%) Tout (IJA) R (kQ)) Pout (I«lw)
Outer (// connection) 65.27 2.615 125.0 21.00 653.8

Inner 1.0 0.256 21.00 0.512
Outer (// connection) 78.35 0.381 18.20 22.00 13.87

Inner 2.305 105.1 22.00 484.5

Furthermore, we evaluated the efficiency of different power management boards the 2151A and
the bq25570EVM-206, designed for low power applications and providing only 1.8 V output voltage as
depicted in Table 3. The efficiency in this case is nothing than the ratio between the output and the
input power.

Table 3. Efficiency comparison of the power management boards used as conditioning circuits for the
designed harvester.

Board Type Vie V) Ly (uA)  R(kQ)  Voue (V) Iyt (WA)  Efficiency (%)
bq25570EVM-206 3.73 134.5 13.0 1.8 137.5 494
2151A 4.42 106.0 145 1.8 124.5 47.8

The experiments revealed that a maximum efficiency of approximately 50% can be reached using
both boards with our harvester.

4. Parametric Design Optimization

One of the key features of the presented folded beam harvester design is the possibility to enhance
the overall performance if the first two resonance frequencies appear closely spaced frequencies
(co-resonance) and simultaneously provide the same power levels. This is a unique feature not
provided by other multiresonant structures such as an array of two beams. All cantilevers of an array
are subjected to the same base excitation, whereas in the case of the coupled resonator, the inner beam
is subjected to the maximum tip displacement of the outer one, which is higher than the applied base
excitation. This motivated us to investigate the possibility of optimizing the existing design.

The geometry of a vibration energy harvester determines its dynamic properties and thereby its
operating frequency and the harvested power. Consequently, optimized dimensions yield higher power
and better performance. For this purpose, the reference design was parameterized and optimized for
an operating bandwidth centered at 75 Hz. The process of this optimization relied on FE models and is
shown in Figure 17.

T —

* Non-dominated sorting genetic algorithm II.

** Nonlinear programming by quadratic Lagrangian.

Figure 17. Optimization process.

Firstly, the reference geometry was parameterized and subsequently optimized. Figure 18 presents
the parameterized model. Table 4 gives the range of the seven geometry parameters. The size of the
magnets and their positions was unchanged during the optimization process. A parameter range of
+50% has been chosen with respect to the reference design. The thickness ¢ is a discrete parameter,
because the device is fabricated from a metal sheet, which is available only at certain thickness values.
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The parameter L; has bounds chosen to enable efficient usage of space for all values of L,. Constraining
L; prevents the inner beam to overlap with the fixed support.

Figure 18. Parameterization of the reference geometry (light grey corresponds to steel, black to NdFeB,
and yellow to PIC255).

Table 4. Parameter ranges for the design optimization.

Parameter Reference Value (mm) Lower Bound (mm)  Upper Bound (mm)

Lo 80 40 120
bo 10 5.0 15.0
Le 10 5.0 15.0
be 1.0 0.5 1.50
L; 60 23 113
b; 9.0 5.0 15.0
t! 1.0 0.5 1.50

1 Discrete parameter since it is limited to commercial sheet metal; step size 0.5 mm.

A modal analysis and a harmonic analysis have to be performed to compute the objective values
of the optimization. A modal analysis determines the eigenfrequencies for the first two modes, while a
harmonic analysis computes the electrical power at these modes. The harmonic analysis implements
a damping ratio of 0.8% which has been determined experimentally for a similar design. The base
excitation acceleration amplitude was 0.01 g. The two outer piezoelectric elements were connected
in parallel. The inner element was connected in series in order to obtain maximum power at an
optimized load resistance. The results of these analyses yield the parameters and objectives presented
in Equations (6)-(13) of which Equations (6)—(9) give the vibrational properties:

h+h

f=t22 ©)
obj f =75 Hz - | @
h-£f
Afre == (8
T
0bj Afy =0.05 = Afrel]. ©)

Here, fi and f, are the first two eigenfrequencies, 7 is their mean value and Af,, is the relative
operating frequency range. The two objectives obj f and Af,, describe the intended operating
frequency range. Upper bounds of 0.05 for obj Af,,; and 5 Hz for obj f control the convergence of the
optimization algorithm.

Equations (10)—(13) are related to the electrical behavior:

V= —g31 tGl (10)
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CoC;
P =2nV?——_ 11
ool an
in(PDy, PD
obj P ratio = min(PDy, PD7) 12)
max(PDy, PD;)
obj PD = w (13)

where V is the approximated voltage of a piezoelectric patch, g3; is the piezoelectric voltage coefficient
for the 31 mode, t is the thickness of the piezoelectric patch, o7 is the normal stress due to bending, P is
the electrical power in an attached resistor of at optimum load value, C, and C; are the capacitances of
the inner and outer piezoelectric patches, f is the frequency and PD; and PD, are the power densities
at the first and second eigenfrequency, respectively. The voltage was obtained analytically from the
mechanical model in order to reduce the computational effort. This neglects the electromechanical
back coupling. The power objectives obj P ratio and obj PD evaluate the frequency spacing of the two
maxima and their amplitude ratio.

The optimization follows a two-step procedure: A global multi-objective optimization and
subsequent local single-objective optimizations. Methods to decrease the computational effort such as
a sensitivity analysis or a metamodel were omitted, as they were suffering from insufficient accuracy.
The large design space and the nonlinear objective space require this two-step procedure where the
first step searches for promising subspaces. A second, more refined step searches this subspace to find
the final candidates. The multi-objective optimization employs the evolutionary algorithm NSGA-II,
which iteratively evolves a set of start designs by selection, crossover, and mutation to satisfy the
objectives of the optimization. The start population contained 3500 designs; each following generation
comprised 100 designs. A crossover probability of 98% and a mutation probability of 1% defined the
reproduction. The optimization converged for either 20 generations, a convergence stability of 2% or if
70% of the designs of a generation were Pareto-optimal. The Pareto set provides one start design per
thickness for the single-objective optimizations. These start designs were selected to satisfy the two
vibrational objectives to guarantee operation at resonance and broaden the harvesting. A subsequent
single-objective optimization relied on the algorithm NLPQL for a gradient-based optimization. The
local search deployed central differences and a finite difference of 1%. The parameter ranges for each
single-objective optimization were + 10% of the start design. These local optimizations changed the
definition of 0bj Af to 0bj Af, = |0.01 -A frel|- The optimization was considered completed if the
change for the next iteration fell below 0.1% or if 20 iterations were reached. The local optimization
comprised up to three single-objective optimizations.

Figure 19 presents the geometry of the reference design together with the individual optimized
designs of all three thicknesses. The optimized design (c) can be compared to the reference design
since both have the same thickness. Important differences are the length of the connection and the
width of the outer beam, which results in an operating frequency close to 75 Hz.

() (b)

() (d)
Figure 19. (a) Reference geometry and (b) the three optimized designs with thicknesses of t = 0.5,
()t=1,and (d) t = 1.5 mm.
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Figure 20 compares the power densities of the four designs in Figure 19. The power density of
the reference design has two dominant peaks. However, the power drops beyond the bandwidth. In
contrast, the designs (a) and (b) provide an operational frequency range with a power variation of only
3.5% centered at 75 Hz. Moreover, those designs also have higher peak power densities since their
more thin steel structure is more compliant. Up to three local optimizations were performed for each
design. Hence, a higher number of local optimizations will further improve the designs.
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Figure 20. Power density of the reference design and the optimized designs. The co-resonance results
in an extended operative bandwidth at comparable power levels.

In summary, an optimized geometry provides equal power at both resonance frequencies at even
higher power density, as demonstrated with the 0.5 mm thick design.

5. Conclusions

This work advances the research work presented in [33]. We present a novel self-tunable
dual-frequency piezoelectric energy harvester with optimized performances. The dual frequency
feature has been thoroughly investigated and we demonstrated that the resonator magnifies the
amplitudes at two close fundamental frequencies, enabling simultaneous energy harvesting from
both vibration frequencies. The system integrates permanent magnets, whose magnetostatic forces
enable the frequency agility of the harvester. In order to simulate the bidirectional frequency tuning
effect, we derived a reduced order model of the resonator and the harvester finite element model. The
resonator’s reduced order model has been experimentally validated and we demonstrated +18% of
bidirectional tuning. Furthermore, the reduced order modelling has been applied to the harvester.

A control algorithm has been developed to drive the tuning mechanism and thereby ensures
the self-adaption of the system. The algorithm is based on maximum-voltage tracking and is able to
automatically choose the adequate tuning actuator.

Furthermore, we presented experimental results of the piezoelectric harvester. The characterization
demonstrated the dual-frequency feature of the harvester and showed that the harvester supplies
sufficient voltage and power levels. Additionally, we investigated the efficiency of two commercially
available power management systems. Further experiments will be performed to evaluate the
harvesting system’s performance under realistic applications.

Finally, an optimized version of the harvester design has been proposed. This design presents two
modes appearing at two close frequencies and an increased operative bandwidth. Further experiments
are planned to verify the characteristics of the optimized version.
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Abstract: This paper presents an adaptive hysteresis compensation approach for a piezoelectric
actuator (PEA) using single-neuron adaptive control. For a given desired trajectory, the control input
to the PEA is dynamically adjusted by the error between the actual and desired trajectories using
Hebb learning rules. A single neuron with self-learning and self-adaptive capabilities is a non-linear
processing unit, which is ideal for time-variant systems. Based on the single-neuron control, the
compensation of the PEA’s hysteresis can be regarded as a process of transmitting biological neuron
information. Through the error information between the actual and desired trajectories, the control
input is adjusted via the weight adjustment method of neuron learning. In addition, this paper
also integrates the combination of Hebb learning rules and supervised learning as teacher signals,
which can quickly respond to control signals. The weights of the single-neuron controller can be
constantly adjusted online to improve the control performance of the system. Experimental results
show that the proposed single-neuron adaptive hysteresis compensation method can track continuous
and discontinuous trajectories well. The single-neuron adaptive controller has better adaptive and
self-learning performance against the rate-dependence of the PEA’s hysteresis.

Keywords: piezoelectric actuator; hysteresis compensation; single-neuron adaptive control; Hebb
learning rules; supervised learning

1. Introduction

As a sub-nanometer-resolution actuation device, piezoelectric actuators (PEAs) have been widely
applied in various applications requiring nanometer-accurate motion [1-4]. However, the inherent
hysteresis nonlinearity of the PEA greatly degrades its positioning accuracy, thus affecting its
applicability and performance in precise operation tasks. The most significant characteristics of
the PEA’s hysteresis are the rate-dependence and asymmetry [5-7], i.e., the hysteresis loop becomes
thicker with the increment in the input rate (or frequency) and the hysteresis loop is not symmetric
about the loop center. These characteristics increase the complexity of the system and cause great
difficulties in hysteresis modeling and compensation.

To address the above problems, lots of control methods have been proposed to characterize and
compensate the hysteresis of the PEA. Physical models can be derived from physical measurement
methods, such as magnetization, stress-strain, and energy principles [8,9]. However, the mathematical
representations are often complex, making it difficult to obtain the inverse hysteresis model. In
the meantime, a phenomenon-based model is also proposed, such as the Preisach model [10],
Prandtl-Ishlinskii (PT) model [11,12], and Maxwell model [13]. As the inversion of the classical PI
model is analytically available, it has been widely utilized in much research to describe the hysteresis
characteristics of the PEA. After the inversion model is obtained, it can be utilized as a feedforward
hysteresis compensator. This modeling and inversion approach is widely adopted, and many adaptive
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methods can be integrated [14-17]. In order to avoid the inversion calculation, the direct inversion
method (DIM) is also proposed to identify the inverse hysteresis model directly from the measurements
in parameter identification [18-20].

For model-based hysteresis compensation, the performance of the controller is highly dependent
on the modeling accuracy of the hysteresis model. However, the PEA’s hysteresis is susceptible to many
factors, such as the external load and the frequency of the control input. This makes the modeling and
compensation of the PEA’s hysteresis very case-sensitive. As a result, a high-precision hysteresis model
is generally difficult to obtain. Therefore, many intelligent control algorithms have been proposed
to achieve higher robustness and adaptability. For instance, sliding mode control has been proposed
to improve the accuracy and the robustness against noise and disturbances [14,21]. A linearization
control method with feedforward hysteresis compensation and proportional-integral-derivative (PID)
feedback has also been proposed [22]. Besides, iterative learning control schemes have been verified to
achieve high-performance tracking for PEAs [23].

In the field of intelligent control, the neural network is a highly powerful system identification
tool. It has a strong self-learning ability and powerful mapping ability to nonlinear systems, which
has been widely used in the control of complex systems [24,25]. In the hysteresis compensation of the
PEA, Wang and Chen presented a novel Duhem model based on the neural network to describe the
dynamic hysteresis of PEAs [26]. An inversion-free predictive controller was proposed based on a
dynamic linearized multilayer feedforward neural network model [27]. A cerebellar model articulation
controller neural network PID controller was also proposed [4]. A radial basis function (RBF) network
was also used to model and compensate for the PEA’s hysteresis [28]. However, the use of the S-type
action function increases the calculation difficulty for fast, high-frequency, and fast-response systems
such as the PEA.

Among the neural network-based controllers, the single adaptive neuron system retains the
advantages of the neural network and can satisfy the requirements of the real-time control of fast
processes [29,30]. Therefore, a single-neuron adaptive hysteresis compensation method is proposed
in this paper. The controller imitates an adaptive single-neuron system to learn and uses Hebb
learning rules and supervised learning to adjust the controller. The controller can respond quickly to
time-varying signals, making it suitable for the rate-dependent hysteresis compensation. Positioning
and trajectory tracking experiments are carried out to investigate the performance of the proposed
method. The performance of the PID control is also investigated for the purpose of comparison. For
the positioning control, the proposed method can converge in about 8 ms and the steady-state tracking
error can be reduced to the noise level of the system. For trajectory tracking, sinusoidal and triangular
trajectories with frequencies up to 50 Hz are utilized. The experimental results show that the proposed
method has excellent robustness and adaptability against the rate-dependence of the PEA’s hysteresis,
and the hysteresis can be successfully compensated.

This paper is organized as follows: Section 2 introduces the properties of the inherent hysteresis of
the PEA. Section 3 presents the single-neuron adaptive controller design and analysis. To investigate the
efficiency of the proposed method, experimental verifications and performance analyses are provided
in Section 4. Section 5 summarizes this paper.

2. The Hysteretic Nonlinearity of the PEA

2.1. Experimental Setup

As shown in Figure 1, in this paper, a standalone PEA (model PZS001 from Thorlabs with
integrated strain gauge sensors, Newton, NJ, USA) with a high-voltage amplifier (model ATA-4052
from Aigtek with a bandwidth of DC-500 kHz, Xi’an, China) is selected as the plant. The maximum
displacement output of the PEA is measured to be 12.925 um under the maximum actuation voltage of
10V, i.e,, the actuation gain (displacement/voltage) is 1.2925. According to the datasheet, the resonant
frequency of the PEA used in this paper is 69 kHz. A dynamic Wheatstone bridge amplifier (model
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SDY2105 from Beidaihe Institute of Practicality Electron Technology with a bandwidth of DC-300
kHz, Qinhuangdao, China) is utilized to measure the strain of the PEA, which is used to calculate
the displacement of the PEA. The data acquisition and closed-loop control tasks are implemented on
a real-time target (model microlabbox from dSPACE, Paderborn, Germany) with a sampling rate of
10 kHz. The algorithm is programmed in Simulink and implemented in Controldesk. Due to the
influence of the strain gauges and the Wheatstone bridge amplifier, the measurement noise of the
overall system is found to be +34 nm.

\\\\\\\\\\\\\\\\\\\\\\ : _b | _

: [ IHIIIIINIlII\|\||HH|||||||||||IIH\!||||HN\H|H\

Voltage amplifier

Figure 1. Schematic of the system setup for the standalone piezoelectric actuator (PEA).

2.2. Characteristics of the PEA’s Hysteresis

Obvious nonlinearities can be observed in the input—output relationship of the PEA. Generally, the
hysteresis is the dominant factor affecting the motion accuracy of the PEA. This paper uses sinusoidal
signals of u(t) = 5sin(2nft — 7/2) + 5 to drive the PEA at different frequencies. By observing the input
signal and the measured displacement output of the PEA, hysteresis loops of the PEA can be obtained.
Figure 2 depicts the measured input-output loops of the standalone PEA. As the resonant frequency
of the PEA is 69 kHz, within the driving frequency of 1-400 Hz, the dynamics of the PEA can be
neglected. As a result, the measured input-output loops shown in Figure 2 are totally produced by the
hysteretic nonlinearity of the PEA. It can be seen that there is an obvious rate-dependent behavior
in the measured hysteresis loops. As the input frequency increases, the hysteresis loop grows bigger
and thicker. In addition, the hysteresis loop is not strictly symmetric about the loop center. The above
rate-dependence and asymmetry properties increase the model complexity and increase the difficulty
in the controller design of the PEA. Therefore, how to compensate the hysteresis and linearize the
system have become crucial problems of the PEA.

Output ( zm)

Input (V)

Figure 2. The measured hysteresis loops of the standalone PEA.
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3. Single-Neuron Adaptive Controller Design

3.1. Single-Neuron Adaptive Control Algorithm

Aiming to compensate the hysteresis of the PEA, this paper proposes a single-neuron adaptive
controller without modelling the hysteresis of the PEA. A single neuron is a non-linear processing unit
that has self-learning and self-adaptive capabilities and is applicable for many different control tasks.
The input and output of a single-neuron system are expressed as follows:

n

y=K-Y wx;+9, §)
i=1

where K denotes the gain characterizing the response speed of a neuron; x;, ¥, and 0 are the state
variable, output, and threshold, respectively; and w; represents the weight of x; that can be adjusted by
the learning rules.

Neurons are generally considered to be self-organizing by modifying their synaptic weighting
values. Supervised Hebb learning rules are usually used for the adjustment of the weights. Assuming
the weight of the neuron w;(t) during learning is proportional to the signal p;(t) and decays slowly, the
learning rule of the neuron can be expressed as

wi(t+1) = (1-c)wi(t) +dpi(t), )

where c is a positive constant that determines the impact of the last weight value, d is a constant
characterizing the learning efficiency, and p;(t) is the learning rules. To further improve the adaptability
of neurons, the following learning rules are employed:

pi(t) = Z(t)S(t)xi(t), ®3)

where S(t) indicates that the adaptive neuron adopts the Hebb learning rule, and Z(t) shows supervised
learning rules. Z(t) means that external information is self-organized to have a control effect under
the guidance of the teacher signal. In this way, the adaptive neuron algorithm combined with Hebb
learning rules and supervised learning can perform self-organizing and adaptive control for nonlinear
systems.

3.2. Controller Design for the PEA

As shown in Figure 3, the state variables to the controller are calculated by the error between the
desired trajectory r(t) and the actual trajectory y(t). The output of the controller is u(t). In order to
ensure the convergence and robustness of the learning algorithm, the following modified adaptive
learning algorithm is adopted in this paper:

x1(t) = e(t)
x(t) = Axy () = e(t) —e(t—1) , @
x3(t) = Axa(t) = e(t) —2e(t—1) +e(t—2)

where e(t) = r(t) — y(t) is the error between the desired and actual trajectories, and x;(t), x2(t), and x3(t)
are adopted as the state variables to the neuron system.
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Figure 3. Schematic diagram of the single-neuron adaptive hysteresis compensation method.

The previous controller output u(t—1) can be utilized as the threshold, i.e., 0 = u(f — 1). Substituting
this into Equation (1), the controller output of the single-neuron adaptive controller can be written as
follows:

u(t) =K- Y wi+u(t-1), ®)
i=1

For the adaption of the weights, Z(f) = e(t) is adopted as the supervisory function and S(t) = u(t) is
adopted as the Hebb learning rule. Substituting these into Equations (2) and (3), the learning rule of
the neuron can be expressed as follows:

wi(t) = wi(t=1) +-d-e(t) -u(t) - xi(t), ®)

where ¢ is set as 0 because w;(t) will converge to a stable value if ¢ is small enough. According to the
common experience of single-neuron adaptive control, 4 is typically less than 0.5. In this paper, d = 0.4
is adopted.

The whole control progress proceeds as follows. After getting the desired trajectory and actual
trajectory, the state variable x;(t) is calculated using Equation (4). Three state variables correspond to
three control outputs produced by the neuron, which are the proportional feedback u4(t), first-order
differential feedback u5(t), and second-order differential feedback u3(t), respectively. The proportional
feedback can quickly reduce the tracking error. The first-order differential feedback can improve
the system’s transient state performance, i.e., the response speed and overshoot. The second-order
differential feedback ensures that the system remains stable during a fast response. The change in
the weight reflects the dynamic characteristics of the controlled plant and the response process. The
neuron continuously adjusts the weight through its own learning rules, and quickly eliminates the
error and enters the steady-state under the correlation of the three feedbacks.

The system response speed is positively proportional to K, but a large overshoot might make
the system unstable. On the contrary, if K is too small, the actual trajectory cannot track the desired
trajectory. Thus, the tuning of K is very important. In order to determine the proper value for K,
we built a mathematical model for the PEA using the Prandtl-Ishlinskii model. Through several
simulation tests, the influence of K is computationally investigated. A candidate K is then selected
according to the simulation results. Subsequently, this candidate K is adopted as the initial value and it
is tuned manually online to achieve improved tracking performance. In this case, only fine tuning
within a very small range is necessary.

4. Experimental Verifications

On the basis of the above analyses, the single-neuron adaptive control algorithm is applied to
compensate the PEA’s hysteresis. Positioning and trajectory tracking experiments are carried out to
verify the proposed method’s performance in hysteresis compensation.
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In order to better compare the performances, this paper also includes the open loop and PID
control results for the purpose of comparison. For the open-loop control, the PEA is assumed to
be linear and the actuation gain (the ratio between the maximum allowable control input and the
maximum displacement output) is utilized to finish the input-output mapping, i.e.,

Umax

’
Ymax

u(t) =r(t)- @)
where Umax and Ymax are the maximum allowable control input and maximum displacement output,
respectively. The open-loop control represents the basic characteristics of the system as no controller
is utilized.

PID control, a widely utilized controller, has the advantages of simple parameter adjustment
and ease of use. However, for nonlinear systems such as the PEA, the tuning of the gains in the
PID controller is not an easy task. It might not work properly to systematically adjust the PID gains
via strictly following well-developed approaches such as the Ziegler-Nichols method. Further, the
behavior of the PEA is susceptible to many factors, making it difficult or impossible for the PID
control to maintain the control performance in all scenarios. All these increase the difficulty in PID
tuning. In this paper, the critical ratio method is adopted to tune the PID gains. At the beginning,
only the proportional gain K}, is tuned with the other gains set to 0. Subsequently, the other gains are
adjusted after the K, is specified. For the PEA, PI control is found to be adequate to achieve satisfactory
performance. In fact, a trial and error process is inevitable to finely tune the PID gains to achieve
satisfactory results.

4.1. Step Response

The step response is generally utilized to test the system’s positioning accuracy. Further, it can also
show the system’s tracking performance for non-continuous trajectories. For step response, the gains
of the proposed single-neuron adaptive controller are tuned to be K = 0.0002 and d = 0.4 following the
method provided in Section 3.2. The gains of the PID controller are manually tuned to be K, = 0.8,
K; = 1000, and K = 0 following the critical ratio method. Step response experiments are carried out
and the experimental results are shown in Figure 4. The step response of the open-loop system is also
provided for the purpose of comparison.
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Figure 4. Step response performance.
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As the resonant frequency of the PEA is 69 kHz and the sampling rate is set to 10 kHz, the
transient state of the open-loop system is not observable. However, the slow creeping of the PEA can
be observed and the steady-state positioning error is quite large. As a result, for the PEA, the response
is fast, whereas the steady-state positioning accuracy is low. For the PID control, the PEA can converge
within 8 ms and the steady-state positioning error is reduced to the noise level, whereas oscillations
can be found in the transient state. For the proposed single-neuron adaptive controller, the rise time is
on the same level of the open-loop system, indicating a fast response. There are no oscillations in the
transient state. The proposed controller can also reduce the steady-state positioning error to the noise
level. The convergence time, i.e., the learning time, of the proposed controller is on the level of several
milliseconds. The experimental results show that the learning time of the proposed controller has an
obvious sensitivity to the magnitude of the step size. For a smaller magnitude step, e.g., 4 um step, the
proposed controller can respond quickly, whereas it will take a relatively longer time (approximately
14 ms) for the controller to converge. For larger magnitudes, e.g., 8 um step, the proposed controller
can respond quickly and converge in about 6 ms.

Based on the above experimental results, both the proposed controller and the PID controller can
reduce the steady-state positioning error to the noise level. The proposed controller is superior to the
conventional PID controller in that it achieves a fast response and smooth transient state behavior.
For the convergence time, the proposed controller converges faster for large step values, whereas the
convergence time increases for small step values.

4.2. Tracking of Sinusoidal Trajectories

Sinusoidal trajectories are selected in this paper to verify the tracking performance of the proposed
method on continuous trajectories. First, a low-frequency trajectory is adopted to tune the parameters
of the controllers. In this case, the rate-dependence of the PEA’s hysteresis can be neglected. This helps
to ease the tuning of the parameters. The parameters of the controllers are tuned until excellent tracking
performance is achieved in this case. These values are then fixed and higher-frequency trajectories are
utilized to test the robustness and adaptability of the controllers.

In this paper, a 1 Hz sinusoidal trajectory is utilized to tune the parameters of the proposed
method and the PID controller. For the proposed method, the parameters are tuned to K = 0.002 and
d = 0.4. For the PID controller, the gains of K}, K;, and K; are tuned to 1.11, 100, and 0, respectively.
Figure 5 shows the tracking performance of the 1 Hz sinusoidal trajectory. Compared to the open-loop
system, both the proposed method and the PID controller can successfully compensate the hysteresis
of the PEA. The PEA can follow the desired trajectory well. It can be observed that the steady-state
tracking error of the proposed method can be reduced to the noise level. The steady-state tracking
error of the PID controller is slightly higher than the noise level but is still comparable to the proposed
method. In the following experiments, sinusoidal and triangular trajectories with higher frequencies
are utilized while the parameters of the two controllers are fixed to the above values. This helps
to test the robustness and adaptability of the proposed method against the rate-dependence of the
PEA’s hysteresis.
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Figure 5. Tracking of the 1 Hz sinusoidal trajectory: (a) Time plot and (b) tracking error.

Figures 6 and 7 show the sinusoidal trajectory tracking results at 10 and 50 Hz, respectively. As
the frequency of the desired trajectory increases, the trajectory tracking error of the proposed method
increases slightly but still remains at the same magnitude of the measurement noise, exhibiting high
robustness and adaptability against the rate-dependence of the PEA’s hysteresis. On the contrary, the
tracking performance of the PID controller starts to drop significantly at the frequency of 10 Hz. For
the 50 Hz trajectory, the tracking performance of the PID control is even lower than the open-loop
control. As a result, the PID gains tuned at the 1 Hz trajectory is only applicable for slow trajectories
and might not work properly for fast trajectories.
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Figure 6. Tracking of the 10 Hz sinusoidal trajectory: (a) Time plot and (b) tracking error.

74



Micromachines 2020, 11, 84

10 T
(a) L ‘ —Desired

T T
The proposed

T
Open loop ——PID

Displacement ( pm )

8.9 8.91 8.92 8.93 8.94 8.95 8.96 8.97 8.98 8.99 9
()
=5
<]
£
©
j=2]
e
£
«
[=0P% I 1 | I | L 1 | |
8.9 8.91 8.92 8.93 8.94 8.95 8.96 8.97 8.98 8.99 9

Time (s)

Figure 7. Tracking of the 50 Hz sinusoidal trajectory: (a) Time plot and (b) tracking error.

More trajectory tracking experiments are performed, whereas not all the experimental results
are presented for the conciseness of this paper. In order to quantitatively investigate the tracking
performance, the root-mean-square tracking error (RMSE) and relative root-mean-square error (RRMSE)
of these sinusoidal trajectories are calculated and presented in Table 1. RMSE and RRMSE are defined
in the following equations:

8
N N

RRMSE = Z (yi—1:)? /Z r: % 100%, ©)
i=1 i=1

where y; and r; represents the i th values of the actual and desired trajectories, respectively, and N is
the length of sampling data.

Table 1. Tracking errors of proportional-integral-derivative (PID) and the proposed approach.

The Proposed Method PID
Frequency (Hz)
RMSE (nm) RRMSE (%) RMSE (nm) RRMSE (%)
1 64.5 0.76 101.9 1.20
5 90.2 1.06 349.3 411
10 108.6 1.28 626.1 7.37
20 133.0 1.56 941.5 11.08
50 170.2 2.02 1158.8 13.63

As the parameters of the controllers are tuned at the 1 Hz trajectory, the RMSEs of the proposed
method at the PID control are 64.5 and 101.9 nm, corresponding to a 0.76% and 1.2% relative error,
respectively. As the frequency increases, the tracking performances of both controllers start to
degrade. For the proposed method, the RMSE increases to 170.2 nm, i.e., 2.02% relative error. On the
contrary, the RMSE of the PID control increases to 1158.8 nm, an approximately 13.63% relative error.
These experimental results demonstrate that the proposed method can successfully compensate the
rate-dependent hysteresis of the PEA.
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4.3. Tracking of Triangular Trajectories

Sinusoidal trajectories are smooth trajectories that do not contain high-frequency harmonic
components. In applications, triangular trajectories are also widely utilized, e.g., the scanning of the
sample in an atomic force microscope. Unlike sinusoidal trajectories, triangular trajectories contain
high-frequency harmonic components, increasing the difficulty in control. Therefore, the triangular
trajectory is also selected in this paper to verify the performance of the proposed method for non-smooth
trajectories. The parameters of the PID controller and the proposed method obtained in Section 4.2 are
also inherited.

As shown in Figure 8, for the 1 Hz triangular trajectory, the tracking performance is similar
to the 1 Hz sinusoidal trajectory. Both the PID control and the proposed method can reduce the
tracking error to the noise level. This demonstrates the applicability of the two controllers for slow
trajectories. Similarly, the tracking performance of both controllers decreases with the increment in the
frequency of the triangular trajectory, which is obvious in Figures 9 and 10. Due to the influence of
the high-frequency harmonic components, the tracking performance of the proposed method on the
triangular trajectories is slightly lower than that of the sinusoidal trajectories. However, the tracking
error still remains at very small ranges, showing strong robustness against the rate-dependence.
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Figure 8. Tracking of the 1 Hz triangular trajectory: (a) Time plot and (b) tracking error.
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Figure 10. Tracking of the 50 Hz triangular trajectory: (a) Time plot and (b) tracking error.
4.4. Hysteresis Compensation Efficiency

The trajectory tracking results for sinusoidal trajectories are utilized to analyze the hysteresis
compensation efficiency of the proposed method. The hysteresis loops in these experimental results are
shown in Figure 11, where a 45° line is included to show the unitary mapping from the desired trajectory
to the actual trajectory. For the 1 Hz sinusoidal trajectory, the resultant input-output relationship of
both the PID controller and the proposed method coincide with the 45° line. The hysteresis loop is not
observable, which means the hysteresis has been efficiently compensated. As the frequency increases,
the input—output relationship of the proposed method stays close to the 45° line. On the contrary,
for the PID controller, obvious hysteresis loops can still be observed in the input-output relationship
for sinusoidal trajectories higher than 5 Hz. From Figure 11, we can conclude that the proposed
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method can successfully compensate the rate-dependent hysteresis of the PEA when compared to the
PID controller.
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Figure 11. Hysteresis compensation efficiency for the sinusoidal trajectories.

5. Conclusions

The rate-dependence and asymmetry of the PEA’s hysteresis increase the difficulty in the hysteresis
modeling and compensation. Further, the PEA’s hysteresis is susceptible to the system’s configurations,
making the hysteresis compensation of PEAs very case-sensitive. In this paper, a single-neuron
adaptive hysteresis compensation method is proposed. The supervised learning and Hebb learning
rules are adopted to dynamically adjust the weights of the neurons according to the error between
the actual and desired trajectories and their first-order and second-order differences. As a branch of
neural network control, the single-neuron adaptive control simplifies the training process of neural
network control while retaining the advantages of neural network control. The learning efficiency and
convergence are improved. Positioning control results show that the proposed method can reduce the
steady-state tracking error to the noise level, and the transient state performance can be guaranteed.
The experimental results of tracking sinusoidal and triangular trajectories with frequencies up to 50 Hz
show that the proposed method can successfully compensate the rate-dependent hysteresis of the
PEA. The steady-state tracking error can be maintained in a small range, showing great robustness and
adaptability against the rate-dependence. Future work will focus on further improving the tracking
performance for higher-frequency trajectories.
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Abstract: Harvesting vibration energy to power wearable devices has become a hot research topic,
while the output power and conversion efficiency of a vibration energy harvester with a single
electromechanical conversion mechanism is low and the working frequency band and load range
are narrow. In this paper, a new structure of piezoelectric electromagnetic coupling up-conversion
multi-directional vibration energy harvester is proposed. Four piezoelectric electromagnetic coupling
cantilever beams are installed on the axis of the base along the circumferential direction. Piezoelectric
plates are set on the surface of each cantilever beam to harvest energy. The permanent magnet on the
beam is placed on the free end of the cantilever beam as a mass block. Four coils for collecting energy
are arranged on the base under the permanent magnets on the cantilever beams. A bearing is installed
on the central shaft of the base and a rotating mass block is arranged on the outer ring of the bearing.
Four permanent magnets are arranged on the rotating mass block and their positions correspond to
the permanent magnets on the cantilever beams. The piezoelectric cantilever is induced to vibrate at
its natural frequency by the interaction between the magnet on cantilever and the magnets on the
rotating mass block. It can collect the nonlinear impact vibration energy of low-frequency motion to
meet the energy harvesting of human motion.

Keywords: piezo-electromagnetic coupling; up-conversion; vibration energy harvester; multi-directional
vibration; low frequency vibration

1. Introduction

Intelligent wearable devices have become a new application hotspot with the rapid development
of electronic technology [1]. However, it is difficult for the battery of intelligent wearable devices to
meet the requirements of its constantly improving functions and long-time standby [2,3]. With the
development of ultra-low power technology and micro-electro-mechanical system (MEMS) technology,
it is possible to harvest environmental energy to supply power for intelligent wearable devices [4-6].
At present, the energy that can be used in the environment includes solar energy, heat energy, vibration
energy and so forth, and vibration energy widely exists in the human living environment [7-9].
Therefore, researchers have begun to study the technology of harvesting vibration energy in the
environment and converting it into electrical energy to power intelligent wearable devices.

At present, the most studied environmental vibration energy harvesting methods are the
piezoelectric harvester and the electromagnetic harvester. The output voltage of the piezoelectric
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vibration energy harvester is higher but the output current is smaller and its output impedance is
capacitive [10-12]. The output voltage of electromagnetic vibration energy harvester is lower but
the output current is larger and its output impedance is inductive [13-16]. The output power and
conversion efficiency of the energy harvester with a single electromechanical conversion mechanism is
low and the operating frequency band and load range are narrow [17,18]. Because of the resonance
type, a linear vibration energy harvester has higher output power only near its natural resonance
frequency point [19]. The smaller the harvester size is, the higher the natural resonant frequency is.
At present, the vibration in the range of human application is mostly low-frequency vibration [20,21].
To harvest low-frequency vibration energy, it is necessary to convert the low-frequency vibration to the
natural resonant frequency vibration of harvester.

Researchers have also proposed many new structures for vibration energy harvesting. Li et al. [22]
designed an enhanced bandwidth nonlinear resonant electromagnetic energy harvester. The inertial
mass of the proposed harvester is formed by four stacked ring permanent magnets (PMs), which is
suspended axially by two magnetic springs and circumferentially by ferrofluid within a carbon fiber
tube. The magnetic springs are made up of two button PMs adhered, respectively, to the end cap at
each end of the carbon fiber tube to provide varying repulsive forces to the PM stack, resulting in
enhanced resonance frequency band and higher efficiency in energy harvesting. However, this kind of
energy harvester can only collect vibration energy in a certain direction [15,22], which has no obvious
advantage for human motion or swing. Therefore, many researchers use rotating mass structure to
harvest human motion energy [21,23,24]. For example, Smilek et al. [23] present a novel design of
a nonlinear kinetic energy harvester for very low excitation frequencies below 10 Hz. The design
is based on a proof mass, rolling in a circular cavity in a Tusi couple configuration. This allows
for an unconstrained displacement of the proof mass while maintaining the option of keeping the
energy transduction element engaged during the whole cycle and thus reducing the required number
of transduction elements. Romero et al. [21] present a micro-rotational energy harvester topology
for extracting electric energy from human body motion at joint locations. This was accomplished
using an inertial-based axial flux machine constructed with multiple permanent magnet poles and
stacked micro-fabricated planar coils. An average power of 472 W was obtained when the 2 cm?
device was placed on the ankle while walking at 4mph. Some researchers use an up-conversion
method to convert external low-frequency excitation to high-frequency vibration of cantilever beam to
harvest energy [19,25,26]. For example, Gu et al. [19] present an energy harvesting device in which a
low frequency resonator impacts a high frequency energy harvesting resonator, resulting in energy
harvesting predominantly at the system’s coupled vibration frequency. Pillatsch et al. [25] present
an energy harvester specifically targeted at low frequency random excitation as is encountered in
human motion. The design uses a frequency up-conversion technique based on magnetic actuation of
a piezoelectric beam. The benefits of a rotational design with eccentric proof mass compared to a linear
design are discussed. This makes the approach suitable for the random device orientations of the human
body. Researchers also try to achieve efficient energy harvesting through the combination of various
energy exchange mechanisms [27-30]. For example, Zhu et al. [27] present the design and analysis
of a new magnetoelectric energy harvester that uses Terfenol-D/piezoelectric/Terfenol-D laminate to
harvest energy from nonlinear vibrations created by magnetic levitation. Due to the high energy
density and strong magneto-mechanical coupling effect of magnetostrictive material, the proposed
harvester is capable of generating very high voltage and power at low frequency ranges. Ibrahim
et al. [29] proposed two hybrid energy harvesters that each employs a combination of piezoelectric
(PZT), magnetostrictive (MSM) and electromagnetic technologies. Harvesters employ spiral geometries
to allow smaller natural frequencies compared to a straight beam. In particular, the hybrid technology
that uses piezoelectric and magnetostrictive has shown significant improvement in the frequency
bandwidth of the device.

As mentioned above, most of the methods of human motion energy harvesting adopt a rotating
mass structure or up-conversion technology. Up-conversion technology can be divided into collision
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contact type [19] and non-contact type [25,26]. The non-contact type mainly uses the magnetic force to
excite the piezoelectric cantilever beam to generate resonance. However, they also have some defects,
for example, they cannot harvest vibration energy in multiple directions; the magnetic method limits
the swing amplitude of the cantilever; the driving force of piezoelectric plate vibration only has one
direction; the voltage of the electromagnetic coil is too low, which will bring high requirements to the
subsequent energy harvesting circuit.

In this paper, a new energy harvester that combines piezoelectric electromagnetic coupling
resonance and up-conversion technology is proposed. By composing a multi field nonlinear
coupling system of force-electricity-magnetism, a higher working frequency band can be obtained.
The up-conversion technology is used to harvest low frequency vibration energy and rotating mass
block is used to drive piezoelectric cantilever beam to obtain multi-directional energy harvesting.
This paper mainly discusses the piezoelectric electromagnetic coupling model, analyzes the factors
that affect the power of the system and tests its energy collection effect on the experimental device.

2. Design of Energy Harvester

It is common to harvest the low-frequency vibration energy of the human body through
low-frequency rotating motion. In this paper, a new structure of piezoelectric electromagnetic
coupling multi-directional vibration energy harvester based on a frequency up-conversion technique is
proposed. The structural design of the energy harvester is shown in Figure 1.

Fixed base

4

Piezoelectric
of PN

Cantilever bea

Rotating

Bearin
g mass block

Figure 1. The structural design of the multi-directional vibration energy harvester.

Four piezoelectric electromagnetic coupling cantilever beams were installed on the axis of the base
along the circumferential direction. Piezoelectric elements were set on the surface of each cantilever
beam to harvest piezoelectric energy. The permanent magnet on the beam was placed on the free end
of the cantilever beam as a mass block. Four coils for collecting energy were arranged on the base
under the permanent magnets on the cantilever beams to harvest electromagnetic energy. A bearing
was installed on the central shaft of the base and a rotating mass block was arranged on the outer ring
of the bearing. Four permanent magnets were arranged on the rotating mass block and their positions
corresponded to the permanent magnets on the cantilever beams.

The permanent magnets used in the harvester were Neodymium Iron Boron magnets (NdFeB)
permanent magnets ($6 mm x 3 mm) and were arranged so that they were mutually exclusive as this
proved to be advantageous. The bearing model was PNY-686ZZ (SAKAGAMI, Tokyo, Japan), with an
inner diameter of 6 mm, an outer diameter of 13 mm and a thickness of 5 mm. It was mounted on the
6 mm central axis of the base. The rotating mass block was made of polylactic acid (PLA) material
by way of 3D printing. The diameter of the circular hole matched with the outer ring of the bearing
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was 6mm, the thickness is 5 mm too and the weight is 30 g. Mass block can be added on it to increase
its inertia. The base is also made of PLA material by way of 3D printing. The fixed base was in the
shape of a ring and an outer ring was connected by four pillars, with a diameter of 70 mm. It provided
four platforms for coils. The macro-fiber composite (MFC) piezoelectric elements (M-2807-P2, Smart
Material, Sarasota, FL, USA) were glued to the cantilever beams. The capacitance of the piezoelectric
was 14.3 nf and the tested natural frequency of the cantilever beam was about 42 Hz. The small
scale device can be realized by reducing the size of the cantilever beam, the area of the piezoelectric,
the volume of the coil and so forth.

3. Principle and Model Analysis

In order to further understand the principle and dynamic behaviour of this harvester,
the configuration depicted in Figure 2 was studied. A point mass m at a distance » from its axis of
rotation was considered under gravity and external excitation. The motion equation of the rotating
mass was as shown in Equation (1) [25].

yI = Fyry + (Fy —mg)ry, (1)

where the distances 7, and ry describe the rotating mass position and Fy and Fy are the corresponding
inertial reaction forces caused by linear external excitation. I = mr?/4 is the mass moment of inertia of
the rotor. Gravity g acts in the negative y-direction. The angle y is the angular deflection of the proof
mass in relation to the y-axis.

/777777 Base

Figure 2. Schematic view of the rotating mass under external excitation.

Through Equation (1), it can be clearly seen that the rotation design can accept the linear and
rotation excitation in x and y directions, which makes it more versatile in the case of variable equipment
direction and host motion in multiple degrees of freedom at random, just like in the human body.
Under the excitation of gravity and rotation, the rotating mass behaves like a pendulum. If the base
is rotated, the rotating mass only stays in the negative y-direction, resulting in " = —y. The relative
motion between the base and the rotor becomes y’(t) = —y(t). In this scenario the device is behaving
purely inertia. In most real applications there will be a mixture of these cases of pendulum and inertial
motion. However, the basic analysis method is the same.

The structure diagram of a single piezoelectric electromagnetic coupling cantilever beam is shown
in Figure 3. The surface of the cantilever beam was pasted with MFC piezoelectric element and the
free end of the cantilever beam is provided with permanent magnet and coil. When the cantilever
beam vibrates under external excitation, the MFC piezoelectric element will output alternating voltage
because of alternating stress and the closed coil will also produce alternating current because of the
change of magnetic flux. The former is based on the positive piezoelectric effect and the latter is
based on Faraday’s electromagnetic induction law. U is the vibration displacement of cantilever
beam. The piezoelectric electromagnetic coupling vibration energy harvester proposed in this paper
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improves the harvesting efficiency by integrating the two electromechanical conversion mechanisms
to a cantilever beam structure.

Shaft of the base le\l_l

Cantilever beam

./Magnet

Piezoelectric element Vibration

Figure 3. Structural diagram of single piezoelectric electromagnetic coupling cantilever beam.

The equivalent circuit model of a single piezoelectric electromagnetic coupling cantilever beam is
shown in Figure 4.

Figure 4. Equivalent circuit model of a single piezoelectric electromagnetic coupling cantilever beam.
Portl: mechanical domain, Port2: piezoelectric unit, Port3: electromagnetic unit.

Here, Ma represents the external exciting force in the mechanical domain and the resistance
represents the damping D, the capacitance represents the elastic potential energy, which is expressed
by 1/K, of the elastic coefficient, the inductance represents the kinetic energy, which is expressed by the
magnet mass M. The current of the primary circuit is the vibration velocity u of the mass relative to
the base. The equivalent circuit of piezoelectric element is coupled to mechanical domain through
transformer, while the equivalent circuit of electromagnetic element is coupled to the mechanical domain
through a gyrator [18]. The & represents the piezoelectric force-voltage factor and f the electromagnetic
force-current factor. In the piezoelectric equivalent circuit, the C, and r,, are corresponding clamped
capacitor and internal resistance of the piezoelectric element. Because of the large value of ry, it is
often ignored in analysis. In the electromagnetic element circuit, the L, and r are the corresponding
inductance and internal resistance of the electromagnetic coil.

When the output ports of the piezoelectric element and electromagnetic coil are respectively
connected to two resistance loads R, and R,, V;, and V, are the corresponding output voltages of the
piezoelectric element and electromagnetic coil; I, and I, are corresponding to the output currents of the
piezoelectric element and electromagnetic coil.

Assuming that the excitation acceleration is single sine wave a(f) = aysin(wt) (0 < t < 2m/w) for
simple analysis, the ay is the amplitude of acceleration, the w is angular frequency of rotating mass
block. The relative movement displacement between the free end of the cantilever and the base is u(t),
the system differential equation can be described as [31]:

Mii(t) + Die(t) + Kou(t) = —Ma(t) — aV,(t) - L (t), @)
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According to Kirchhoff’s law, the electrical equations are established as follows:

ai(t) = CyVp(t) + V;—ff) ®)
Bit(t) = Lelo(t) + (Re + 1)L (t). (@)

The transfer function relationship between the relative movement displacement U(s) of the free
end of the cantilever beam and the excitation acceleration A(s) of the foundation can be obtained by the
Laplace transformation and simplification under the zero initial condition of Equation (1), Equation (2)
and Equation (3):

U(s) -M
- ©

(s)  Ms2+ Ds+ K, + 2/ (r + R+ Les) + a?Rys/ (14 CpRps)”

By calculating the amplitude of the transfer function, the maximum amplitude of the free end of
the cantilever at vibration frequency w can be obtained:

MllM
= 2R 2a2C, .2 2 2’ (©)
_ o W2B2L, w*Rp*a*Cp B (r+Re)w a*Rpw
\/[ Mao®+ Ko + (r+Re)*+w?L:2 + l+(prRp)2} + [Dw + (FHRe)* +@2Lc2 + 1+((uCpR},)2]

Therefore, each time the magnet of the rotating mass block and the magnet on the cantilever beam
pass by, the cantilever will be excited to its maximum amplitude uy; position and then the cantilever
will attenuate the vibration with its own natural frequency.

It can be seen from Equation (6) that the electromagnetic element mainly affects the damping of
the harvester, while the piezoelectric element also affects the stiffness and damping of the harvester.
The output power of the piezoelectric energy harvesting unit in the piezoelectric electromagnetic
coupling energy capture device [18,31] is not only affected by the structural parameters and piezoelectric
material properties but also by the characteristic parameters of the electromagnetic energy harvesting
unit. Similarly, the output power of the electromagnetic energy capture unit is also affected by the
characteristic parameters of the piezoelectric unit. Therefore, the appropriate transducer structure size
and interface circuits will effectively improve the conversion efficiency of vibration energy harvester.

There are two benefits to using the converters combination. First, since permanent magnets are
used in the up-conversion technology of piezoelectric cantilevers, an additional electromagnetic energy
harvesting method is added to the existing permanent magnets, which can improve the conversion
efficiency of vibration energy. In addition, the optimal load range (set 0.9 peak power band) of a
single conversion mechanism is smaller. In the combination of two converters, the corresponding
piezoelectric and electromagnetic loads can have more load combinations to obtain the same total
power (also 0.9 peak power band) [18]. Therefore, it is easier to achieve maximum power tracking.

4. Experimental Test

In order to test the performance of the vibration energy harvester designed in this paper, two motion
platforms were designed to test the experimental prototype.

The first was a single dimension vibration test platform, as shown in Figure 5a, which was
composed of a shaker (Z]-2A, Shanghai Zhurui CO., Shanghai, China), a driver (GF-20W, Shanghai
Zhurui CO., Shanghai, China) and a function signal generator (DG3121A, RIGOL CO., Beijing, China).
It can simulate a single dimension excitation vibration. Different vibration conditions can be simulated
by controlling its vibration amplitude and frequency. By changing different frequency and amplitude,
the motion state of the energy harvester under different excitation conditions was obtained and the
results under different experimental conditions were obtained.
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Test resistance

Figure 5. Experimental setup. (a) Single dimension vibration test platform. (b) Swing device for
simulating the swing of human arm.

The second test platform was a swing device for simulating the swing of human arm, as shown in
Figure 5b. It is a swing device composed of a stepper motor and a driver, which can simulate the low
frequency and large swing characteristics of human arm. It can simulate different motion conditions by
controlling its swing amplitude and speed. By changing different acceleration, frequency and swing
amplitude, the motion state of the energy harvester under different motion conditions can be obtained
and the results under different experimental conditions can be obtained.

The excitation source used in the test was a sinusoidal acceleration signal, the acceleration
amplitude was 0.8 g and the excitation frequency was 4.8 Hz. The resistance range used in the test was
1.3 (0-3.2 M(), in which the maximum power output matching resistance of piezoelectric was about
100 KQ and the maximum power output resistance of coil is 80 ).

4.1. Excitation Test of Permanent Magnets

There are four positions (1, 2, 3, 4) on the rotating mass block of the harvester that can be installed
with permanent magnets, as shown in Figure 1. The harvester with different number of permanent
magnets was tested. The voltage of piezoelectric element just reflects the vibration of cantilever, so the
voltage of piezoelectric element was tested.

The test platform used was the swing device for simulating the swing of human arm as shown in
Figure 5b. The frequency of swing was 4.8 (Hz). The first case test was to install only one permanent
magnet. The permanent magnet was installed at position 1. The maximum output voltage amplitude
of a single piezoelectric element can reach 5.4 V. As shown in Figure 6, the cantilever beam moves to
the maximum amplitude after being repulsed by the permanent magnet on the rotating mass block.
After the permanent magnet on the rotating mass and the permanent magnet on the cantilever beam
passing by, the cantilever beam begins to vibrate at the natural frequency of the cantilever beam about
42 (Hz), and the amplitude of the vibration decreases continuously. Every time of the two permanent
magnets passing by will cause up-conversion vibration of the cantilever. The low frequency vibration
was converted to the inherent high frequency vibration of the cantilever beam.
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Figure 6. The voltage waveform of the piezoelectric beam while rotating mass block rotates with a
permanent magnet (position 1).

In the second case, permanent magnets were installed at positions 1 and 4 of the rotating mass
block. Other test conditions remained unchanged from the first test. As shown in Figure 7, there will
be two up-conversion processes each time the rotating mass passes passing by the cantilever beam.
Because the rotating mass has a fast swing speed, the vibration excited by the first permanent magnet
has not been attenuated and the excitation of the second permanent magnet will be added again.

The natural vibration frequency of the cantilever is constant and the vibration duration is nearly twice
as long.
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Figure 7. The voltage waveform of the piezoelectric beam while rotating mass block rotates with two
permanent magnets (positions 1, 4).

In the third case, the permanent magnet was set at the positions 1, 3 and 4 of the rotating mass
block. As shown in Figure 8, since the permanent magnet at position 3 was increased compared with
the second case and the distance between 1 and 3 was relatively large, the vibration amplitude was
attenuated after the position 1 magnet passed by. However, the distance between the magnets at
positions 3 and 4 was relatively close. It can be found that the excitation of the magnet at the position 3
has not yet decayed and the excitation of the position 4 magnet is superimposed to positions 3. So in
the wave form, the vibration amplitude of cantilever beam increases again from position 3 and then
starts to decay after the position 4 magnet passing by.
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Figure 8. The voltage waveform of the piezoelectric beam while rotating mass block rotates with three
permanent magnets (positions 1, 3, 4).

In the fourth case, permanent magnets were installed at all four positions. As shown in Figure 9,
the continuous excitation of the four permanent magnets made the cantilever begin to vibrate under
the excitation of the first permanent magnet and the vibration amplitude increased continuously.
The maximum output amplitude of piezoelectric element can reach 6.7 V and the whole up-conversion
vibration process also lasts longer. Therefore, in this case, the harvester can harvest more vibration
energy than in the first case.
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Figure 9. The voltage waveform of the piezoelectric beam while rotating mass block rotates with four
permanent magnets (positions 1, 2, 3, 4).

4.2. Single Direction Weak Vibration Test

In many cases, the vibration is weak and the direction of vibration is single. The test device is
the single dimension vibration test platform as shown in Figure 5a. Under this excitation condition,
only the permanent magnets at positions 2 and 3 can repeatedly excite the piezoelectric cantilever
beam. The vibration frequency is 2.5 Hz. The measured voltage waveform is shown in Figure 10.
In this case, the cantilever has been in the state of repeated excitation and there is a large amplitude
vibration when the permanent magnet passing by and there is a low amplitude vibration when there is
no permanent magnet passing by.
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Figure 10. The voltage waveform of the piezoelectric beam while rotating mass block low amplitude

reciprocating swing.

In this case, the design of interface circuit is more critical. By harvesting the energy of weak
vibration, the conversion efficiency of the whole vibration energy can be improved.

4.3. Piezo-Electromagnetic Coupling Output Test

The harvester adopts the cantilever beam of the piezoelectric and electromagnetic coupling mode.
In the process of cantilever vibration, the vibration of the permanent magnet at the end of the cantilever
beam will change the magnetic flux of the coil under the permanent magnet, so that the coil can output
alternating current. The diameter of the enameled wire used in the coil was 0.1 mm and the number
of turns was 200. Due to the limitation of volume, if the thinner enameled wire is used, the internal
resistance will be increased and the internal power consumption of the coil will be increased. With a
thicker enameled wire, the number of turns of the coil will be fewer and the corresponding output
voltage will be lower. According to Faraday electromagnetic induction, the voltage is related to the
change rate of magnetic flux. The greater the speed of vibration, the greater the output voltage of
the coil. However, the size of cantilever determines the maximum vibration amplitude. As shown in
Figure 11, the output voltage of the coil is low and its voltage amplitude is about 100 mV. The frequency
of the output voltage of the solenoid is the same as that of the piezoelectric because the coil and
piezoelectric cantilever are coupled and resonant. The output frequency of the coil is determined
by the vibration frequency of the cantilever. Because of the coupling resonance, the trend of output
voltage waveform of the coil is consistent with that of the piezoelectric output. With the up-conversion
of the cantilever beam, it first increases and then decreases.

The magnetic field produced by the coil current will react on the permanent magnet of cantilever
beam and affect the vibration amplitude of the cantilever beam. It can be seen from Figure 11 that the
vibration of the piezoelectric cantilever beam is less affected by the smaller output voltage amplitude
of the coil. However, the energy output of the coil is increased. Therefore, the overall energy collection
efficiency will be improved by using an efficient low-voltage energy harvesting circuit or using the
output energy of the coil as the auxiliary energy for the piezoelectric cantilever energy harvesting.

The maximum power matching test was carried out with different resistors, as shown in Figure 5a.
When the piezoelectric device acted alone, the peak power of the energy harvesting was 1.28 mW.
When the electromagnetic energy acted alone, the peak power was about 0.03 mW. When piezoelectric
and electromagnetic are coupled, the peak power was about 1.31 mW. The power of energy collection
was the highest with a better energy conversion effect when there was piezoelectric and electromagnetic
coupling resonance.

The permanent magnets and coils used in the prototype were small and the number of turns of as
coils is relatively few, while the piezoelectric used in the prototype was relatively large, so the energy

90



Micromachines 2020, 11, 80

extracted by the two transducers was quite different. It can redistribute the harvested energy, such as
50%/50% or other proportions by reducing the size of the piezoelectric elements, thickening the coils to

reduce the internal resistance, increasing the number of turns to increase the output voltage and using
stronger permanent magnet.
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Figure 11. The output voltage wave forms of the piezoelectric beam and coil while rotating mass block
random swing.

5. Discussion

At present, there are various kinds of energy harvesters and some novel structures are selected
for comparison and discussion. The main characteristics are shown in Table 1. In the structure of
Reference [21], printed circuit board (PCB) coil is used to cut the magnetic field line of permanent
magnet to generate electricity. It can harvest the energy of the human swing motion process but
the energy it harvests is relatively low. In Reference [27], a new kind of vibration energy harvester
which combines magnetostrictive material and piezoelectric material is used but it can only harvest
single direction vibration and the power density provided in the paper only considers the volume of
magnetoelectric laminate composites (MLCs). In Reference [11], the piezoelectric cantilever is excited
by permanent magnet but it can only harvest the energy of rotation excitation and the harvesting energy
power is low. Compared with the structures proposed in these papers, the harvester in the current
paper used four permanent magnets to continuously excite the cantilever beams, which can produce
continuous vibration with large amplitude. Four cantilever beams were used to harvest vibration
energy in multiple directions. With the coupling of electromagnetic and piezoelectric, more vibration
energy can be extracted when the appropriate interface circuit is selected.

Table 1. Comparison of several vibration energy collection structures.

Literature

GTD2019 [11]

TMAGN2012 [27] MEMS2011 [21] This Work
Vibration excitation mode Perman?nt m agnet Magnetostriction Permanfent ‘magnet Perman?nt m agnet
excitation excitation excitation
Energy harvesting method Piezoelectricity Piezoelectricity Electromagnetism Plezo-ecloeig{)inm;gnetlc
Maximum Output power 234.47 uyW 1.1 mW 472 uW 1.31 mW
. . 3.46 x 10° W/m?
1 3 3
Power density Not available (MLCs) 0.236 W/m 11.35 W/m:
Operating frequency 0.167-1.677 Hz 10 Hz <10 Hz 1-15Hz
Directional of vibration Rotational Single direction Swing . Ml{ltldlrectlonI
vibration and swing
Frequency up-conversion Yes No No Yes

! The result is based on the information provided.
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6. Conclusions

In this paper, a new structure of piezoelectric electromagnetic coupling up-conversion
multi-directional vibration energy harvester is proposed. Four piezoelectric electromagnetic coupling
piezoelectric cantilever beams are installed on the axis of base along the circumferential direction.
The permanent magnet on the beam is placed on the free end of the cantilever beam as a mass block.
Four coils for collecting energy are arranged on the base under the permanent magnets on the cantilever
beams. Four permanent magnets arranged on the rotating mass block continuously excite the cantilever
beams. The piezoelectric cantilever is induced to vibrate at its natural frequency by the interaction
between the magnet on cantilever and the magnets on the rotating mass block. With the coupling
of electromagnetic and piezoelectric, more vibration energy can be extracted when the appropriate
interface circuit is selected.

Author Contributions: Conceptualization, G.S.; methodology, G.S. and J.C.; software, J.C. and M.S.; validation,
H.X., Y.Y. and Y.X,; formal analysis, G.S. and H.X.; investigation, G.S. and J.C.; resources, G.S. and Y.X.; data
curation, X.W.; writing—original draft preparation, G.S. and J.C.; writing—review and editing, G.S.; visualization,
M.S.; supervision, Y.P.; project administration, G.S.; funding acquisition, G.S., Y.Y., H.X. and Y.X. All authors have
read and agreed to the published version of the manuscript.

Funding: This research is supported by the National Natural Science Foundation of China under Grant
U1709218, Grant 61971389, Grant 61801253 and Grant 61601429, the Natural Science Foundation of Zhejiang
Province Grant LZ20F010006 and Grant LY20F010003 and the Natural Science Foundation of Ningbo Grant
2018A610091,2019A610113.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Pavelkova, R, Vala, D.; Gecovad, K. Energy harvesting systems using human body motion. IFAC PapersOnLine
2018, 51, 36-41. [CrossRef]

2. Salauddin, M.; Toyabur, R.M.; Maharjan, P; Rasel, M.S.; Kim, ].W.; Cho, H.; Park, ].Y. Miniaturized springless
hybrid nanogenerator for powering portable and wearable electronic devices from human-body-induced
vibration. Nano Energy 2018, 51, 61-72. [CrossRef]

3. Hou, C; Chen, T.; Li, Y.F,; Huang, M.].; Shi, Q.F; Liu, H.C.; Sun, L.N.; Lee, C. A rotational pendulum based
electromagnetic/triboelectric hybrid-generator for ultra-low-frequency vibrations aiming at human motion
and blue energy applications. Nano Energy 2019, 63, 103871. [CrossRef]

4. Jackson,N.; Olszewski, O.Z.; O'Murchu, C.; Mathewson, A. Ultralow-frequency PiezoMEMS energy harvester
using thin-film silicon and parylene substrates. . Micro Nanolithography MEMS MOEMS 2018, 17, 015005.
[CrossRef]

5. Xue, T.; Yeo, H.G.; Trolier-McKinstry, S.; Roundy, S. Wearable inertial energy harvester with sputtered
bimorph lead zirconate titanate (PZT) thin-film beams. Smart Mater. Struct. 2018, 27, 085026. [CrossRef]

6.  Lockhart, R.; Janphuang, P.; Briand, D.; de Rooij, N.E. A wearable system of micromachined piezoelectric
cantilevers coupled to a rotational oscillating mass for on-body energy harvesting. In Proceedings of the
2014 IEEE 27th International Conference on Micro Electro Mechanical Systems (MEMS), San Francisco, CA,
USA, 26-30 January 2014; pp. 370-373.

7. Risquez, S.; Woytasik, M.; Coste, P; Isac, N.; Lefeuvre, E. Additive fabrication of a 3D electrostatic energy
harvesting microdevice designed to power a leadless pacemaker. Microsyst. Technol.Micro Nanosyst. Inf.
Storage Process. Syst. 2018, 24, 5017-5026. [CrossRef]

8. Zhang, J.; Fang, Z.; Shu, C.; Zhang, J.; Zhang, Q.; Li, C. A rotational piezoelectric energy harvester for efficient
wind energy harvesting. Sens. Actuators A Phys. 2017, 262, 123-129. [CrossRef]

9. Goudar, V.; Ren, Z.; Brochu, P.; Potkonjak, M.; Pei, Q. Optimizing the output of a human-powered energy
harvesting system with miniaturization and integrated control. IEEE Sens. |. 2014, 14, 2084-2091. [CrossRef]

10. Izadgoshasb, I; Lim, Y.Y.; Tang, L.; Padilla, R.V,; Tang, Z.S.; Sedighi, M. Improving efficiency of piezoelectric
based energy harvesting from human motions using double pendulum system. Energy Convers. Manag. 2019,
184, 559-570. [CrossRef]

92



Micromachines 2020, 11, 80

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

Sriyuttakrai, D.; Isarakorn, D.; Boonprasert, S.; Nundrakwang, S. Practical Test of Contactless Rotational
Piezoelectric Generator for Low Speed Application. In Proceedings of the 2019 IEEE PES GTD Grand
International Conference and Exposition Asia (GTD Asia), Bangkok, Thailand, 19-23 March 2019; pp. 80-85.
Song, H.C.; Kumar, P.; Maurya, D.; Kang, M.G.; Reynolds, W.T.; Jeong, D.Y.; Kang, C.Y.; Priya, S. Ultra-Low
Resonant Piezoelectric MEMS Energy Harvester with High Power Density. . Microelectromechanical Syst.
2017, 26, 1226-1234. [CrossRef]

Fan, K; Cai, M.; Wang, E; Tang, L.; Liang, ].; Wu, Y.; Qu, H.; Tan, Q. A string-suspended and driven rotor
for efficient ultra-low frequency mechanical energy harvesting. Energy Convers. Manag. 2019, 198, 111820.
[CrossRef]

Aldawood, G.; Hieu Tri, N.; Bardaweel, H. High power density spring-assisted nonlinear electromagnetic
vibration energy harvester for low base-accelerations. Appl. Energy 2019, 253, 113546. [CrossRef]

Fan, K.; Zhang, Y.; Liu, H.; Cai, M.; Tan, Q. A nonlinear two-degree-of-freedom electromagnetic energy
harvester for ultra-low frequency vibrations and human body motions. Renew. Energy 2019, 138, 292-302.
[CrossRef]

Fan, K,; Cai, M.; Liu, H.; Zhang, Y. Capturing energy from ultra-low frequency vibrations and human motion
through a monostable electromagnetic energy harvester. Energy 2019, 169, 356-368. [CrossRef]

Shan, X.; Xu, Z.; Song, R.; Xie, T. A New Mathematical Model for a Piezoelectric-Electromagnetic Hybrid
Energy Harvester. Ferroelectrics 2013, 450, 57-65. [CrossRef]

Li, P; Gao, S.; Niu, S.; Liu, H.; Cai, H. An analysis of the coupling effect for a hybrid piezoelectric and
electromagnetic energy harvester. Smart Mater. Struct. 2014, 23, 065016. [CrossRef]

Gu, L.; Livermore, C. Impact-driven frequency up-converting coupled vibration energy harvesting device
for low frequency operation. Smart Mater. Struct. 2011, 20, 045004. [CrossRef]

Lin, J.; Liu, H.; Chen, T.; Yang, Z.; Sun, L. A rotational wearable energy harvester for human motion.
In Proceedings of the 2017 IEEE 17th International Conference on Nanotechnology (IEEE-NANO), Pittsburgh,
PA, USA, 25-27 July 2017; pp. 22-25.

Romero, E.; Neuman, M.R.; Warrington, R.O. Rotational energy harvester for body motion. In Proceedings
of the 2011 IEEE 24th International Conference on Micro Electro Mechanical Systems, Cancun, Mexico, 23-27
January 2011; pp. 1325-1328.

Li, C; Wu, S.; Luk, PCK,; Gu, M.; Jiao, Z. Enhanced Bandwidth Nonlinear Resonance Electromagnetic
Human Motion Energy Harvester Using Magnetic Springs and Ferrofluid. IEEE/ASME Trans. Mechatron.
2019, 24, 710-717. [CrossRef]

Smilek, J.; Hadas, Z.; Vetiska, J.; Beeby, S. Rolling mass energy harvester for very low frequency of input
vibrations. Mech. Syst. Signal Process. 2019, 125, 215-228. [CrossRef]

Halim, M.A.; Rantz, R.; Zhang, Q.; Gu, L.; Yang, K.; Roundy, S. Modeling and Experimental Analysis of a
Wearable Energy Harvester that Exploits Human-Body Motion. In Proceedings of the 2018 IEEE SENSORS,
New Delhi, India, 28-31 October 2018; pp. 1-4.

Pillatsch, P.; Yeatman, E.M.; Holmes, A.S. A piezoelectric frequency up-converting energy harvester with
rotating proof mass for human body applications. Sens. Actuators A Phys. 2013, 206, 178-185. [CrossRef]
Chen, Z.; Zhang, E; Xu, X.; Chen, Z.; Li, W.; Li, E; Han, J.; Zhou, H.; Xu, K; Bu, L. Non-Contact Multiple
Plucking Method for Frequency up Conversion Piezoelectric Energy Harvesters in Extremely Low Frequency
Applications. In Proceedings of the 2019 20th International Conference on Solid-State Sensors, Actuators and
Microsystems & Eurosensors XXXIII (TRANSDUCERS & EUROSENSORS XXXIII), Berlin, Germany, 23-27
June 2019; pp. 1427-1430.

Zhu, Y.; Zu, J.W.; Guo, L. A Magnetoelectric Generator for Energy Harvesting from the Vibration of Magnetic
Levitation. IEEE Trans. Magn. 2012, 48, 3344-3347. [CrossRef]

Xia, H.; Chen, R.; Ren, L. Analysis of piezoelectric-electromagnetic hybrid vibration energy harvester under
different electrical boundary conditions. Sens. Actuators A Phys. 2015, 234, 87-98. [CrossRef]

Ibrahim, M.; Salehian, A. Modeling, fabrication, and experimental validation of hybrid piezo-magnetostrictive
and piezomagnetic energy harvesting units. J. Intell. Mater. Syst. Struct. 2015, 26, 1259-1271. [CrossRef]

93



Micromachines 2020, 11, 80

30. Xia, H.; Chen, R.; Ren, L. Parameter tuning of piezoelectric-electromagnetic hybrid vibration energy harvester
by magnetic force: Modeling and experiment. Sens. Actuators A Phys. 2017, 257, 73-83. [CrossRef]

31. Yeatman, E.M. Energy harvesting from motion using rotating and gyroscopic proof masses. J. Mech. Eng. Sci.
2008, 222, 27-36. [CrossRef]

@ © 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution
BY

(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

94



. . “
micromachines mI\D\Py
A

Article

Compensation of Hysteresis in the Piezoelectric
Nanopositioning Stage under Reciprocating Linear
Voltage Based on a Mark-Segmented PI Model

Dong An "?*, Yixiao Yang !, Ying Xu 1}, Meng Shao !, Jinyang Shi 3 and Guodong Yue 1*

1 School of Mechanical Engineering, Shenyang Jianzhu University, Shenyang 110168, China;

peteryang@stu.sjzu.edu.cn (Y.Y.); xuying@sjzu.edu.cn (Y.X.); mshao@sjzu.edu.cn (M.S.)
Research Center for Analysis and Detection Technology, Shenyang Jianzhu University, Shenyang 110168,
China
School of Electro-Mechanical Engineering, Guangdong University of Technology, Guangzhou 510006, China;
shijy@mail2.gdut.edu.cn
*  Correspondence: andong@sjzu.edu.cn (D.A.); ygd@sjzu.edu.cn (G.Y.);

Tel.: +86-13504990528 (D.A.); +86-15840363352 (G.Y.)

Received: 4 November 2019; Accepted: 17 December 2019; Published: 19 December 2019

Abstract: The nanopositioning stage with a piezoelectric driver usually compensates for the
nonlinear outer-loop hysteresis characteristic of the piezoelectric effect using the Prandtl-Ishlinskii
(PI) model under a single-ring linear voltage, but cannot accurately describe the characteristics of
the inner-loop hysteresis under the reciprocating linear voltage. In order to improve the accuracy
of the nanopositioning, this study designs a nanopositioning stage with a double-parallel guiding
mechanism. On the basis of the classical PI model, the study firstly identifies the hysteresis rate
tangent slope mark points, then segments and finally proposes a phenomenological model—the
mark-segmented Prandtl-Ishlinskii (MSPI) model. The MSPI model, which is fitted together by each
segment, can further improve the fitting accuracy of the outer-loop hysteresis nonlinearity, while
describing the inner-loop hysteresis nonlinearity perfectly. The experimental results of the inverse
model compensation control show that the MSPI model can achieve 99.6% reciprocating linear voltage
inner-loop characteristic accuracy. Compared with the classical PI model, the 81.6% accuracy of the
hysteresis loop outer loop is improved.

Keywords: nanopositioning stage; piezoelectric hysteresis; mark point recognition; piecewise fitting;
compensation control

1. Introduction

The nanopositioning stage of the piezoelectric ceramic material driver has the advantages of
small volume, high displacement resolution, fast response, large bearing capacity, no noise, and high
stability [1]. Hence, it is widely used in modern precision machineries as the core device, such as in
atomic force microscopy [2,3] and nanolithography processing [4]. However, the inherent hysteresis
nonlinearity of the piezoelectric ceramic materials affects the accuracy of this nanopositioning stage [5].
Thus, it is necessary to model effective compensation for the hysteresis [6,7].

In order to improve the positioning accuracy of the nanopositioning platforms, many scholars at
home and abroad have conducted extensive research on piezoelectric ceramic hysteresis. There are two
popular approaches. One is to study the hysteresis due to the internal mechanism, where the crystal
grains constitute the crystal phase of the piezoelectric ceramic and the electric domains appear in the
crystal grains. Polarization treatment enables piezoelectric ceramics to exhibit a piezoelectric effect [8].
However, a small number of grains returns to the original direction after the polarization, which is
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known as the residual polarization, leading to hysteresis [9]. The second approach is to establish a
phenomenological model for the expressed voltage-displacement characteristics, including differential
equation models such as the Bouc-Wen model [10], operator models such as the Preisach model [11],
the Prandtl-Ishlinskii (PI) model [12-14], and others.

Among them, the PI model is weighted and superimposed by the Play operator [15]. The
symmetry and hysteresis characteristics of the Play operator can efficiently describe the appearance
characteristics of the hysteresis [16]. Compared with the nonlinear integral of the Preisach model and
the nonlinear differential equation of the Bouc-Wen model, the PI model has fewer parameters, a
simpler structure, and it is easier to find its inverse model. It has been widely used in modeling and
compensation of hysteresis features [17,18]. The classical PI model always has symmetry, which makes
it hard to accurately approximate the hysteresis characteristics of the boost phase and buck phase at
the same time [19].

Many studies have been conducted on how to improve the accuracy of the nanopositioning
stage by improving the traditional PI model. There are ways to change the operator by modifying
the classical PI model into a generalized PI model, resetting the initial value that can eliminate the
influence of the polarization by changing the hysteresis characteristics of the symmetric bias modeling
and piecewise fitting method [20-23]. The above researches greatly improve the hysteresis description
accuracy of the nanopositioning stage for single-ring linear voltage.

In a previous study [24], a segmented model was carried out by dividing the boost phase hysteresis
characteristics by polarization in single-ring linear voltage. However, it is more likely for an improved
method to solve the physical problem than a define-based modeling. For the reciprocating linear
voltage hysteresis, the hysteresis characteristics of the inner and outer loops are different and complex.
Thus, the segmented modeling method is limited in reciprocating linear voltage due to insufficient
theoretical segmentation basis. Therefore, both the classical PI model and the improved model cannot
meet the accuracy compensation requirements of the nanopositioning stage under reciprocating
linear voltage.

Aiming at the complex hysteresis problem of the piezoelectric stage for the reciprocating linear
voltage, this study proposes a mark-segmented PI (MSPI) model that loads the reciprocating linear
voltage signal according to the reciprocating linear displacement requirement and compensates using
the characteristics of the obtained hysteresis. An approximate hysteresis curve slope can be obtained
between the adjacent measurement points of the experimental data, and the segment identification
points corresponding to the slope jump segments are found in a threshold manner; thus, the segments
are modeled. The results show that the description accuracy of the MSPI model is high, and it has
good performance in both the compensation hysteresis inner loop and hysteresis outer loop.

The structure of this paper is as follows. In the second section, a nanopositioning stage with a
double-parallel guiding mechanism is designed, and the mechanical characteristics of the platform
are analyzed to optimize the design structure. In the third section, the hysteresis characteristics are
analyzed and the MSPI model is designed for fitting the reciprocating nonlinear features. After the
inversion, the fourth section gives the control comparison between the MSPI model and the classical PI
model. Two other verification experiments are also conducted. Finally, the fifth section summarizes
this study.

2. Precondition

This section is divided into two parts. The first part designs a nanopositioning stage
with a double-parallel guiding mechanism, including its mechanical structure selection and
stiffness calculation. The second part is the voltage-displacement experiment process and the
conclusion obtained.

96



Micromachines 2020, 11, 9

2.1. Mechanical Design and Calculation of Nanopositioning Stage

The nanopositioning stage uses a completely flexible mechanism. This flexible mechanism has a
microscale range for the elastic deformation motion. It can achieve the transmission of the motion and
force without friction [25,26]. Considering the thinness of the flexible hinge, the wire cutting method is
adopted. Therefore, the slit that is easier for the machine is selected as a flexible hinge of a rectangular
cross-section, as shown in Figure 1a. The flexible hinge, with four rectangular sections as the base
members, is the double-parallel guiding mechanism used in the design, as shown in Figure 1b.

(@) (b)

Figure 1. Flexible hinge selection: (a) rectangular cut section; (b) double-parallel guide mechanism;
(c) flexible hinge main parameter identification

The mechanical model for the rectangular section of the flexible hinge is shown in Figure 1c. Since
the movement causes the flexible hinge to elastically deform, the stiffness in each direction must be
calculated. According to the equations of material mechanics [27], the stiffness k, and torsional stiffness

key motion in the direction x are:
48E] vy 4ERD
k= —5 = —— (©)

Etp®
kox = B B? (2)
where E is the modulus of elasticity, f is the thickness of the flexible hinge, b is the width of the flexible
hinge, [ is the length of the flexible hinge, I, is the bending section coefficient of the y-axis, and B is
the width of the nanopositioning stage.

The stiffness ky and torsional stiffness kg, in the vertical direction y are:

12EL,,  Etb®
=5 =% )

Etb
koy = =-D? @

where I, is the bending section coefficient of the z-axis and D is the distance between the flexible
hinges of the two parallel rectangular sections.
The stiffness k, and torsional stiffness kg, in the vertical direction z are:
4EA  Etb
=222 )
l !
_Ep? (D2 2 )
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where A is the flexible hinge cross-sectional area.
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The designed flexible hinge has a length of 14.5 mm, a thickness of 0.3 mm, a width of 15 mm, and
a material elastic modulus of 72 GPa. The maximum equivalent stress is 7.8 MPa. The stiffness of the
double-parallel guiding positioning platform at six degrees of freedom is obtained, as shown in Table 1.

Table 1. Stiffness of double-parallel-oriented positioning platform under six degrees of freedom (unit:
kx, ky, kz: N/mmy; ko, koy, koz: N-mm/rad).

Stiffness ke ky ke kox koy ke
Theoretical value 68.5 99,009.9 22,630.6 21,835,421 100,093,750 7,911,302.6
Calculated value 64.0 106,110.0 29,392.0 23,629,000 107,800,000 7,089,400.0

Error —6.6% 7.2% 29.9% 8.2% 7.7% -10.4%

In order to strictly guarantee the accuracy of the nanopositioning stage, a microlevel precision
slow wire cutting technology is adopted [28]. At the same time, a material with a small thermal
expansion coefficient is selected [29]. In order to prevent the wire mechanism from oxidizing, the
surface of the flexible hinge needs to be nickel plated. Figure 2a shows a schematic diagram of the
nanopositioning stage. Figure 2b is the actual diagram of the nanopostioning stage with double-parallel
guiding mechanism.

@)

Figure 2. Double-parallel guiding mechanism nanopositioning stage: (a) the schematic diagram (b) and

the actual diagram.
2.2. Test Results

The experimental system was built using a laser interferometer, nanopositioning platform,
reflection mirror, controller, and computer software, as shown in Figure 3a. The laser interferometer
used is the Renishaw XL-80 series achieves an accuracy of + 0.5 ppm. The selected driver was the
HVA-150D.A3 instrument from Harbin Xinmingtian Company, whose voltage input variable range is 0
V-150 V. Figure 3b shows the actual experimental system.

98



Micromachines 2020, 11, 9

) Contoller and ) Laser :
interferometer

c R voltage driver Piezoelectric
omputer . :| |
ceramics
and softwares [ ] O
oo —=)

I=1=1=1

Horizontal experiment tahle |

(@)

(b)

Figure 3. Nanopositioning stage experimental system: (a) system schematic (b) and actual system diagram.

The user performs the following steps to test the output displacement characteristics of
the nanopositioning stage in the x-direction motion, under single-ring linear voltage and under
reciprocating linear voltage:

(1) Adjust the laser interferometer so that its light signal intensity is within the confidence range.
Connect the computer, controller, and laser interferometer via the USB interface data cable. Data is
collected on the computer by the corresponding software of the controller and laser interferometer.

(2) The controller matching software loads the electrical signal to the driving controller. The initial
driving voltage is 0 V. Experiment 1 is carried out to give a linear voltage rise signal from 0 V to 150 V.
The displacement is measured and recorded by laser interferometer for every 7.5 V. Next, a linear
voltage reduction signal is sent from 150 V to 0 V. The displacement is measured and recorded every
7.5 V. A single-ring linear voltage signal is shown in Figure 4a.

(3) Similarly, experiment 2 is carried out. The reciprocating linear voltage signal is recorded, as
shown in Figure 4b.

(4) Record several measurements.

(5) Check the instrument and turn it off. Process experimental data.

Through the above experiment, two sets of data can be obtained: a single-ring linear
voltage-displacement characteristic curve, as shown in Figure 5a; and a reciprocating linear
voltage—displacement characteristic curve, as shown in Figure 5b.
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Figure 4. Experimental loading voltage: (a) single-ring linear voltage (b) and reciprocating
linear voltage.
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Figure 5. Voltage-displacement experimental curves: (a) single-ring linear voltage (b) and reciprocating
linear voltage.

The expected voltage displacement curves should be linear. Analysis of the experimental data
established the nonlinearity of the experimental curve. The voltage displacement curve at the single-ring
linear voltage has a hysteresis characteristic. The voltage displacement curve at the reciprocating linear
voltage has the same hysteresis characteristics as the single-ring voltage’s, while the reciprocating
voltage’s hysteresis loop conforms to the Madelung principle [30]. Therefore, in order to solve the
hysteresis characteristics of the piezoelectric ceramic under single-ring linear voltage and reciprocating
linear voltage, an effective compensation method is needed.

3. Modeling

This section describes the process of establishing the MSPI model in three parts. In the first, part
the curve of the classical PI model is obtained to describe the hysteresis characteristics. The second part
analyzes the specific problem of the classical PI model’s inner-loop hysteresis description, and defines
the voltage—slope curve corresponding to the hysteresis rate tangent to establish the MSPI model. The
third part uses a threshold method to judge whether it is the mark point. The segmentation of the
mark points gives the curve described by the MSPI model and its inverse model.
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3.1. Play Operator and Classical Prandtl-Ishlinskii Model

The classical PI model is a weighted superposition of a finite number of Play operators. The Play
operator is shown in Figure 6a. When the input signal is x(k), the Play operator expression with the
threshold 7 is:

p(k) = max{x(k) — r, min[x(k) +r,p(k - 1)]} )

where 0 = kg < k1 < ... <k is the appropriate division on the input signal interval, k € [0, ks]. When
k = 0, p(—1) is the initial value. In the PI model of the piezoelectric effect hysteresis problem, the initial
voltage is usually 0 without displacement, so p(—1) = 0. Here, p(k) is the output of the input signal.

p(k)
p(k)

-r r x(k) r " x(k)

Slope=1 slope=1

(a) (b)

Figure 6. Play operator models: (a) full-sided operator model (b) and single-sided operator model.

The voltage supplied by the voltage driver is positive, and hence the PI model is usually modeled
with a single-sided Play operator. As shown in Figure 6b, when the operator inputs x(k) < r, the
operator outputs p(k) = 0; when the operator inputs r < x(k) < x(k;), the unweighted operator
has a slope of 1, so the operator outputs p(k) = x(k) — r. The operator shown in Figure 6b outputs
p(k) = x(ks) when the input decreases from x(k) to x(ks) — 2r and outputs p(k) = x(k) + r when the
input decreases from x(ks) — 2r to 0. The operator may have no p(k) = x(k) + r output and a part of
p(k) = x(ks), when the threshold r is increased or the input x(k;) is decreased. In this case, the specific
characteristics of the operator should be considered.

A finite number of Play operators are superimposed according to the weighting of the above
output characteristics, and a PI model is obtained to describe the hysteresis of the nanopositioning
stage. The equation is:

n
PLx(k)] = 8 x(K) + ), 0; - pi(k) ®)
i=1
where P[x(k)] is the corresponding PI model output for the operator input x(k). Here, 6 is a positive
value, p;i(k) is the output of the ith operator that has a threshold r; and a corresponding weight 6;.

The more times the PImodel is superimposed, the smoother the model contour is and the closer it is
to the piezoelectric hysteresis characteristic curve. However, the accuracy of the voltage-displacement
characteristics obtained from the experiments is limited, so the number of operators used for the
superposition should be realistic.

Figure 7 shows the modelling of the PI model to display the single-ring linear voltage hysteresis
characteristic and reciprocating linear voltage hysteresis characteristic of the second section. The
modeling results show that the classical PI model describes the hysteresis characteristics well under
single-ring linear voltage, but the accuracy under the reciprocating linear voltage is comparatively
poor. The main reason is that the hysteresis characteristics of the reciprocating linear voltage are
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more complicated, and the hysteresis rates between the inner loop and the outer loop are different.
Meanwhile, the classical PI model cannot describe the Madelung principle of the hysteresis inner loops.

10

Displacement(pm)
o

Displacement({pm)

Figure 7. PI modeling: (a) modeling of single-ring linear voltage hysteresis characteristics and
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(b) modeling of reciprocating linear voltage hysteresis characteristics.

3.2. Hysteresis Tangent Line and Slope

Voltage(v)

(b)

In order to further improve the description accuracy of hysteresis characteristics, the hysteresis
rates must be studied in depth. The hysteresis rates corresponding to the voltage-displacement
characteristic curve are the weighted superposition of the Play operators in the PI model at that point.
The weight 0; of the ith operator depends on the angle x between the tangent line of the hysteresis
loop at that point and the v-axis. The angle «, as shown in Figure 8a, is not exactly the same in each
tangent on the hysteresis loop. The hysteresis rate of the reciprocating linear voltage is even more
complicated. As shown in Figure 8b, the tangent at approximately similar positions of the inner loop

and outer loop tends to have different hysteresis rates.

Figure 8. Tangent of the hysteresis loop: (a) the hysteresis rate corresponding to each point on the
same hysteresis loop is different; (b) the hysteresis rates between the inner loop and outer loop of the

(@)

(b)

hysteresis are different. Note: v = voltage; y = displacement.

The voltage—-displacement data can approximate the characteristic curve, thereby establishing
a v—y coordinate system. If j is the jth data obtained by the experiment, the hysteresis loop passes
through the point (v i yj). The equation for the hysteresis rate tangent lian (v) at v is defined as:

lan(0) : y = s(v)

-0+ t(v)

©)

where s(v) is the hysteresis rate tangent slope at v and #(v) is the hysteresis rate’s tangent intercept at v.
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In a single-ring linear voltage hysteresis characteristic curve, the voltage v corresponds to two
hysteresis tangent lines in the linear boost phase and the linear back phase, respectively. Similarly, in
the reciprocating linear voltage hysteresis characteristic curve, the v value is likely to correspond to
a plurality of hysteresis tangent lines; for example, the hysteresis rate tangent number in Figure 8b
corresponding to v is as shown in Figure 9.

yl\

0 11" 1w 11’ v

Figure 9. The voltage value corresponding to hysteresis characteristics has more than one tangent.
Note: v = voltage; y = displacement.

The slope of the hysteresis tangent can reflect the trend of hysteresis at this point. The hysteresis
tangent slope s(v) can be expressed as:

6 . - .
s(o) = L = T 7Y (10)
ov Vi1 - ;

where (v iy j) and (ij, yjH) are adjacent data and satisfy the equation min(v;,v;1) < v <
max(vj, vjy1)-

The voltage-slope diagram describes the characteristics of the hysteresis rate at any voltage. The
different input linear voltage leads to varied hysteresis rate tangent regulation. Figure 10 is the v — s(v)
diagram of experimental data for the single-ring linear voltage and the reciprocating linear voltage,
respectively. Both groups of data evidently show segmentation in the v — s(v) diagram.
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Figure 10. Voltage hysteresis rate tangent slope diagrams: (a) single-ring linear voltage and
(b) reciprocating linear voltage.

Due to the fact that the piezoelectric hysteresis characteristic generally has a segmentation variation
rule and there are obvious jump points between the segments, a segmented PI model is used to model it.
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3.3. Mark-Segmented Prandtl-Ishlinskii Model

The voltage-slope diagram embodies the change of the hysteresis rate. For reciprocating hysteresis,
plenty of turning points appear at the critical edge of boost phases and back phases. Compared with the
hysteresis under single-ring linear voltage [24], reasonable identification I required for all mark points
in order to fulfill the demands of complex hysteresis segmentation. Meanwhile, data with continuous
and similar variation laws should be modeled in the same segment. Therefore, a mark-segmented PI
(MSPI) model is proposed.

To identify the segmentation mark point, the threshold ¢ is set in the v —s(v) diagram. The
threshold ¢ is directly proportional to the quantity of experimental data, which of the minimum data
amount is always 8-10 times of the average data difference. When the mth hysteresis rate tangent slope
value segment satisfies s(vy,1) — s(vp,), then |s(vm+1) —s(om )| > @; S(Vp41) — (v ) is defined as the
hysteresis rate jump segment. Data (U, 41, Y+1) is defined as the type I mark point.

Therefore, the single-ring linear voltage characteristic experimental curve can be segmented to
find one type I mark point, which divides the hysteresis characteristic into 2 segments, as shown in
Figure 11a; the reciprocating linear voltage characteristic experimental curve finds five type I mark
points, and the data is divided into 6 segments, as shown in Figure 11b.

02 i 02

018+ l 018+

¢=0.02 $=0.02

Slope(um/s)

0 o
Voltage(V) Voltage(V)

() (b)

Figure 11. Type I mark points associated with threshold ¢: (a) single-ring linear voltage v —s(v)
characteristic diagram and (b) reciprocating linear voltage v — s(v) characteristic diagram.

The segmentation data is required to select an appropriate single-sided Play operator according to
its approximate hysteresis characteristics or according to the concavity and convexity. In most cases,
the condition for selecting the single-sided Play operator satisfies s’(v) < 0 or s’(v) > 0,where s’ (v) is
the differential coefficient of s(v). If there are still some cases where the segmentation data satisfies
both the abovementioned conditions at the same time, then it needs to be divided by the segmentation
marker point at s’(v) = 0, which is defined as a type Il mark point. The v —s(v) diagram obtained
from the experimental data is not derivable, and the maximum or minimum value can be used as the
type Il mark point. In the single-ring linear voltage hysteresis v — s(v) diagram shown in Figure 12a,
one type II mark point is found, and a total of two segmentation mark points divide the curve into
three segments. The reciprocating linear voltage hysteresis characteristic v — s(v) diagram shown in
Figure 12b finds one type II mark point, and the total number of segments is 7. Eventually, each
segment selects a single-sided Play operator by characteristics.
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Figure 12. Type Il mark point associated with s’(v): (a) single-ring linear voltage v — s(v) diagram and
(b) reciprocating linear voltage v — s(v) diagram.

The placement of the segmentation points is special because they participate in the modeling in
both the segments that are divided by themselves. As shown in Figure 13a, the two segmentation
points participate in the fitting of the three segments. The MSPI model with single-ring linear voltage
hysteresis has good connectivity at the segmentation point. Figure 13b amplifies the MSPI model at
one of the mark-segmented points.
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Figure 13. The mark-segemented Prandtl-Ishlinskii (MSPI) model: (a) modeling of single-ring linear
voltage hysteresis; (b) modeling diagram (a) of partial amplification; (c) modeling of reciprocating
linear voltage hysteresis characteristics; (d) modeling diagram (c) of partial amplification.
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Similarly, the five segmentation points of the MSPI model of the reciprocating linear voltage
shown in Figure 13c participate in the fitting of the six segments. The hysteresis inner-loop MSPI model
of the reciprocating linear voltage is enlarged and shown in Figure 13d. The inner-loop hysteresis
characteristic can hence be accurately described.

During the modeling process, the slope of the MSPI model at the end is often larger than the
tangent slope of the hysteresis rate that is caused by the forced zeroing of the end of the Play operator.
This problem can be solved by ignoring the self-property of the superposition end, and by adding end
segmentation and modeling according to its specific hysteresis characteristics.

3.4. Inverse Control

The MSPI model obtains an accurate approximation of the voltage-displacement correspondence.
In order to achieve accurate compensation of the linear displacement, the displacement-voltage
correspondence of the MSPI inverse model is used as a feedforward control. According to the
compensation control principle [31], the MSPI inverse model is the inverse function of the hysteresis
characteristic curve, as shown in Figure 14.

Pl
X Inverse v Piezoelectric y
—*| Compensation Actuator !

Figure 14. Hysteresis compensation control system diagram.

The classical PI model has an analytical inverse. The MSPI model is composed of separate PI
models, so the inverse model equation is consistent with the PI inverse model. The equation is:

n
P~ p(k)] = 05 p(k) + L 0] -xi(k) = 05 p(k)+
. = an
421 0 - max{p(k) - 7/, min[p(k) + /, x;(k - 1)]}
f
where P~1[p(k)] is the output corresponding to the PI inverse model operator input p(k). Here, x;(k) is
the output of the ith operator, 6 = GLO. The threshold and weight coefficient of the inverse model are:

i
=Y O (ri=m) i=1,2, (12)
h=1

o =-— o : i=1,2-,n-1 (13)

i i i-1
(90+ Y eh)(90+ Y eh)
h=1 h=1

Figure 15 is an MSPI inverse model corresponding to Figure 13a,c. It can be seen that the MSPI
inverse model has ideal connectivity between the segments.
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Figure 15. The MSPI inverse models: (a) single-ring linear voltage hysteresis inverse model and
(b) reciprocating linear voltage hysteresis inverse model.

4. Results

This section presents the experimental results of this study. In the first part of this section, the two
typical examples of the MSPI model presented in the third section of this study, namely the single-ring
linear voltage hysteresis and the reciprocating linear voltage hysteresis, whose compensation control
voltages are obtained by the inverse models, are verified and the errors are analyzed. The second part
of this section carries out two verification experiments. One of them studies the effects of different
frequency voltages on the MSPI model. The other one tests the MSPI model for another type of
nanopositioning stage and observes the modeling effect. All of the above experiments demonstrate the
contribution of the MSPI model to improving the nanopositioning accuracy of the stage.

4.1. Compensation Results

In order to verify the compensation control effect of the MSPI inverse model, the following
experiment was performed on the experimental system from Figure 3, with the inverse model as
an input:

(1) Adjust the laser interferometer. Connect computer, controller, and laser interferometer. The
related software is turned on and waits for the measurements.

(2) Use the controller-related software to load the control voltage in the inverse model. Experiment
11is carried out according to the voltage obtained by inverse model of Figure 15a, and the displacement
is measured and recorded by the laser interferometer.

(3) Perform the experiment according to the voltage obtained by the inverse model in Figure 15b.
Measure and record the displacement data by the laser interferometer. The interval should be the same
as (2).

(4) Take several measurements.

(5) Check the equipment and turn it off. Process the experimental data.

Figure 16a is the measured single-ring linear voltage hysteresis feature compensation effect, while
Figure 16b is the hysteresis compensation effect of the classical PI inverse model. The mean absolute
deviation can be expressed as:

n
e= lZ(Eu_wu) (14)
nH71

where 11 is data quantity, ¢, are expected results, and w, are experimental results. Hence, the mean
absolute deviation of the classical PI inverse model compensation control is 190.2 nm, the mean absolute
deviation of the MSPI inverse model compensation control is 35.0 nm, and the nanopositioning accuracy
is improved by 81.6%.
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Figure 16. Single-ring linear voltage hysteresis compensation control effects: (a) classical
Prandtl-Ishlinskii (PI) inverse model compensation and (b) MSPI inverse model compensation.

The reciprocating linear voltage hysteresis feature compensation effect is shown in Figure 17.
The MSPI model in Figure 13c describes the hysteresis characteristics significantly better than the
classical PI model description in Figure 7b; hence, the comparison is not made here. The mean absolute
deviation of the MSPI inverse model compensation control of reciprocating linear hysteresis is 19.7 nm,
and the positioning error is only 0.42%.

Displacement/um
=

0 20 40 60 80 100 120 140 160
Voltage/V

Figure 17. Reciprocating linear voltage hysteresis compensation control effect.

As predicted, the MSPI model is still flawed in its description of the end curve. Therefore,
whether it is the reciprocating linear voltage hysteresis MSPI inverse model or the single-ring linear
voltage hysteresis MSPI inverse model, the most significant error for both models is at the end of the
compensation result. Accuracy can be improved without the end error or with additional segmentation
modeling at the end.

In addition, in the two given examples, the MSPI model has more advantages when solving
reciprocating linear voltage hysteresis compensation. Compared with the single-ring linear voltage
hysteresis MSPI inverse model, the reciprocating linear voltage hysteresis MSPI inverse model has
more marks and more segments, and hence the accuracy is improved by 43.7%.

4.2. Verification Tests

In order to study whether the change of the voltage frequency affects the application of the MSPI
model, verification experiment 1 is carried out to observe the hysteresis characteristics.

For example, it is observed that for single-ring linear voltage, the elongation speed of the
piezoelectric ceramic displacement is a negative value and the shrinkage speed is a positive value. The
amplitude of the triangular wave voltage is set to be the same as the amplitude of Figure 4a, which
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is 150V. Three sets of the speed time diagrams can be obtained by changing the voltage frequency.
According to the period—frequency relationship T = 1, the smaller the frequency is, the longer the
triangular wave voltage period. The appropriate and easily observed frequency control period time is
between 1 and 5s.

Figure 18 shows the speed time diagrams of 1.0 Hz, 0.4 Hz, and 0.2 Hz voltage frequencies.

20
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X type | mark point
3 type Il mark point

_20 C 1 1 1
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Time(s)
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¥ type Il mark point
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Time(s)

X type | mark point
X type Il mark point

(o)

3 4 5
Time(s)

Figure 18. Characteristics of displacement velocity at different frequencies: (a) amplitude 150 V,
frequency 1.0 Hz; (b) amplitude 150 V, frequency 0.4 Hz; (c) amplitude 150 V, frequency 0.2 Hz.
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Although the output speeds are different at different frequencies and the maximum displacement
time is shortened as the frequency increases, the same variation characteristics are maintained. If the
speed is taken as an absolute value, the speed-time diagrams can find a similar relationship as with
the v — s(v) diagram. Both the type I mark points and the type Il mark points have been identified on
the map in the same color as the v — s(v) diagram.

The hysteresis characteristic of the reciprocating linear voltage is the same. It can be seen that the
different voltage frequencies exhibit the same regularity for hysteresis characteristics, and thus the
MSPI model is still effective.

Verification experiment 2 is then carried out. The MSPI model for another type of nanopositioning
stage is used to observe the modeling effect.

The equipment is adjusted and connected according to the experimental steps in Section 2.2. The
triangular wave voltages of 20 V and 15 V amplitudes are loaded as the reciprocating linear voltage
inputs. The experimental data are measured and recorded for every 0.5 V.

Figure 19 shows the hysteresis characteristics of the experimental measurements and the modeling
comparison between the classical PI model and MSPI model. The MSPI model has a higher
description accuracy, which repeatedly proves that the MSPI model can be applied to different
hysteresis characteristics.
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Figure 19. Comparison of the experimental measurements: (a) the classical PI model and (b) the
MSPI model.

5. Conclusions

The MSPI model effectively solves the problem of low description accuracy of reciprocating
linear voltage hysteresis of the classical PI model. In this paper, the experimental data can be used to
find the hysteresis regulation when the hysteresis rate tangent is defined. With a defined segmented
basis, the slope characteristics are analyzed to propose a mark-segmented point, which carries out a
theoretical solution to segmented modeling. It has been verified that the further segmented modeling
can not only compensate for the nonlinear characteristics of the external hysteresis loop under various
linear voltages, but can also effectively identify the segmentation of features generated by the intrinsic
microscopic mechanism.

The MSPI model hysteresis compensation method does not introduce a new operator. The
hysteresis characteristic parameters are completely based on the experimental data. The two types of
mark-segmented point recognition methods are simple and evident. Hence, the segmented basis makes
the MSPI model reliable. The model construction is easy to implement as well. This paper also provides
sufficient theoretical preparation for further study of the more complex hysteresis characteristics of the
nanopositioning stage under the nonlinear voltage.
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Abstract: A piezoelectric actuator using a lever mechanism is designed, fabricated, and tested
with the aim of accomplishing long-travel precision linear driving based on the stick-slip principle.
The proposed actuator mainly consists of a stator, an adjustment mechanism, a preload mechanism,
a base, and a linear guide. The stator design, comprising a piezoelectric stack and a lever mechanism
with a long hinge used to increase the displacement of the driving foot, is described. A simplified
model of the stator is created. Its design parameters are determined by an analytical model and
confirmed using the finite element method. In a series of experiments, a laser displacement sensor is
employed to measure the displacement responses of the actuator under the application of different
driving signals. The experiment results demonstrate that the velocity of the actuator rises from
0.05 mm/s to 1.8 mm/s with the frequency increasing from 30 Hz to 150 Hz and the voltage increasing
from 30 V to 150 V. Itis shown that the minimum step distance of the actuator is 0.875 um. The proposed
actuator features large stroke, a simple structure, fast response, and high resolution.

Keywords: piezoelectric actuator; lever mechanism; analytical model; stick-slip frication

1. Introduction

Though the piezoelectric effect was discovered more than a century ago, research on piezoelectric is
still ongoing [1-5] and attracts attention in many areas [6-10]. One of the areas is actuation. Because of
their advantages of simple structure, flexible design, high resolution, and low power consumption,
many piezoelectric actuators have been developed [11-14]. Actuators can be classified by vibration state
into the resonant type and the non-resonant type. The resonant type is the traditional one and is also
called the ultrasonic motor. This type is already widely used in precision positioning, nanotechnology,
and biomechanics, among other things [15-19]. The main drawback of this type of actuator is that
the motion of the motor could be unstable as the system must work under resonance state, which is
used to amplify the displacement of the driving element. Non-resonant piezoelectric actuators utilize a
piezoelectric stack as the core driving element. Compared to the former type, they would produce
enough deformation under the non-resonant state [20,21]. Therefore, the non-resonant actuator can
operate more stably and will achieve large stroke and high resolution at the same time.

Non-resonant piezoelectric actuators can be classified into several types, among which the
inchworm actuator and the inertial actuator are two important categories. The inchworm motor
is a kind of bionic motor with the advantages of a strong loading capacity and high precision
accuracy [22-24]. This type of device usually has the limitation of having a complex structure, which is
difficult to assemble. In addition, the inchworm type usually requires two or three piezoelectric stacks
for operation. The inertial actuator based on the inertial driving principle (stick-slip principle) often has
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a high pushing force [25-27]. In recent years, many inertia actuators with different mechanisms have
been reported. Most inertia actuators are based on the friction drive principle [28-30]. Multilayered
piezoelectric stacks (PZTs) are used to increase the amplitude of the mover displacement, and the
actuators often have low operation speed because a low input voltage is used [31]. There are also
reports presenting piezoelectric actuators that are designed with a flexure mechanism. The flexure
mechanisms set in the actuators are not only the connecting joints to implement high precision motion,
but also the amplification mechanism of the system. This type of actuator operates with the flexure
mechanism to amplify the displacement of the stator per period, which increases the output speed
of the mover. Significant efforts have been applied to design and analyze the flexure mechanisms
in the actuators. For instance, Meng et al. proposed an approach for analyzing displacement and
stiffness characteristics of flexure-based proportion compliant mechanisms based on the principle
of virtual work and a rigid body model. The compliant mechanism was designed based on the
numerical model and verified via finite element analysis [32]. Tian et al. utilized lever mechanisms to
enlarge the working range of a five-bar compliant micro-manipulator. Numerical simulations based on
linearization of trigonometric functions and a constant jacobian matrix were carried out to investigate
the performance of the system. The experiment results showed that the lever mechanisms can provide
the function for displacement amplification [33]. Although the above mentioned methodology can
improve both the position accuracy and output displacement of the actuators, it cannot fulfill the
requirements of long-stroke applications.

In previous studies, long-travel precision motions have been achieved by setting two or more
perpendicular piezoelectric units. Simu et al. introduced dynamic and quasi-static motion mechanisms
used in a miniature piezoceramic drive unit. The actuator consisted of six piezoelectric stacks [34].
Chen et al. proposed a piezoelectric actuators based on two groups of orthogonal structures using
the friction drive principle. The experimental results indicated that the actuator can stably operate
within the scope of 350 to 750 Hz when the step size is about 3.1 um [35]. Jalili et al. proposed an
actuator based on the friction drive principle with two perpendicular vibratory piezoelectric units.
Experiment results showed that the maximum mean velocity was about 5.5 mm/sec, and the length of
the each step was about 275 nm [36]. In these studies, the vibration of the piezoelectric stacks caused
rectangular or elliptical motions at the top of the driving feet. As the driving feet are in contact with
the linear guide by appropriate preload force, the micro-vibration at the top of the driving foot is
transformed into the macro-linear motion of the guide. Although these actuators have high resolution
and fast response, the structure and control mechanisms are complex. Dynamic errors will be caused
by non-synchronized driving signals. A novel piezoelectric is proposed in this paper. Based on the
mass spring damping system and the Karnopp friction model [37], theoretical analysis is carried out
in the frequency domain, and the motion curve of the actuator is obtained. Simulation is carried
out in ANSYS (version 18, Canonsburg, PA, USA) to verify the dynamic analysis results. Then the
parameters of the flexure hinge are optimized by combining the results of numerical simulation and
finite element simulation. Finally, the accuracy of the theoretical model is verified by experiments,
and the characteristics of the prototype are tested.

2. Design of the Actuator

2.1. Structure of the Actuator

As shown in Figure 1, a novel stick-slip piezoelectric actuator with a lever mechanism is proposed
in this paper. It is comprised of a stator, an adjustment mechanism, a preload mechanism, a base, and a
linear guide. As the vibration source of the actuator, a piezoelectric stack is set in the frame structure
of the stator preloading by a long flexure hinge. The piezoelectric stack used is a PK4FQP1 from
Thorlabs (Newton, NJ, USA). The use of a long flexure hinge has the twin functions of pre-tightening
the piezoelectric stack and linking the rigid body. Since the width of the ring in the long flexure hinge
is smaller than its outer radius, the hinge flexes more smoothly. Thus, the displacement produced from
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the piezoelectric stack will deliver to the driving foot with little error. The frame structure of the stator
is designed and set on a small guide to adjust the distance between the stator and the linear guide.
The preload mechanism consists of a preload spring and a preload screw mechanism to keep the stator
and the linear guide in a proper contact state. When the actuator is at work, the application of an
appropriate driving signal to the piezoelectric stack causes the guide to perform precision linear motion.

/Guide(mover)

Stator

Preload
Spring

Preload
Adjustment

Base Mechanism

Adjustment
Slider

Figure 1. Structure of the stick-slip piezoelectric actuator.
2.2. Working Principle

The proposed stick-slip piezoelectric actuator utilizes the inertia effect to output linear motion.
The input signal applied to the piezoelectric stack is shown in Figure 2. Figure 3 illustrates the working
state of the stator in a full period.

The working principle of the actuator is performed by the sequence of a stick-phase and a
slip-phase. Figures 2 and 3 reveal that when a sawtooth wave is applied to the piezoelectric stack,
the inertial skew lines can be produced at the driving foot of the stator. In one period, the proposed
actuator is operated as follows: When the sawtooth wave, shown in Figure 2a, is applied to the
piezoelectric stack, the piezoelectric stack extends slowly in the voltage up phase (a-b-c in Figure 3,
stick-phase). Due to the driving foot being tightly clamped to the mover with the preload force,
it pushes the mover to move a distance in the —x direction through static friction force. Then, in the
voltage down phase, the piezoelectric stack quickly contracts to its initial length and drives the foot
back rapidly to the initial position. In this moment, the mover moves along the —x direction because of
its inertia (c-a in Figure 3, slip-phase). By applying the signal in Figure 2b, the movement direction of
the mover will change.

U

Uo ¥ .
n\i 0\
i\ i\

) [ N4

to 'T 2T
U (a)} !
| |
Uy | i
| K :

1 | Lt

ty 'T 127

(b)

Figure 2. Input signal applied on the piezoelectric stack. (a) sawtooth signal with the voltage of slow
rise and fast fall; (b). sawtooth signal with the voltage of fast rise and slow fall.

115



Micromachines 2019, 10, 863

| i

/

M
over Extend
a slowly b
Shorten< ;
Stator  Piezoelect quickly c

ric stack

Figure 3. Working principle of the actuator.
2.3. Design and Analysis

The characteristics of the stator determine the motion performance of the actuator. To design and

analyze the proposed actuator, modeling analysis is used in this paper. The structure of the stator is
shown in Figure 4.

Preload Long Flexure  pyjying Foot
Screw hinge —
Frame
lj — Structure
O\
| | | | | | | Mounting
O/ Hole
Semi-circle }>iezoelectric
flexure hinge Stack

Figure 4. Structure of the stator.

Figure 5 shows the simplified model of the stator. L is the length of the structure, W is the width,
h is the distance from the bottom of the structure to the location of the piezoelectric stack, C is the
driving foot, and k; and k; represent the stiffness of the long hinge structure and the flexure hinge in
the frame structure, respectively. When the stator works, the input signal applied on the piezoelectric
can be written as:

Yo k1), t—kT <ty (k=0,1,2,...)
Wt =3 7" u B €y
O—TTtO(t—kT—to), t—kT>t0(k70,1,2,...)

where Uy is the maximum voltage of the input signal, f; is the time of the peak point, and T is the cycle
time. The output force of the piezoelectric stack is:

Fp = nd33up(t)kp. (2)
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Figure 5. Simplified model of the stator.

The simplified models of the long flexure hinge and the semi-circular flexure hinge are shown
in Figures 6 and 7. Dimension parameters of the long flexure hinge are shown in Figure 7. The long
flexure hinge consists of three circular structures and four short beams. According to the knowledge of
material mechanics, the equivalent tensile rigidity of the circular structure is:

Eb' (R-7)°
k| = ———— 3
= ©
thickness b’
Figure 6. Simplified model of the long flexure hinge.
y
) iy x
bV w
M. thickness b
z
Figure 7. Simplified model of the semi-circular flexure hinge.
The equivalent tensile rigidity of the short beam is:
kip = Eb't' /1. 4
It can be assumed that:
ik
1= T ®)

Another flexure hinge is set in the frame structure, as shown in Figure 7. Take out the small part,
whose size is b X a X du in the central part. The central angle is § and the equations to describe small
part can be written as:

a=t+r,(1-cosp) (6)
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du = ry, cos Bdp. 7)

When applying moment, M., on the z axis and producing rotate angle, da, it can be expressed as:

M;
da, = Elzdu (8)
where I, is the inertia moment to the z axis:
ba®
L = —. 9
L= ©)

It can be shown that the equivalent stiffness of the semi-circular flexure hinge is [38]:

M, 3 cosf
ko = — = Eb/(12r, f —dp). (10)
2= (12ry | (%h+1_cosﬁ)3 B)

NI

Based on the stator analysis above, the whole movement between the stator and the mover is
under consideration. Figure 8 shows the dynamic model of the actuator.

Figure 8. Dynamic model of the actuator.

A dynamic stiffness-damping model of the proposed actuator is established, as shown in Figure 8.
The transverse force condition in the dynamic model is shown in Figure 9, where k; is the stiffness of the
piezoelectric stack, Cp is the damping coefficient of the piezoelectric stack, C; is the damping coefficient
of the stator structure, F, is the internal force of the piezoelectric stack, the stator structure, f, is the friction
force, and ms, mg, and my, are the mass of the stator structure, piezoelectric, and guide, respectively.

Figure 9. Transverse force conditions in the dynamic model.
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The vibration equations can be written as:

ny Cp ky F,-F,
[ me ([ #5) 2O) O |+] G [0 21 k) |+] ktk [ 26 x() x(®) | = l Fo-f ] 11
g 0 f
Then the following equation can be derived:
(mp +ms)x(t) + (Cp + Cs)x(t) + (kp + k1 + k2)x(t) = Fp — f. (12)

According to the references, the friction force, f, can be ignored when comparing with the output
force, F, [39], and the input voltage of the piezoelectric stack can be obtained as follows:

Uy (s) — 1
Up(s) ™ RCs+1

(13)

where R is the resistance of the driving circuit, C is the capacitance of the piezoelectric stack, kg is the
amplification ratio of the input voltage for the piezoelectric stack, and Uj is the initial input voltage.
The following equation for the relationship between X(s) and Uy(s) is derived by Laplace transform:

X(s) nd33kpkump

= . 14
Up(s)  (RCs+1)[(mp +ms)s? + (Cp+ Cs)s + (ky + k1 + ko)) (14)
When it comes to the lever mechanism in the stator, the rotate angle is:
x(t)
0= I (15)
Displacement of the driving foot can be written as:
x(Hw
relt) = 2 (16)
x(t)L
el = 2L 7

The longitudinal force condition in the dynamic model is shown in Figure 10, where ky and Cy are
the stiffness and the damping coefficients of the stator structure in the y direction and Fy is the preload
force from the preload mechanism. The vertical force acting on the guide can be written as:

N = Fn +kyy(t) + Cyy(t). (18)

mytmg

bt

FN?

Figure 10. Longitudinal force condition in the dynamic model.
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The friction force according to stick-slip can be obtained by applying the Karnopp model [37].
In this model, the friction coefficients are determined from guide velocity, x¢, and the relative velocity,
v, which can be derived from:
v =X —Xg. (19)
The different cases of friction are described as:
My ~+Mis . .
f= Wystgn(xg), v, < 6| (stick) (20)
f = wNsgn(xg), v, > 6v|(slip)

where, i is the kinetic friction coefficient and 6v is the small velocity bound.

The design objective of the stator is to maximize the output displacement of the contact point
when it simultaneously meets the requirements of stiffness. The design parameters include the inner
diameter, r, and width, ¢, of the long flexure hinge and the diameter, 7, of the semi-circular flexure
hinge. MATLAB/Simulink (version R2016a) is used to analyze the motion characteristics, and the
simulation results for the actuator are shown in Figure 11. It can be illustrated that the output velocity
of the actuator is 1.45 mm/s when a sawtooth signal of 100 V and 100 Hz is applied.

0.0030 . ; ; . . . . . — 0.00025
—e— Velocity
§ | = Displacement
000257 0.00020
00020 T
3 F0.00015 =
E [=4
< 0.0015+ g
2 @
3 -0.00010 &
< 00010 3
fa}
0.00005
0.0005 |
0.0000 4 0.00000

T T T T T T T
-0.02 000 002 004 006 008 010 012 014 0.16
Time (s)

Figure 11. Simulation results of the actuator by MATLAB/Simulink.

According to the analogue simulation, the relationships between the design parameters and the
output displacement of the driving foot in the x direction are obtained, as shown in Figure 12.
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Figure 12. Relationships between the displacement of the driving foot versus the diameter of the
long flexure hinge and semi-circular flexure hinge. (a) Inner diameter, r, and width, ¢, of the long
flexure hinge versus the displacement of the driving foot. (b)Width, ¢, of the long flexure hinge versus
the displacement of the driving foot. (c) Diameter, 1, of the semi-circular flexure hinge versus the
displacement of the driving foot.
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The finite element method (FEM) of the piezoelectric actuator was performed to calculate the
dynamic characteristics of the actuator when the sawtooth signal was applied. The FEM model was
made up of a stator structure, a guide, and a piezoelectric stack, as shown in Figure 13. The right
part of the stator was rigidly clamped. The mechanical boundary conditions of the model relate to
the holding conditions used in the tests. SOLID 95 elements were used to mesh the stator parts while
SOLID 98 elements were used to mesh the piezoelectric stack. The model contains 14,598 elements.
The stator was made from stainless steel while the piezoelectric stack was made from piezo ceramic.
Polarization was aligned in the x direction.

e
0.000 0.030 (m) X
[ —

Figure 13. Finite element method (FEM) model.

Modal frequency analysis was first performed to obtain the resonant frequency. Figure 14 shows
that the first vibration mode of the stator has a 1223.3 Hz natural frequency. Since the proposed
piezoelectric actuator runs on the non-resonant frequency, the working frequency of the system would
be less than the resonant frequency.

.
0.000 0.020 (m) L X
—

0.010

Figure 14. First resonant mode of the stator.

Transient dynamic analysis was carried out next, to calculate the displacement and steady state of
the actuator. When a sawtooth voltage signal of 100 Hz and 100 V was applied to the piezoelectric stack,
the end of the piezoelectric stack had a displacement of about 10 um. The output displacement of the
driving foot in the x direction was 14.23 pum, as shown in Figure 15. At the same time, the displacement
of the guide was obtained, as shown in Figure 16. It was seen that the output velocity of the actuator
was 1.4 mm/s.
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Figure 15. The output displacement of the driving foot.
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Figure 16. FEM dynamic analysis results.

The FEM analysis results illustrated that the proposed piezoelectric actuator achieved high
displacement and response time when a sawtooth voltage signal with low frequency was applied.
Considering the simulation results, the stiffness requirement, and the size of the piezoelectric stack,
the parameters were determined (r =5,t =1, 1, = 0.5).

With the adjustment of the size of the long flexure hinge and the semi-circular flexure hinge,
the resolution of the actuator can be changed to adapt to different applications. The lever amplification
mechanism can increase the change rate of displacement under different voltage signals.

3. Experiments and Results

Figure 17 shows the established experiment system. Figure 18 shows the prototype of the stick-slip
piezoelectric actuator.
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Figure 18. Prototype of the stick-slip piezoelectric actuator.

3.1. Vibration Test of the Stator

To evaluate the effect of amplification, the displacement of the stator driving foot was tested with
the help of a laser displacement sensor (KEYENCE LK-HD500). In the test, a sine wave signal with
a voltage of 100 V and a frequency of 50 Hz was applied as the driving signal. Figure 19 shows the
results of the displacement response measurement of the stator. According to the results, it can be seen
that the average amplitude of the driving foot along the x direction and y direction was 16.5 pum and

22.3 um, respectively, when the elongation of the piezoelectric stack was 11.5 um.
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Figure 19. Vibration test of the driving foot. (a) Amplitude of the x direction. (b) Amplitude of the

y direction.
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The theoretical magnification, m;, and the experimental magnification, m,, of the x direction can
be obtained from:

1423

e R Y 21

mig 10 3 ( )
16,5

— 222 1434 2

Me =115 3 22)

Obviously, the experimental and theoretical results agree with each other.

3.2. Performance Test

By utilizing a signal generator and power amplification to apply the sawtooth wave signal with
different frequency and voltage on the piezoelectric stack, the relationships between the moving velocity
and the driving frequency at different driving voltages were obtained and are shown in Figure 20.
The results indicate that the velocity of the actuator has a linear relationship with the frequency of the
driving signal under different voltages. The errors come from assembly errors and the uneven contact
surface between the mover and the stator.

2.0

Velocity (mm/5)

0.5F

0.0 T L L L L L
20 40 60 80 100 120 140 160

Frequency (Hz)

Figure 20. Velocity of the actuator versus the frequency by different voltage.

A driving signal with an input voltage of 100 V and frequency of 100 Hz was sent to the actuator,
and the on-off characteristic curve of velocity and displacement was obtained, as shown in Figure 21.
Tt illustrates that the velocity of the actuator is 1.2 mm/s in the stable state, and the response time of
startup and shutdown is tens of milliseconds.
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Figure 21. On-off operation characteristics of the actuator.

When the experiment results are compared to the theoretical and FEM results, the motion
displacement is slightly smaller than that from the analog results, as shown in Figure 22. Due to
manufacture and assembly errors, a difference would exist.
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Figure 22. The comparison of theoretical, FEM, and the experiment results.

3.3. Resolution Test

To measure the step distance of an actuator with a low voltage signal, a periodic pulse sawtooth
wave signal was used. The experiment results are shown in Figure 23 and indicate that when the
voltage of the signal is 30 V, 20 V, and 10V, the step distance of the actuator is about 3.33 um, 1.75 pum,
and 0.875 um, respectively. When the voltage of the input signal continues to reduce, there is no clear
step distance. This is because the smaller step distance is about the same order of magnitude as the
background noise. On the other hand, the movement distance of the mover in the driving phase is not
much larger than the possible distance of back off in the return phase.
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4. Conclusions

A novel stick-slip piezoelectric actuator with a lever mechanism was designed, fabricated,
and tested in this research. A lever mechanism set in the stator was employed to increase the
displacement of the actuator by amplifying the displacement of the driving foot. Subsequently, a long
flexure hinge was used to pre-tighten the piezoelectric stack and eliminate the lateral offset error of the
frame structure in the stator. Based on the modeling analysis and FEM analysis, the working principle
was introduced, and the parameters of the stator were designed to meet the requirements. After the
fabrication of a prototype, a vibration test of the stator and a performance test were conducted to
validate the theoretical results. When a sawtooth wave with a voltage of 150 V and a frequency of
150 Hz was applied, the maximum velocity of the actuator was 1.8 mm/s. The actuator could obtained
the minimum step distance of 0.875 um from the resolution test. The results have confirmed that
the design of the frame structure with a lever mechanism ensures that the actuator can undertake
long-travel, fast response, and high precision linear motion.
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Nomenclature

Uy Initial voltage

T Cycle time

L Length of the structure

w Width of the structure

h Distance from bottom of the structure to the location of piezoelectric stack
kq Stiffness of the long hinge

ko Stiffness of the flexure hinge

Fy Output force of the piezoelectric stack

ds3 Piezoelectric coefficient of the piezoelectric stack

Up Input voltage

ky Stiffness of the piezoelectric stack

k11 Equivalent tensile rigidity of the circle structure in the long hinge
k1p Equivalent tensile rigidity of short beam in the long hinge

E Young’s modulus

x Displacement of the stator

xg Displacement of the guide

Cs Damping coefficients of the stator structure

Cp Damping coefficients of the piezoelectric stack

Fa Internal force of the piezoelectric stack and the stator structure
f Friction force

ms Mass of the stator structure

mg Mass of the guide

mp Mass of the piezoelectric stack

R Resistance of the driving circuit

C Capacitance of the piezoelectric stack

Kamp Amplification ratio of input voltage for the piezoelectric stack
ky Stiffness of the stator structure in the y direction

Cy Damping coefficients of the stator structure in the y direction
Fn Preload force from preload mechanism
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N Vertical force acting on the guide

Uy Relative velocity

Uk Kinetic friction coefficient

ov Small velocity bound

r Inner diameter of the long flexure hinge

t Width of the long flexure hinge

I Diameter of the semi-circular flexure hinge
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Abstract: In order to solve the problem of continuous and stable power supply for vehicle sensors, a
resonant cavity piezoelectric energy harvester driven by driving wind pressure was designed. The
harvester has an effective working range of wind speed. According to the energy conservation law,
the cut-in (initial) wind speed of the harvester was solved. The pressure distribution law of the elastic
beam in the flow field was studied by the Fluent software package, and the results were loaded
into a finite element model with a method of partition loading. The relationship between the wind
speed and the maximum principal stress of the piezoelectric cantilever beam was analyzed, and the
critical stress method was used to study the cut-out wind speed of the energy harvester. The results
show that the cut-in wind speed of the piezoelectric energy harvester is 5.29 m/s, and the cut-out
wind speed is 24 m/s. Finally, an experiment on the power generation performance of the energy
harvester was carried out. The experimental results show that the cut-in and cut-out wind speeds of
the piezoelectric energy harvester are 5 m/s and 24 m/s, respectively, and the best matching load is 60
kQ). The average output power, generated by the harvester when the driving wind speed is 22 m/s, is
0.145 mW, and the corresponding power density is 1.2 mW/cm?.

Keywords: piezoelectric energy harvester; cut-in wind speed; cut-out wind speed; energy
conservation method; critical stress method

1. Introduction

In order to solve the environmental problems caused by automobile exhaust, some automobile
companies cooperate with the government to implement the new energy “shared car” services in
urban areas, with a maximum speed of no more than 70 km/h. Shared cars have more microsensors
than ordinary fuel vehicles. Currently, microsensors are mainly powered by chemical batteries [1,2].
Chemical batteries have the characteristics of a large volume, low energy density, and short service
life, and they also need to be replaced regularly [3,4]. These features increase the maintenance cost
of shared vehicles. If the renewable energy that exists in the ambition environment can be directly
converted into electricity to power microsensors, this problem can be solved very well [5,6]. The
process of driving a car produces a lot of energy that can be recycled, such as heat energy [7,8], vibration
energy [9-11] and wind energy [12]. Wind-induced vibration energy, which occurs when the car is
driving, can be directly converted into electrical energy [13,14]. In recent years, there has been much
research on wind-induced vibration energy recovery. There are three main types of electromechanical
energy conversions, namely, piezoelectric, electromagnetic, and electrostatic [15,16]. Among them, the
piezoelectric energy collecting device has the advantages of having good system compatibility, a simple
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structure, and a high energy density [17]. This makes piezoelectric energy harvesting a promising
approach to energy recovery.

Researchers have developed many effective miniature wind-capacitor energy harvesting devices
using electromagnetic or piezoelectric principles. The wind energy harvesters are mainly classified
into turbine harvesters [18,19], windmill harvesters [20], reed harvesters [21-27], and other new
structures [28-33]. Florian Herrault et al. [18] designed a microturbine electromagnetic generator. The
four-pole six-turn/pole NdFeB generator exhibits up to 6.6 mW of AC electrical power across a resistive
load at a rotational speed of 392,000 r/min. This milliwatt-scale power generation indicates the feasibility
of such ultra-small machines for low-power applications. Sardini [19] et al. designed a turbo-type
microgenerator to supply energy to the sensor that measures air temperature and speed. When the
wind speed is 9 m/s, the electromagnetic generator matches the resistance of 500 (2, and electric power
with an average power of 45 mW can be obtained. Priya [20] designed a windmill-type piezoelectric
energy harvester with a maximum output power of 7.5 mW when the wind speed is 10 mph and the
matching resistance is 6.7 k(). Tan Y. K. et al. [21] designed a reed-type wind energy recovery device
that uses a PZT (lead zirconate titanate) piezoelectric material to power the wind speed sensor. The
wind energy harvester can start with a cut-in wind speed of 2 m/s and a cut-off wind speed of 7.5 m/s.
When the wind speed is 6.7 m/s and the load is 220 kQ), the maximum output voltage is 8.8 V, and the
maximum output power is 155 uW.

The reed-type wind energy piezoelectric energy harvester can be divided into three types according
to the excitation mode, namely, the resonant cavity type [22-24], blunt body spoiler type [25,26],
and direct excitation type [27]. D. St. Clair et al. [22] proposed a wind-pressure energy-capturing
device based on self-excited airflow oscillation using a single reed and a cavity structure. When the
wind speed is 7.5-12.5 m/s, the wind pressure-capture device can obtain an output power of 0.1 mW to
0.8 mW. They found that the resonant cavity-based piezoelectric energy harvester does not require
any external vibration sources, thus eliminating the bandwidth problems associated with vibratory
energy harvesters. Bibo Amin et al. [23] established an analytical electromechanical model to predict
the response characteristics of a wind-pressure energy-capturing device based on self-excited airflow
oscillation using a single reed and a cavity structure, and the effectiveness of the model was verified
by experiments. In order to improve the vibration response of the wake excitation and increase the
output power, L. A. Weinstein et al. [25] added a fin device at the end of the piezoelectric vibrator to
make the natural frequency close to the vortex a shedding frequency. Song Rujun et al. [26] proposed
a vortex-induced vibration-type piezoelectric energy-trapping device, composed of a piezoelectric
cantilever beam and a terminal cylinder. They established its mathematical model and carried out
experiments. The results show that this piezoelectric energy harvester can obtain the maximum energy
output during vortex-induced resonance.

The wind speed of a piezoelectric energy harvester based on the turbulent vibration of the spoiler
cylinder has a narrow adaptive range, and its natural frequency needs to be matched. However,
the role of the spoiler cylinder is to increase the degree of chaos in the fluid flow field, and it can
increase the pressure of the local fluid. It is not necessary to match the wind speed of the resonant
cavity piezoelectric energy harvester. The amplitude response characteristics of the resonant cavity
piezoelectric energy harvester are as follows: When the wind speed is low, the fluid kinetic energy
cannot overcome the damping of the fluid flowing in the cavity, and the displacement response of
the cantilever beam and voltage output is 0. When the wind speed exceeds a certain threshold, the
cantilever beam produces self-sustaining and finite period oscillates, and as the wind speed increases,
both the amplitude response and the voltage output increase.

In this paper, in order to achieve the purpose of continuous and stable power supply for the
vehicle-mounted sensor on the shared car, the traditional resonant cavity piezoelectric energy harvester
was improved: A Helmholtz resonant cavity was added to the end of the main cavity, and a spoiler
cylinder was added at the entrance of the main cavity. Both the spoiler cylinder and the Helmholtz
resonator increase the gas pressure in the main cavity to improve the energy capture efficiency of the
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harvester. The resonant cavity piezoelectric energy harvester has an effective wind speed range, in
which the piezoelectric energy harvester can work effectively, otherwise the energy harvester will not
work or even be destroyed. In order to discuss whether the harvester can be installed on a shared car,
the effective wind speed range of this harvester has been studied. The energy conservation method
was used to solve the cut-in wind speed (threshold wind speed required to start the harvester), and the
critical stress method was used to solve the cut-out wind speed (maximum wind speed above which
operating could result in harm to the structure) of the energy harvester. Herein, the experimental
research that has been carried out is described in detail.

2. Structure and Working Principle

This piezoelectric energy harvester was designed as a composite reed resonator structure,
consisting of a structural module and two piezoelectric power generation modules, as shown in
Figure 1. The structural module is composed of a main cavity, a spoiler cylinder, a Helmholtz
cavity short tube, and a Helmholtz resonator. The two piezoelectric power generation modules are
symmetrically distributed on the left and right sides of the main cavity, where one end of which is
fixed to the main cavity body, and the other end is free to form an elastic cantilever beam structure.
The spoiler cylinder is fixed at the inlet of the main cavity, and the Helmholtz cavity is fixed at the tail
of the main cavity. The piezoelectric power generation module is composed of a metal substrate and
piezoceramics, and the piezoceramics are attached to the root of the fixed end of the substrate.

l/;)ul

Figure 1. Schematic of the resonant cavity piezoelectric energy harvester: (1) Spoiler cylinder; (2) main
cavity; (3) piezoceramics; (4) substrate; (5) Helmholtz cavity short tube; (6) Helmholtz resonator cavity.

When the car is running, the airflow enters the main cavity of the harvester from the air inlet
of the main cavity (Uj,). The air in the main cavity is compressed, then the pressure is increased,
the cantilever beam is bent and deformed, and the air outlet of the main cavity (Uoyt) is opened. As a
result, the air pressure in the main cavity is reduced, the elastic beam is reset, and the air outlet is closed.
Thus, a repeating process is formed. The piezoelectric cantilever beam is periodically and repeatedly
deformed to generate charges of opposite polarities in cycles on the upper and lower surfaces of the
piezoelectric ceramic sheet. The piezoelectric ceramic sheets and loads form a closed energy output
circuit that outputs electrical energy, thereby converting wind pressure energy into electrical energy.
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3. Research on Cut-in Wind Speed

The piezoelectric energy harvester has an effective wind speed range, and the minimum wind
speed that enables the piezoelectric energy harvester to start capturing energy is called the cut-in wind
speed, which is also called the lower critical wind speed. In this paper, the energy conservation method
is used to solve the cut-in wind speed.

3.1. Energy Conservation Analysis of the Harvester in one Cycle

The airflow enters the piezoelectric energy harvester from the inlet of the main cavity and flows
out from the outlet. In this process, the reduced wind pressure energy is partially consumed by the
piezoelectric damper’s own damping force, and the other part acts on the piezoelectric harvester
converted into electrical energy. Suppose there is a critical wind speed, at which the kinetic energy of
the airflow is just consumed by the damping of the piezoelectric trap itself, so that the piezoelectric trap
cannot capture energy. This critical velocity of the airflow entering the cavity is the cut-in wind speed.

The damping of the piezoelectric energy harvester consists of three parts, namely, the damping of
the material used in the piezoelectric energy harvester (the phenomenon of mechanical energy loss
caused by the friction among the internal grains of the material caused by the action of the trap in
the wind field), the fluid damping generated by the various structures of the piezoelectric energy
harvester after the fluid enters it, and piezoelectric damping produced by piezoelectric ceramic when
piezoelectric cantilever beam vibrates. The material of piezoelectric energy harvester produces little
damping and can be neglected during the research process. When the wind speed acting on the
piezoelectric cantilever beam is equal to the cut-in wind speed, the piezoelectric cantilever beam is not
deformed, and the piezoelectric ceramic piece does not generate electric energy. As such, there is no
piezoelectric damping.

The cut-in wind speed can be obtained by the energy conservation method. When the energy
conservation method is used to calculate the starting wind speed, the work done by the fluid damping
force generated by each part of the structure is equal to the kinetic energy of the fluid entering the
cavity. The damping of the piezoelectric energy harvester mainly includes the fluid damping force
generated by the turbulent cylinder and the fluid damping force generated by the inner surface of
the cavity.

The fluid kinetic energy in one cycle is calculated by Equation (1):

1 1 1
E, = Emvz = EP(AO'UT)’UZ = EponST (@)

where E, is defined as the kinetic energy of the fluid in a cycle, p is defined as the density of the air, Ag
is defined as the inlet area of the main cavity, v is defined as the velocity of the fluid at the entrance of
the harvester, and T is defined as the vibration period of the piezoelectric cantilever.
The work done by the piezoelectric energy harvester structure damping in one cycle is calculated
by Equation (2):
W=W;+ W, (2)

where W is defined as the work done by the structural damping force in a cycle, Wj is defined as the
work done by the fluid damping force generated by the spoiler cylinder in a cycle, W; is defined as
the work done by the fluid damping force generated on the inner surface of the main cavity and the
Helmholtz resonator.
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3.2. Work Done by the Spoiler Damping Force
3.2.1. Theoretical Analysis
The average resistance coefficient of the cylinder unit length is [34]:

Fq
Cy= 3
d 1D (©)

The fluid damping force generated by the spoiler cylinder of length L is:
1 2
Fi=3 pCy4DLv “4)

where C; is defined as the resistance coefficient of the spoiler cylinder (C; is 1.11, according to
the empirical value [34]), and D and L are respectively defined as the diameter and length of the
spoiler cylinder.

The work of the damping force generated by the spoiler cylinder in a cycle is given by Equation (5):

Wy=Fg-x=Fg-0T = %pcdDLzﬁT 5)

where x represents the displacement of the spoiler cylinder relative to the fluid for a cycle.

3.2.2. Simulation Verification of the Value of Resistance Coefficient

The resistance coefficient is a function of the Reynolds number [34]. The Reynolds number is
related to the velocity, so the resistance coefficient is related to the speed.

In order to verify the accuracy of the resistance coefficient selected according to the empirical value
when solving the starting wind speed, the resistance coefficient of the spoiler cylinder is calculated by
the Fluent software package, then compared with the empirical value resistance coefficient selected.
If the error is within +5%, it shows that the resistance coefficient obtained by the empirical value is
reasonable when the energy conservation method is used to calculate the wind speed of the resonant
cavity piezoelectric harvester.

In order to facilitate the study, this paper neglects the influence of the length of the cylinder.
By simplifying the three-dimensional model of the main cavity into two-dimensional model,
the influence of the disturbing cylinder on the model is studied. The simplified model is shown in
Figure 2.

—>|O

Figure 2. Simplified flow field model of the main cavity.

The Kdrman vortex street effect occurs when the fluid passes through a cylinder. At this time,
the shedding frequency of the fluid vortex in the flow channel [35] is:

v
f= Sts_D 6)
where
2|D D2 . D
e=1-—12 1_(6) +arcsm5] (7)
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where S; is the Strouhal number, which indicates the relative relationship between the fluid kinetic
energy and the inherent energy of the system. When the fluid flows over the spoiler cylinder, according
to the calculation formula of Reynolds number, Re = @ (v takes the values of 1-30 m/s; p is air
density; u is hydrodynamic viscosity; D is the diameter of the spoiler cylinder), where the range of Re
is from 336.7 to 10,101.2. It is common practice to assume S; = 0.21 in the sub-critical range, 300 < Re <
1.5 x 10° [36]; ¢ represents the ratio of the area of the arcuate faces on both sides of the cylinder to the
cross-sectional area of the intake passage; ® represents the hydraulic diameter of the inlet.

When the flow field dynamic characteristics of the spoiled cylinder are analyzed, the boundary
conditions are as follows.

1. The flow field calculation domain is based on Navier—Stokes equations (N-S equation) and is
simulated using the realizable k-¢ turbulence model. The flowing medium is ideally air at 20 °C,
with a density of 1.205 kg/m?, and a dynamic viscosity coefficient of 1.7894 x 1075 Pa-s.

2. The inlet and outlet of the model are respectively set as a velocity inlet and a pressure outlet,
and the absolute pressure at the outlet is 1.01 x 10° Pa. The wall is set to a fixed wall with no slip
and an ambient temperature of 20 °C.

3. Inorder to accurately obtain the dynamic characteristics of the fluid in the flow field, the basic
unit size of the flow field is set to 2 mm, and the meshes of the spoiler cylinder and the two side
walls are refined. The number of nodes and grids are 38,383 and 73,990 respectively, and the
average mesh quality is 0.97.

4. In order to refine the transient dynamics analysis results of the Karmdn vortex generated by
the fluid passing through the spoiler cylinder, the time step in the flow field is set to 1/10 of the
detuning period of the spoiler cylinder.

The inlet wind speed is set from 2 m/s to 10 m/s, and the step length is 1 m/s. The remaining
parameters are not changed. Finally, the resistance coefficient of the spoiler can be calculated. The results
from our analysis are shown in Figure 3.
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Figure 3. Relationship between inlet wind speed and resistance coefficient.

It can be seen from Figure 3 that when the inlet wind speed is different, the resistance coefficient
also changes, but the change is not obvious. Therefore, the influence of wind speed on the resistance
coefficient of the turbulent cylinder can be ignored. The average value of the coefficient of resistance of
the turbulent cylinder is 1.07. The error is 3.6% when compared with the empirical value of 1.11, and is
less than 5%, which is within the allowable range. Therefore, it can be verified that the empirical value
of the resistance coefficient selected by the empirical value is reasonable when the energy method is
used to solve the cut-in wind speed.



Micromachines 2019, 10, 842

3.3. Work Done by the Damping Force Generated by the Main Cavity and the Inner Surface of the Helmholtz
Resonator

The friction of the flat wall surface per unit area [34] is calculated by Equation (8):

3
T = 03232 ‘/% @®)

where i represents the air viscosity coefficient.
The fluid damping force produced on the upper and lower surfaces of the inner wall of the main
cavity is calculated by Equation (9) [34]:

Lp 2R
szz(fo Tf~de—2fO qu/Rz—(R—x)zdx) ©)

Equation (8) can be substituted for Equation (9) and then simplified:

Fr= 1.2928,/ypv3(\/L_B-B—§(2R)%) (10)

where Lg and B denote the length and width of the main cavity, respectively, and R denotes the radius
of the spoiler cylinder (2R = D).

Similarly, the fluid damping force generated on the left and right surfaces of the inner wall of the
main cavity is given by Equation (11) [34]:

Lp L3 L3+Ab
Fy, :2(f Tf-hdx—Zf Tf~Ahdx—f T bdx) (11)
0 Ly L3

where h denotes the height of the main cavity; b denotes the width of the substrate; Al denotes the
gap between the main cavity and the substrate in the width direction; Ab denotes the gap between the
main cavity and the substrate in the length direction; L, and L3 denote the distance from the entrance
of the main cavity to the front end and the end of the substrate, respectively.

Then, the fluid damping generated on the inner wall surface of the main cavity can be expressed
by Equation (12):

Fp = 1.2928 \upv3(\JLg - h = 2(yLy — /L3) - Ah = (\JL3 + Ab— +/L3) - b) (12)

Similarly, the fluid damping generated on the inner surface of the Helmholtz resonator at the end
of piezoelectric energy harvester can be calculated by Equation (13):

Fon = 129287 \Jupo®((Ls — YLs) - Ry + (VL5 — VL1) - Ry) (13)

where Ly is defined as the distance from the entrance of the main cavity to the end of the short tube, L5 is
defined as the distance from the entrance of the main cavity to the end of the Helmholtz resonator cavity,
R; is defined as the radius of the short tube, and R; is defined as the radius of the Helmholtz cavity.

3.4. Numerical Calculation of Cut-in Wind Speed

The work done by the fluid damping force of the main cavity in one cycle can be calculated by
Equation (14):
Wy = (Ff+Fy+Fu)-x = (Ff+Fy+Fp) -oT (14)

According to the law of conservation of energy:

Ey=W=W;+W, (15)
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Substituting Equations (1), (5), and (14) into Equation (15), Equation (15) can be converted into
Equation (16):

1
Epon3T =F;- 0T+ (Ff+F + Fp) - oT (16)

Substituting Equations (4), (10), (12), and (13) into Equation (16), the cut-in wind speed can be
obtained by solving Equation (17).

(VL5 -B-3(2R)%) + (VIg-h-2(VI3=L3) - Al — (I3 + Ab

CyDL + 2.5856 \/1pv —-pAp=0 17)
: H ~VL3) -b) + (VL3 = VL5)Ry + (Vs - VI3)R :
The values of the parameters in Equation (17) are shown in Table 1.
Table 1. Initial values of each parameter.
Parameters Values Parameters Values

/Pa-s 1.78 x 1075 Ah/mm 0.5

p/kg/m> 1.225 Ab/mm 6
D/mm 5 Lp/mm 150
B/mm 38 Ly/mm 30
Ry/mm 6 Lz/mm 120
Ry/mm 15 Ly/mm 160
h/mm 23 Ls/mm 175
b/mm 15 - -

Equation (17) can be solved by mathematics software, and the cut-in wind speed of the piezoelectric
energy harvester obtained here was 5.29 m/s.

4. Solution of Wind Cut-off Velocity by Stress Critical Value Method

When the airflow enters the cavity of the piezoelectric harvester, the piezoelectric cantilever beam
arranged on both sides of the cavity will bend and deform. When the piezoelectric cantilever beam can
work normally and is not damaged, the maximum airflow speed that it can withstand is called the
cut-out wind speed, also called the upper critical wind speed. If the inlet wind speed is higher than
this critical wind speed, the cantilever beam or the piezoelectric ceramic piece may break and cause a
failure. On the contrary, if the airflow velocity is lower than the cut-off wind speed, the piezoelectric
cantilever beam will not be destroyed. Therefore, the cut-out wind speed can be obtained by solving
the wind speed at the point of critical stress of the piezoelectric beam.

The piezoelectric module is composed of a substrate and a piezoelectric ceramic piece, both of
which must be able to work normally within the allowable range of allowable stress. The substrate
material used was beryllium bronze, whose strength is 1035 MPa [37]. The piezoelectric ceramic sheet
was PZT-5H, where the tensile strength under the d3; working mode is 75.845 MPa [38]. Taking a
safety factor of 1.3 [39], the allowable stresses for the substrate and the piezoelectric ceramic piece are
796 MPa and 58.345 MPa, respectively. Therefore, it is necessary to ensure that the maximum stress
of the substrate and the piezoelectric piece when the piezoelectric cantilever is in operation does not
exceed their respective allowable stresses.

The Fluent software package was used to analyze the pressure distribution on the elastic beam of
the piezoelectric trap when the airflow acted on the elastic beam in the flow field.

The specific process of fluid simulation was as follows:

1.  Model import and establishment of the flow field: The resonant cavity piezoelectric energy
harvester structure model was modeled by SolidWorks and saved in the IGS format and then
imported into Fluent. The flow field was established according to the size parameters of the
energy harvester. Generally, the flow field size was about 5 to 10 times that of the research object.
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The length, width, and height of the flow field established in this paper was 1000 mm, 400 mm,
and 200 mm, respectively. Finally, the fluid inlet and the fluid outlet were set.

2. Meshing: In this paper, an unstructured tetrahedral mesh was used to divide the flow field, and
the piezoelectric trap was partially refined by a local mesh. The number of nodes was 187,126,
the number of elements was 1,049,576, and the average mesh quality was 0.904.

3. Physical model selection and boundary condition setting: According to the calculation formula
of Re, the Re values at different flow rates were respectively calculated. When Re < 2300, the
physical model was set to laminar flow, and when Re > 2300, it was set to turbulent flow. The most
commonly used turbulence model is the standard k-¢ model. The standard k-¢ model introduces
the fluid kinetic energy equation (k) and the loss rate equation (¢). Finally, the solutions of k and ¢
were obtained, and the values of k and ¢ were used. The fluid viscosity was calculated and the
solution of Reynolds stress was obtained by the Boussinesq hypothesis. However, the standard
k-¢ model has a large error in solving the swirl problem. The RNG k-¢ model is an improved
model of the Realizable k-¢ model. In this paper, the improved RNG k-¢ model was selected for
numerical simulation.

Boundary condition setting: The inlet wind speed was 15 m/s, outlet pressure was the standard
atmospheric pressure, and wall surface was set to no slip. The monitoring was set to monitor the
pressure value of the cantilever beam on both sides of the piezoelectric energy harvester.

4. Initialization calculation and postprocessing: Global initialization was required before starting
the calculation. The initialization method for this article was standard initialization. The initial
pressure was set to the standard atmospheric pressure. Here, the postprocessing mainly extracts
and collates the pressure data of the cantilever beams on both sides.

The pressure distribution of each node on the inner surface of the substrate in the wind field was
extracted from the analysis results. The pressure distribution law is shown in Figure 4, where the x-axis
is the length of the substrate, with a range of 30-120 mm, the y-axis is the width of the substrate, with a
range from —7.5 mm to 7.5 mm, and the z-axis is the pressure value, with a range from 0 Pa to 150 Pa.

As can be seen from Figure 4, the pressure in the x-direction was increased first and then decreased,
but the change was small. When the y-coordinate range was from —7.5 mm to —2.5 mm, the pressure
increased linearly with the increase of the y-coordinate value. When the y-coordinate range was from
—2.5 mm to 2.5 mm, the pressure did not obviously change with the increase of the y-coordinate value.
When the y-coordinate range was from 2.5 mm to 7.5 mm, the pressure decreased linearly with the
increase of the y-coordinate value. According to the distribution of wind pressure on the substrate in
the wind field, the substrate can be divided into 12 regions, as shown in Figure 5.
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Figure 4. Distribution of the pressure on the substrate in the wind field.
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Figure 5. Division of substrates.

As shown in Figure 5, the pressure values of regions 4, 5, 6, 7, 8, and 9 are not much different,
and approximate a rectangular area of equal value. The four regions of regions 1, 3, 10, and 12 are
approximately triangular. Regions 2 and 11 are approximately rectangular. For the approximate
isosurface area, a plurality of values may be averaged, and the triangular region can take the
corresponding pressure value at the median line as the average value of the region, and the rectangular
region takes the pressure value at the intermediate symmetry axis as the average value of the region.

The pressure of each region at different wind speeds is obtained by changing the inlet wind
speed. The static analysis of the piezoelectric cantilever beam was performed using the Ansys software
package according to the above loading method. The specific simulation details are described below:

1.  Define element type and material parameters: In this paper, the piezoelectric coupling analysis
of piezoelectric cantilever beam in piezoelectric energy harvester was carried out by ANSYS
14.5. The piezoelectric ceramic sheet element type was the coupling element Solid226, and the
cantilever beam element was the structural element Solid45.

2. Meshing: In this paper, the cantilever beam was meshed by the means of mapping grid method.
We used the glue command to combine the nodes on the contact surface of the piezoelectric piece
with the substrate. The grid element size of the piezoelectric ceramic sheet, the bonded portion of
the substrate, and the piezoelectric ceramic sheet were all set to 0.2 mm. The grid element size of
the substrate root was 0.3 mm, and the grid element size of the other portion of the substrate was
0.6 mm.

3. Boundary conditions: A fixed end constraint was added to the left end of the piezoelectric
cantilever beam. The upper surface node of the piezoelectric ceramic sheet was coupled to the
upper electrode. The lower surface node of the piezoelectric ceramic sheet was coupled to the
lower electrode, and the coupling voltage was set to 0 V.

4. Apply load and solve: The pressure was applied to different regions of the piezoelectric sheet by
the method of partition loading, described above, and then the solution was calculated. After the
calculation was completed, the Mises stress results on the piezoelectric beam were extracted.

After the simulation calculation, since the maximum Mises stress generated on the substrate
did not exceed 200 MPa, which is much smaller than its allowable stress, the relationship between
the maximum Mises stress on the substrate and the wind speed is not listed here. Figure 6 is a
graph showing the relationship between the maximum Mises stress of the piezoelectric piece and the
wind speed.

It can be seen from Figure 6 that the maximum Mises stress value of the piezoelectric piece
increases with the increase of the wind speed. When the wind speed is lower than 5 m/s, the maximum
Mises stress value of the piezoelectric piece approaches 0. When the wind speed is greater than 25
m/s, the maximum Mises stress of the piezoelectric piece exceeds 61.7 MPa, which is greater than the
allowable stress of the piezoelectric piece. When the wind speed is between 24 m/s and 25 m/s, there is
a wind speed value such that the maximum Mises stress of the piezoelectric piece is exactly equal to the
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allowable stress of the piezoelectric piece. In order to ensure the safety of the piezoelectric cantilever
beam structure, the cut-out wind speed of the piezoelectric energy harvester was determined to be
24 m/s. This speed is greater than the maximum speed that a shared car travels in the city, so the
piezoelectric energy harvester installed on the shared car can work properly.
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Figure 6. Relationship between wind speed and Mises stress of piezoelectric piece.
5. Experimental Study

In order to determine the output characteristics of the resonant cavity piezoelectric energy
harvester and verify the correctness of the critical wind speed calculation results, a prototype of the
resonant cavity piezoelectric energy harvester was fabricated, as shown in Figure 7. The thickness of
the piezoelectric piece and substrate were both 0.5 mm, and the remaining dimensions were the same
as in Table 1.

The resonant cavity piezoelectric energy harvester model is mainly composed of wires, a main
cavity, a spoiler cylinder, a bolt, two piezoelectric ceramic pieces, two substrates, and a Helmholtz
resonant cavity. The main cavity, the spoiler cylinder, and the Helmholtz resonator were modeled in
SolidWorks and then processed separately using 3D printing technology, where the material used was
PLA. The left and right sides of the main cavity both have a rectangular groove, with a length of 96 mm
and a width of 16 mm, for fixing the piezoelectric cantilever beams. The material of the substrates used
was beryllium bronze, which was cut by a cutter. The piezoelectric ceramic pieces used the PZT-5H
piezoelectric ceramic pieces produced by the Hebei Hongsheng Acoustic Electronic Equipment Co.,
Ltd. The size of the piezoelectric piece was 10 mm X 15 mm X 0.4 mm. A through-hole was formed at
the entrance of the main cavity and was assembled with the spoiler cylinder. The main cavity has a
round hole at the end was assembled with the Helmholtz cavity. The piezoelectric cantilever beam
was fixed on both sides of the main cavity by M3 bolts. The piezoelectric cantilever beam was made
by bonding the PZT-5H to the substrate by epoxy resin containing copper powder. Two wires were
spot-welded on the positive surface of PZT-5H and the substrate.

The experiment platform, as shown in Figure 8, was constructed. The experimental study on the
output characteristics of the resonant cavity piezoelectric energy harvester was carried out.
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Figure 7. Resonant cavity piezoelectric energy harvester prototype.
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Figure 8. Resonant cavity piezoelectric energy harvester experimental platform.

The equipment used in the experiment were as follows: A blower (LKW315L-4, Shandong Qineng
Ventilator Co., Ltd., Zibo, China), with the maximum adjustment frequency of 50 Hz and a maximum
speed of 1350 r/min, a NI acquisition card (NI-cDAQ-9174, National Instruments, Austin, TX, USA),
an oscilloscope (ADS 1102CAL, Guorui Antai Technology Co., Ltd., Nanjing, China), a frequency
converter (VFD 110B 43A Shanghai Xinyu Automation Equipment Co., Ltd., Shanghai, China), an
anemometer (CTV100, Beijing Oubai Keyi Instrument Co., Ltd. Beijing, China), with a wind speed

measurement range of 0-30 m/s and a sensitivity of 0.1 m/s, and a PC.

Since two piezoelectric cantilever beams were symmetrically mounted on both sides of the
piezoelectric energy harvester, only the vibration of one side piezoelectric cantilever beam was studied.
Figure 9 shows the average open circuit voltage of the piezoelectric energy harvester at different

wind speeds.
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Figure 9. Curve of open circuit voltage with wind speed.

As can be seen from Figure 9, the open circuit voltage of the piezoelectric harvester increases
nonlinearly with the increase of the wind speed. When the wind speed increases from 0 m/s to 5
m/s, the open circuit voltage increases slowly. When the wind speed is greater than 5 m/s, the open
circuit voltage increases rapidly. In the actual experiment, the external small vibration can also cause
the vibration of the energy absorbing device. Considering the influence of the actual factors, the
cut-in wind speed of the piezoelectric energy harvester is 5 m/s. The blower can provide a maximum
wind speed of 25 m/s, and the trap can still operate at this wind speed. However, in the experiment,
it was found that after the harvester worked at a large wind speed for a long time, the piezoelectric
cantilever beam would undergo a slight bending deformation. Therefore, the cut-out wind speed of
the piezoelectric energy harvester should be 24 m/s. The effective wind speed range of the harvester is
1.58 times that of the micropiezoelectric wind energy harvester with a resonant cavity (with an effective
wind speed range of 4-16 m/s), which has a cavity size of 64 mm X 22 mm X 14 mm, with a piezoelectric
beam length of 8 mm and a flexible beam length of 30 mm, as described by Du Zhigang [24].

The power generation performance of a piezoelectric energy harvester needs to be measured by a
load resistor [40,41]. Figure 10 is a plot of output power as a function of load resistance at the wind
speed of 10 m/s.
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Figure 10. Relationship between output power and load resistance at the wind speed of 10 m/s.
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It can be seen from Figure 10 that when the wind speed is 10 m/s, the output power firstly
increases and then decreases with the increase of the load resistance. When the load resistance is
60 kQ, the output power of one side piezoelectric cantilever beam reaches a maximum of 45 uW. In
this experiment, the optimal resistance of the piezoelectric energy harvester was 60 k().

Figure 11 shows the relationship of the output voltage with time at a wind speed of 22 m/s when
the resistance was 60 kQ.
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Figure 11. Variation of output voltage at a wind speed of 22 m/s.

It can be seen from Figure 11 that the peak output voltage of the single-sided piezoelectric
cantilever beam of the piezoelectric energy harvester can reach 9.6 V when the wind speed is 22 m/s,
and the peak output power obtainable at this time is 1.536 mW. The average voltage of one side of the
piezoelectric cantilever beam was 2.0877 V, and the corresponding total power and power density here
were 0.145 mW and 1.2 mW/cm3, respectively.

6. Conclusions

In this paper, a wind-pressure resonant cavity piezoelectric energy harvester was designed, and the
working wind speed range was studied. Experimental analysis of the harvester was carried out and
the following conclusions were obtained:

1. By calculating the work done by the damping generated by the various parts of the harvester in
the flow field, which was set to be equal to the initial kinetic energy of the fluid, the pulsating
wind speed was obtained. The resistance coefficient of the spoiler cylinder was simulated by
the Fluent software package. The results show that the inlet wind speed has little effect on the
resistance coefficient. The average simulation result was compared with the empirical value, and
the error was within the allowable range, verifying the correctness of the resistance coefficient
selected by the empirical value. The resulting cut-in wind speed of the harvester was 5.29 m/s.

2. By solving the wind speed when the piezoelectric modules are not damaged, the cut-out wind
speed of the harvester was obtained. The pressure distribution of the piezoelectric cantilever
beam in the flow field was obtained by Fluent software simulation. The finite element model
of the piezoelectric cantilever beam was loaded by the partition loading pressure method. The
relationship between the wind speed and the maximum principal stress of the piezoelectric
cantilever beam was studied. The cut-out wind speed of the harvester was 24 m/s.

3. Through experimental research, it was concluded that the cut-in wind speed of the energy
harvester was 5 m/s and the cut-out wind speed was 24 m/s. The best external load resistance
of the harvester was 60 k(). The average voltage of one side piezoelectric cantilever beam was
2.0877 V, and the corresponding total power and power density were 0.145 mW and 1.2m W/cm?,
respectively, at a wind speed of 22 m/s and an external resistance of 60 k().
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Abstract: A nano-stepping motor can translate or rotate when its piezoelectric element pair is
electrically driven in-phase or anti-phase. It offers millimeter-level stroke, sub-micron-level stepping
size, and sub-nanometer-level scanning resolution. This article proposes a visual servo system to
control the nano-stepping motor, since its stepping size is not consistent due to changing contact
friction, using a custom built microscopic instrument and image recognition software. Three kinds
of trajectories—straight lines, circles, and pentagrams—are performed successfully. The smallest
straightness and roundness ever tested are 0.291 pm and 2.380 um. Experimental results show that
the proposed controller can effectively compensate for the error and precisely navigate the rotor along
a desired trajectory.

Keywords: piezoelectricity; visual servo control; stepping motor; nano-positioner; stick-slip

1. Introduction

A piezoelectric nano-stepping motor [1] was presented in our previous research work. This article
presents its latest enhancements. The device has two degree-of-freedoms (DOF), translation for 6 mm
and rotation for endless 360°. Its stepping resolution of translation and rotation are 100 nm and
0.04°, respectively. As it is well-known, piezoelectric elements have inherent nanometer resolution if
they work in scanning mode [2—4], i.e., driven by smoothly adjusting its voltage. Adding amplifying
mechanisms [5-7] for piezoelectric elements extends the stroke. Switching between scanning and
stepping modes [8-10], the proposed device features mm-level working range at nm-level resolution.
Referring to Figure 1, the most significant design factor is the parallel arrangement of two piezoelectric
elements. Translational or rotational stepping motions are generated when this pair of piezoelectric
elements are driven by a sawtooth waveform [11] in-phase or anti-phase, respectively. Our parallel
design avoids serial stacking and achieves multiple DOF within a stiffer and more compact structure.
This is an important feature for precision nano-positioners, in order to reduce vibration and thermal
expansion. In brief, stepping mode offers a theoretically infinite stroke with um-level resolution;
scanning mode offers several um-level stroke with nm-level resolution. Bridging two modes in 2-DOF
is the goal of this study. The proposed system is designed to achieve several mm-level stroke with
sub-um resolution. If a higher accuracy is expected, the device can be switched to scanning mode,
which has been well investigated in [2].

The stick-slip principle [12-14]is the foundation of the proposed nano-stepping motor. The periodic
high slew-rate sawtooth waveform drives piezoelectric elements to overcome the friction force.
Therefore, the inertia motor [15,16], or so-called impact drive [17,18], accumulates a series of steps
forward. However, the step size does not remain consistent, because the friction force varies due to the
microscopic nature of the contacting surfaces. Since open loop control is impossible, a standard method
to control 1-DOF inertia in stepping motors is adding displacement sensors to form a feedback system.

Micromachines 2019, 10, 811; doi:10.3390/mi10120811 147 www.mdpi.com/journal/micromachines
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In the case of 2-DOF, crosstalk or coupling may occur between sensors if they are not aligned properly.
This article proposes an optically visual servo control system to solve the afore-mentioned problem.
Similar piezoelectric motors are used to manipulate a phase plate [19] in a transmission electron
microscope (TEM). This requires high resolution, long stroke, and does not allow the electromagnetic
field to interfere with electron beams. TEM itself is a perfect 2-DOF motion sensor that can navigate the
piezoelectric motor accurately, but only inside TEM itself. This research work extends the nano-stepping
motor’s applicability beyond the confines of a TEM. The instrumentation, image processing, control
method, and validity are discussed in detail in the following sections. The experiments show that the
proposed system functions effectively.

sliding block

piezoelectric
elements

flexure
spring

manual
adjustment
stages

Figure 1. Photograph and schematic of a piezoelectric 2-DOF (degree of freedom) nano-stepping motor,
which has a compact size of 5 cm x 5 cm X 3 cm. The fine screw presses the flexure spring and adjusts
the clamping force between the V-groove guideway and the sliding block. The rotor can rotate around
the cylinder. Translational or rotational stepping motions are generated when the pair of piezoelectric
elements are driven in-phase or anti-phase, respectively.

2. Instrumentation and Control

2.1. Microscopic Imaging System

Based on our proposed nano-stepping motor [1], a microscopic imaging system is installed as in
Figure 2. The camera (eco655CVGE, SVS-Vistek, Seefeld, Germany) has 2448 x 2050 pixels. Central
1000 x 1000 pixels are cropped for the following study. Two microscopic objectives (Plan 4x and 10x,
Olympus) have resolutions of 1 um/pixel and 0.38 um/pixel, respectively. The relation between the
physical distance and the image pixel count is correlated by an accurate laser displacement sensor
(LK-H020, Keyence, Osaka, Japan), which has a 20 nm repeatability. The laser displacement sensor
is not used in the following experiments because it only has 1-DOF and cannot measure rotation.
The machine vision framework (Precise Eye 1-6044, Navitar, San Ramon, CA, USA) connects the
camera and the objective together. The framework’s coaxial illuminator provides suitable brightness
for acquired images. The video stream is fed into an industrial computer (3.3 GHz, Intel i5 CPU)
via Ethernet interface, and is then handled by LabVIEW (National Instrument, Austin, TX, USA).
After image processing and decision making, the control signals are generated by a multifunction
I/O interface (USB-6341, National Instrument, Austin, TX, USA), which provides two fast analog
outputs for generating steep saw-tooth waveform, and at least one digital output for switching the
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relay. The state of the relay decides whether the sawtooth waveform pair is in-phase for translation,
or in anti-phase for rotation.

An atomic force microscope (AFM) [20] probe is small, lightweight, and can serve as a
micromachining tool bit [21-23]. Therefore, an AFM probe (Tap300Al-G, BudgetSenors, Sofia, Bulgaria)
is glued to the rotor as the marker for micro vision, as labeled in Figure 1. The original image of the
AFM probe is acquired as Figure 3a, and then binarized into Figure 3b. Our image processing program
detects the edges, which are drawn as green lines in Figure 3c. The intersection of the crossed green
lines is defined as the rotor’s position, the subject to be controlled in this research work.

Camera

Machine Vision Framework |

video stream
E

Coaxial Tlluminator

Laser Displacement
Sensor

USB communication

Homemade Relay Driver & 2-DOF
High Voltage Amplifier Nano-Stepping Motor

Multifunction
1/0 Interface
Figure 2. Block diagram and the photograph of the proposed visual servo control system for a
piezoelectric 2-DOF nano-stepping motor. The camera acquires microscopic motion video and feeds it

into an industrial computer. The image processing and motion control program drive the motor via the
multifunction I/O interface and the high voltage amplifier.

anl lon

(@ (b) (9

sawtooth waveform

Figure 3. (a) The original, (b) the binarized, and (c) the edge-detected images of an AFM probe, which is
treated as a micro marker of the proposed system. The width of above images is 1 mm.

2.2. Control System

As investigated, the proposed nano-stepping motor works up to 300 Hz but its velocity is not
linear versus the driving frequency [1]. This phenomenon implies a suitable frequency range. After
observing its stepping behavior under a microscope, we find that the device works smoothly between
70-90 Hz. Therefore, the driving frequency 80 Hz (i.e., 12.5 ms per sawtooth waveform) is fixed in the
following experiments. For every task, the desired trajectory is separated into a series of checkpoints
from start to finish. The amount of checkpoints depends on the intended precision and total length of
the desired trajectory.
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Referring to Figure 4, we have developed a motion control program to let the rotor’s position to
sequentially trace the checkpoints. Whenever the rotor’s position gets close enough to the current
checkpoint, the control program commands the motor to trace the next checkpoint until the whole task
is finished. Combining forward/backward with translation/rotation, there are four decisions that can
be made. After Cartesian—polar coordinate transformation, the control program calculates its decision
related to the current checkpoint, and then moves the motor step by step. If the current position is
identical to the previous one, the driving voltage is increased gradually to overcome the local friction
force. The driving voltage range is 15 Vp), to 30 Vpp, [1]. The control program dynamically adjusts
the “minimum walkable voltage”, which achieves precise steps without being stuck. The “closeness”
value determines how closely the desired trajectory should be followed. Lower closeness values lead
to less errors but take a longer time. The control system has to sacrifice accuracy for speed. The effect
will be discussed in the following sections.

START

assign task
trajectory

visually identify
current Position

ame as previou: increase driving
position ? Voltage by 1 volt

Y
separate into

N checkpoints No| |

<

A
compute Distance between
P and the ith checkpoint

Y
= G

cartesian-polar
coordinate transformation

Y
1 step forward or backward

No
No translationally
reset V.= 15 volt or rotationally
END i = i+1 for next checkpoint

Figure 4. The control flow diagram of the control program. The goal is to trace a series of checkpoints.
The driving voltage is increased gradually if the rotor is stuck.

3. Experimental Result

The four-time and 10-time microscope objectives create fields of view (FOV) of 1 x 1
mm? and 0.38 x 38 mm?, respectively. Three kinds of motion trajectories—straight lines, circles,
and pentagrams—are demonstrated in this section.

3.1. Straight Line Trajectory

3.1.1. Objective of Four-Time Magnification

As illustrated in Figure 5, the task trajectory is from the third quadrant to the first quadrant with a
distance of 300 um. Once the imaged position deviates from the desired path, the visual servo system
corrects it back. Figure 5a,b shows the closeness values of one pixel (i.e., 1 um) and five pixels (i.e.,
5 um), respectively. In Figure 5a, the coefficient of determination, the straightness, and the consumed
time are 0.9993, 1.184 pm, 165 s, respectively. In Figure 5b, the coefficient of determination (COD),
the straightness, and the consumed time are 0.9987, 1.506 um, 108 s. The results reflect the trade-off
between accuracy and speed.
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Figure 6 shows the experimental results when the walking distance is extended to 500 um,
while other conditions are maintained. In Figure 6a, the coefficient of determination, the straightness,
and the consumed time are 0.9995, 1.579 um, 278 s, respectively. In Figure 6b, COD, the straightness,
and the consumed time are 0.9993, 1.812 um, 117 s. The results present a similar trend to Figure 5.
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Figure 5. The experiment results of 300 um straight line trajectories under the FOV of four-time objective.
The closeness values are 1 pum and 5 um in (a) and (b), respectively. The red line represents the desired
path. The black dots are the imaged position of the marker driven by the 2-DOF nano-stepping motor.
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Figure 6. The experiment results of 500 um straight line trajectories under the FOV of four-time objective.
The closeness values are 1 um and 5 um in (a) and (b), respectively. The red line represents the desired
path. The black dots are the imaged position of the marker driven by the 2-DOF nano-stepping motor.

3.1.2. Objective of 10-Time Magnification

Replacing the microscope objective with a higher magnification enhances the image resolution and
improves the motion accuracy. As illustrated in Figures 7 and 8, the distances from their start points
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to end points are 100 um and 200 pum, respectively. Figures 7a and 8a show the results of closeness
values of one pixel (i.e., 0.38 um). The closeness values are five pixels (i.e., 1.9 um) in Figures 7b and 8b.

The detailed experimental results are listed in Table 1.
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Figure 7. The experiment results of 100 pum straight line trajectories under the FOV of 10-time objective.
The closeness values are 0.38 pm and 1.9 um in (a) and (b), respectively. The red line represents the

desired path. The black dots are the imaged position of the marker.
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Figure 8. The experiment results of 200 um straight line trajectories under the FOV of 10-time objective.
The closeness values are 0.38 um and 1.9 um in (a) and (b), respectively. The red line represents the
desired path. The black dots are the imaged position of the marker.
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3.2. Circle Trajectory

3.2.1. Objective of Four-Time Magnification

As illustrated in Figure 9, the desired circular trajectories have diameters of 200 um, 500 um,
and 800 pum. Figure 9a,b shows the closeness values of one pixel (i.e., 1 um) and five pixels (i.e., 5 um),
respectively. The roundness varies from 7 um to 27 um. The time consumption varies from 174 s
to 856 s. The detailed results are listed in Table 2. Obviously, lower closeness values lead to higher
accuracy but more time is needed to complete the tasks.
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Figure 9. The experiment results of circles of different diameters under the FOV of four-time objective.
The closeness values are 1 um and 5 um in (a) and (b), respectively.

3.2.2. Objective of 10-Time Magnification

As described in Section 3.1.2, we now change to a higher magnification objective to achieve an
improved image resolution. Theoretically, using higher magnification achieves better resolution but
smaller FOV, which limits the full working range. Referring to Figure 10, the desired trajectories are
circles of diameters at 100 um, 200 um, and 240 um. Figure 10a,b shows the closeness values of one
pixel (i.e., 0.38 pm) and five pixels (i.e., 1.9 um), respectively. Table 2 indicates the detailed results.
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Figure 10. The experiment results of circles of different diameters under the FOV of 10-time objective.
The closeness values are 0.38 pm and 1.9 um in (a) and (b), respectively.
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3.3. Pentagram Trajectory

In addition to regular shapes, the proposed visual servo system has the ability to navigate the
2-DOF nano-stepping motor to walk along any other arbitrary trajectory, once it is defined by a series
of checkpoints. An experiment of the pentagram trajectory is demonstrated in Figure 11 and recorded
in a time-lapse microscopic video (see Supplementary Video) [24]. The diameter of its circumscribed
circle is 700 um. Five-thousand checkpoints are used. The averaged coefficient of determination,
straightness, and the consumed times are 0.9994, 1.594 um, 2310 s.
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Figure 11. The experiment result of the pentagram trajectory under the FOV of four-time objective.
4. Discussion

The experimental data of straight and circular trajectories are rearranged in Tables 1 and 2,
respectively. Higher magnification leads to a better resolution but a smaller working range. The COD,
straightness, and roundness all indicate the precision of the controlled motion. All COD values of 45°
linear motions are approaching 0.999, which means that the controller can compensate for the crosstalk
between two DOFs effectively.

Table 1. Experiment data of straight trajectories.

Objective Task Distance Closeness CcoD Straightness Time () AverageSpeed
(um) (um) (um/s)
300 um One pixel 0.9993 1.184 165 1.817
four-ti H Five pixels 0.9987 1.506 108 2.780
our-time 500 um One pixel 0.9995 1.579 278 1.797
H Five pixels 0.9993 1.812 117 4.274**
One pixel 0.9996 0.291 * 366 0.273
100 pm X .
10-time Five pixels 0.9983 0.597 99 1.012
200 um One pixel 0.9999 0.303 787 0.254
H Five pixels 0.9989 0.952 131 1.523

* The condition of smallest error; ** the condition of fastest speed.

The smallest straightness 0.291 pm in Table 1 and roundness 2.380 pm in Table 2 both occur at
the setting of 10-time objective and one-pixel closeness. The fastest speeds, 4.274 pum/s in Table 1 and
3.607 pm/s in Table 2, both occur at the setting of four-time objective and five-pixel closeness. Referring
to Figure 12, plotting straightness/roundness versus the average speed, an obvious correlation can be
found between the error and the speed.



Micromachines 2019, 10, 811

Table 2. Experiment data of circular trajectories.

Objective Task Diameter Closeness Roundness Time (s) Average Speed

(um) (um) (um/s)
200 One pixel 7.516 475 1.322

Five pixels 9.178 174 3.607 **
. One pixel 8.515 1104 1.423
four-time 500 Five pixels 18.444 465 3.380
800 One pixel 11.825 1482 1.696
Five pixels 26.422 856 2.936
100 One pixel 2.380 * 659 0.477
Five pixels 5.558 230 1.369
. One pixel 3.000 879 0.714
10-time 200 Five pixels 6.965 460 1.367
240 One pixel 3.222 1588 0.475
Five pixels 7.430 521 1.447

* The condition of smallest error; ** the condition of fastest speed.
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Figure 12. (a) Relation between the average speed and the straightness of linear motions in Table 1.
(b) Relation between the average speed and the roundness of circular motions in Table 2. Positive

correlation can be found between the error and the speed.

After analyzing the experimental data, we found that “minimum walkable voltage” is
position-relative and time-varying. Figure 13 shows the minimum walkable voltage of 700 pm
linear translational motion for three repeated tests. Around 420 um, the local friction force is greater
than average; therefore, a higher voltage is needed to keep going forward. The results are similar,
however, not identical over three tests because the contact condition had been changed over time.
There does not exists a globally consistent minimum walkable voltage value, although the contact
surfaces had been carefully polished. In summary, dynamically adjusting the driving voltage is a

practical method to deal with the changing friction force.

As the voltage is increased, the rotor suddenly overcomes the maximum static friction and has
the chance to step away from the desired trajectory. This phenomenon is illustrated in the zoomed
screens of Figures 9b and 10b. At those places with discontinuous friction force, the tracking error
becomes greater than average. Eventually, our visual servo system can pull it back and reduces the

error effectively.
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Figure 13. Minimum walkable voltage of 700 pum linear translational motion for three repeated tests.

Depending on the demands of a specific task, a balance between performance and budget is to be
expected. Both the camera’s pixel density and the objective’s magnification affect precision. On the
other hand, the camera’s frame rate and the computer’s image processing ability help to achieve higher
speed. The direction of our future research is to build a coaxial multi-camera visual servo system.
The large FOV image navigates the coarse motion quickly. The small FOV image controls the fine
motion at a relatively low speed. The scheduling method between coarse and fine motions will release
the power of the proposed 2-DOF nano-stepping motor. The third DOF, vertical to the image plane,
will also be added. This will let the AFM probe fabricate microstructures.

5. Conclusions

The proposed 2-DOF nano-stepping motor offers the advantage of endless rotation and 6-mm
translational stroke, at the cost of providing a consistent step size, making it impossible to use an open
loop controller. The direct visual measurement is the most practical method to sense 360° rotation
precisely and without contact. As a result, this article proposes a visual servo controller for the 2-DOF
nano-stepping motor. The experiments show that the proposed controller can precisely navigate the
rotor along various trajectories. In the case of following a 45° straight line, the best straightness is
0.291 um at a speed of 0.273 um/s. A higher speed could be achieved if a slightly greater tracking error
(i.e., closeness) were acceptable. The trade-off between accuracy and speed remains inevitable.

Supplementary Materials: The following are available online at http://www.mdpi.com/2072-666X/10/12/811/s1,
Video: The time-lapse microscopic video of the pentagram trajectory experiment.
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Abstract: We report on a transient response model of thin cylindrical piezoelectric transducers
used in the petroleum logging tools, parallel to a recently established transient response model of
thin spherical-shell transducers. Established on a series of parallel-connected equivalent-circuits,
this model provides insightful information on the physical characteristics of the thin cylindrical
piezoelectric transducers, i.e., the transient response, center-frequency, and directivity of the transducer.
Wehave developed a measurement system corresponding to the new model to provide a state-of-the-art
comparison between theory and experiment. We found that the measured results were in good
agreement with those of theoretical calculations.

Keywords: petroleum acoustical-logging; piezoelectric cylindrical-shell transducer; center-frequency;
experimental-measurement

1. Introduction

Acoustical measurement is ubiquitous in industrial applications, scientific research, and daily life,
e.g., mobile and internet communication [1,2], exploration of underground mineral resources (oil, gas,
coal, metal ores, etc.) [3], measurement of the in situ stresses of underground rock formation [4], and the
inspection of mechanical properties of concrete [5,6], as well as intravascular ultrasound [7], medical
imaging [8], biometric recognition [9], implantable microdevices [10], rangefinders [11], nondestructive
detection [12-14], experimental verification of acoustic lateral displacement [15], inspection of a specific
polarization state of a wave propagating in layered isotropic/anisotropic media [16,17], wave energy
devices [18], and more. One of the key factors toward achieving a high-quality acoustic measurement
is a good understanding of the properties of the acoustic transducers, e.g., the type of the transducers,
the material property, and the geometric structure of the transducers.

A unique characteristic of piezoelectric materials is their electric-mechanical transduction ability,
converting mechanical energy to electrical energy and vice versa. This property has been exploited
extensively in the construction of acoustic transducers for industrial applications [19], e.g., in electrical
engineering, biomedical engineering, and geophysical engineering, among others. Along with
technological progress, the quality of piezoelectric transducers has also been improving dramatically,
e.g., smaller geometric dimensions, reduced noise level [20], lowered power consumption [21], etc.
The typical geometric structures of acoustic transducers in practical applications are cylindrical,
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schistose, spherical, among others. Thin cylindrical transducers are widely used in industry, e.g.,
in petroleum logging tools. The physical properties of cylindrical piezoelectric transducers are also
widely studied, including radiation, electric-acoustic and acoustic—electric conversions, and more.
The radiation of a cylinder transducer with harmonic vibration was reported by Bordoni et al. [22]
and Williams et al [23]. Fenlon [24] reported calculations for the acoustic radiation field at the surface
of a finite cylinder using the method of weighted residuals. Wu [25] described an application of a
variational principle for acoustic radiation from a vibrating finite cylinder. The effect of the length
and the radius of a cylinder on its radiation efficiency was discussed and reported by Wang and
coworkers [26,27].

We are concerned here with the thin cylindrical piezoelectric transducers used in petroleum
logging tools, either as an acoustic source or as a receiver. Conventionally, in studies of acoustic-logging,
the simplified analytical-models have been used for measuring acoustic signal waveforms and in
processing the measured acoustic signal. Many times, the Tsang wavelet has been used as an
acoustic source in acoustic logging [28,29]. Oversimplified acoustic-source functions have been used
in forwarding-model research of acoustic logging and/or in inversion analysis and processing of
the measured acoustic-logging signal, e.g., Ricker wavelet [30], Gaussian impulse wavelet [31], etc.
However, the mathematical expressions of the simplified models have not been able to provide the
practical relationship between a driving-voltage signal, geometrical and physical properties of the
transducer, and radiated acoustic signal-wavelet.

The transient response of a transducer driven by a sinusoidal electrical signal was reported by
Pigtuette [32,33]. However, the reported results were not adequate for practical considerations for
either acoustic logging or other acoustic measurements due to the driving-voltage signal of an exciting
transducer containing multiple frequency components with different amplitudes and phases. In the
process of providing a radiating acoustic signal, the transducer is also counteracted by the acoustic
field radiated by itself and creates a radiation resistance and radiation mass, which are functions of the
vibration frequency on the transducer’s surface.

The complex effect of radiation resistance and radiation mass on the radiated acoustic-signal
wavelet was reported by Fa and co-workers, where the deriving-voltage signal contained
multi-frequency components. These researchers reported the case of thin spherical-shell transducers
polarized in the radial direction, which radiated acoustic waves omnidirectionally [34-37]. Even
though these reports are meaningful for modeling, the adopted transducers in the acoustic-logging
tools and many other practical applications are mostly cylindrical, with radiation directivities quite
different from that of the thin spherical-shell transducers.

It is understood that correct analysis and inversion interpretation of the measured acoustic-logging
signal wavelet rely on accurate acoustic measurement instruments, which must be established on a solid
physical foundation with a strict engineering mechanism. Based on our current knowledge of the thin
cylindrical piezoelectric transducers used in petroleum logging tools, further development is highly
desirable to achieve an enhanced understanding to develop applicable measurement instrumentations.

In this paper, we report a study of thin cylindrical transducers widely used in petroleum
acoustic-logging tools. By adopting the method describing a thin spherical-shell transducer’s
transient response [34] for the excited driving-voltage signal wavelet with multi-frequency components,
we established the parallel-connected equivalent circuits for the thin cylindrical-shell transducers
polarized in the radial direction. By solving the corresponding equations of motion, we analyzed
the physical properties related to the transient response. Technically, we employed a measurement
system with a high-resolution, high-sampling-rate digitizer to perform an experimental measurement,
e.g., with a resolution range from 16-bit to 24-bit and a sampling rate from 500 KS/s to 15,000 KS/s.
From this system, we were able to achieve good measurements in a large frequency range, even for
weak acoustic signals. Based a proper analysis using the experimentally acquired data, we obtained
the relationships between the various physical quantities, e.g., the driving electric-signal wavelet,
the electric—acoustic/acoustic-electric conversion factors, the propagation media, and the measured
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acoustic signal. This, in turn, provided us with the ability to inspect the properties of the transducers,
obtain the physical parameters of the measured fluid and solid material, check the quality of the
measured objects, and perform a verification of existing and/or on-going scientific research. We report
that the calculated results of the physical properties and transient response of the thin cylindrical-shell
transducer were in good agreement with those of experimental observations.

2. Theory and Modeling

Let us consider a piezoelectric, thin, cylindrical transducer, with an average radius py and a
wall thickness I;, polarized in the radial direction. The electrodes were connected to the inner and
outer surfaces, as shown in Figure 1. Because the radius of the thin cylinder is much larger than
its thickness (pg > I;), we have the following approximations: py ~ p, =~ p, and po = (pa + pp)/2
From the axis symmetry of the particle displacement, tangential and axial stresses are equal zero, i.e.,
Tpz = Tpy = Tap = 0.

Figure 1. A piezoelectric thin spherical-shell transducer.

If the inner and outer surfaces are free from any other forces, i.e., the normal stress in the radial
direction is T, = 0, then the equation of motion for the particle vibrations of the transducer can be
simplified to:

Py Ty
NS = T 1
Prop 20 )

2u, T,
Priom = o (e

where Ty and T; are the normal stress in tangential and axial directions, respectively; 1, and u; are
the particle displacement in the radial and axial directions, respectively; and p; is the density of the
transducer material.

Employing subscripts {1, 2, 3} in place of subscripts {¢, z, p}, the piezoelectric equations with
respect to radial polarization can be expressed as:

S1 = s5 Ty +ds Es, 3)

Ds = dy Ty + eXEs, “4)
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where S; and T are the strain and stress in ¢-direction, respectively; D3 and E3 are the radial

components of the electric displacement and electric field vectors, respectively; and SH, 33, and d3;

are the compliance, piezoelectric, and dielectric constants of the piezoelectric material, respectively.

Because the height (H) of the transducer is much larger than its thickness, the coupling between the

axial and radial vibrations can be neglected and the axial stress T, can be ignored. The vibration of the

thin cylindrical transducer can be simplified as being one-dimensional in the radial-direction.
Substituting Equation (3) into Equation (1) yields:

d u
p ZﬂHltS + ZRI_IElfdM E3, (5)

= 1
"an i 11
where m = 2ntHIpopy is the mass of the transducer.

We set the transducer to be in coupling fluid, where only its outer surface was in contact
with the coupling fluid. The transducer vibrates in the radial direction, where the vibration of the
thin cylindrical transducer’s outer surface causes the surrounding medium to expand and contract
alternately in the radial direction. Consequently, the acoustic waves are radiated outward. Meanwhile,
the thin cylindrical transducer is in the acoustic field radiated by itself. Then, it is acted on by a
counterforce caused by the acoustic field. On the outer surface, by using a similar method described in
References [34,35], we can obtain this counter-force as follows:

o k*pg . kpo dup - . dup duy
Fr= —R(sz T Ien = _(RP + IXP)T =~Zp5r ©
_ p kg _ kpo
Ry = R1+k2pz' Xp = R1+k2p[2)'
where R = 2npoHpuvm; pm and vy, are density and acoustic velocity of coupling fluid around the
transducer, respectively; i is the unit imaginary number; and the radiation resistance and the radiation
reactance are Rp.
If the thin cylindrical transducer vibrates harmonically with various frequencies, its radiation
resistance and radiation reactance would also be different, where k = w/v,.
Due to the viscosity of the coupling liquid, the vibration of the transducer creates a frictional

resistance force, which can be expressed as:

du,

Ff == _Rmﬂz

@)
where Ry, is the frictional resistance on the surface of the transducer, which is proportional to the

viscosity coefficient of the coupling fluid and the outer side wall area of the transducer. The transducer’s
radiation surface is approximately A ~ 2mp,H, and the total outer force acted on the transducer is:

dup
F:Fy+Ff = (Rp +Rm+1xp)

TR ®)
The axial symmetry of thin-cylindrical transducer leads to:
u
P

S = —. 9
=5 )

For the harmonic vibration, substituting Equations (8) and (9) into Equation (5) yields:

2nHlds; /sE s

Uy = Es, (10)

—wz(m + mp) + ]w( 0 +Rm) +1/Cp,

where C, = post, / (2reHy).
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Also, from Equations (3) and (4), we have:

ds1
D3 = =y + 3 (1-K3))E3 (11
511P0
— E T
where K31 = d31/ 11633

Because the thickness of the cylindrical transducer is small enough, the edge effect of the upper
and lower cross-section can be neglected. From the Gauss theorem, the total charge on each electrode
(either inner or outer surface) of the thin cylindrical transducer is Q = 2rnpoHD3. The instantaneous
current into the electrodes is the time derivative of Q. For a harmonic driving electric signal, we have:

dQ . ) \%
I=— =iwC)V+N , 12
at e R T R T daw(m + ) + 1/ G 12
where Cy = anOH I3 (1 Kz) /li; N = 2nHdzy /sE s1,, which is the electric-mechanical turn coefficient of

the thin cylindrical transducer, and V = [;E,, which is the voltage across the two electrodes of the thin
cylindrical transducer.

Suppose that the driving circuit outputs a sinusoidal signal U (t) with an angular frequency
 and output resistance R,. Based on Equation (12), the electric-acoustic equivalent circuit of the
transducer for harmonic vibration is shown in Figure 2a. Its corresponding s-domain network is shown
in Figure 2b, where v, (t) and v,(s) are defined as particle vibration speeds at the transducer’s surfaces,
and m, is defined as the transducer’s radiation mass.

I R L) 1: Cn Ry w0
3 f gmp

15) Ro L) VUsCu R, vpm

L(s) Ship
()6 1UsC, = V(S)

Figure 2. Equivalent circuits of a thin cylindrical transducer for electric-acoustic conversion: (a) equivalent
circuit in the time domain and (b) equivalent circuit in the s-domain, where it is excited by a harmonic

sinusoidal electric signal. Uy (t) is the driving voltage source and R, is its output resistance; V(t) is the
voltage signal at the electric terminals of the source; m,,, Ry, Cyu, m, Co, N, and Ry, are the radiation
mass, radiation resistance, elastic stiffness, mass, clamped capacitance, mechanical-electric conversion
coefficient, and fraction force resistance of transducer, respectively; and vp (t) is the vibration speed at
the transducer surface.

At the electric terminals of the s-domain in the network, as shown in Figure 2b, we have:
Ui (s) = V(s) +1(s)Ro (13)

and
I(s) =sCoV(s) + I1(s) = sCoV(s) + Nuvy(s). (14)
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The transient response process of the thin cylindrical transducer can be held as a zero-state
response. In the s-domain, we define the electric-acoustic conversion system function as a ratio of the
vibration speed of the transducer’s outer surface to the sinusoidal driving voltage signal. In terms of
Figure 2b and Equations (13) and (14), this electric-acoustic conversion function can be expressed as:

vr(s) ds
Hi(s) = = a0 15
1(s) U(s) s¥+as2+bs+c (15)
where: Riu+R Ryu+R 2
_ RmtRp 1 o m+Kp 1 N
a= m+mp + RoCo”’ b= (m-+m,)RoCo (m+np)Cp + (m+mp)Co”
N

€ = TnFm,)CoCrRy’ d= (mFmp)CoRo

By applying the residue theorem to Equation (15), we obtain the electric-acoustic impulse response
of the thin cylindrical transducer:

L
I (t) = ) Res[Hy(s))e™], (16)
i=1

where L is the pole number of Equation (15). The denominator of this equation is a cubic polynomial
with one unknown variable with the three roots:

s =x+y—a/3, 17)

s33=—(x+y)/2-a/3+jV3(x-y)/2, (18)

x= m, y = -9/2- D,

p="b-a®/3, q=c+243/27—ab/3, D =(p/3)> + (q/2)*.

In theory, there are three cases with different D parameters—D > 0, D = 0, and D < 0—which
correspond to the three motion modes: over-damping, critical-damping, and under-damping (oscillatory),
respectively. Practically, the physical properties of a piezoelectric material, i.e. its physical and piezoelectric
parameters guarantee that the parameter D is greater than zero, means that the transducer works only
in the oscillatory mode and its electric-acoustic impulse response can be written as:

where:

hi(t) = Asexp(—aqt) + Bz exp(—pit) cos(wit + ¢1) (19)

where:
A=(x+y)/2,B=(x—-y)/2, pr=A+a/3, oy =a/3-24A, 01 =p1 — a1,
Bo1+3B2

_ i _ _do=py) _po1+38>
As Bs = V3B(o1-p1)

= Foawe By = ~Srag @1 = V3B, ¢ = arctan

The acoustic—electric conversion of the transducer is the inverse process of the electric-acoustic
conversion. By repeating the discussed process in reverse order, we obtain the acoustic-electric impulse
response of the transducer as follows:

hs(t) = As exp|-ast] + Ds exp|—PBst] cos(wst + ¢3), (20)
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where:

7 = (mtm)+CoRo(Ri+Ry) 3 CoRotCn(Rr+Rn)+CuuRoN
CoR, (m—+my) 4 CuCoRo (m-+my)

d= Nz 220 VB, 7= v-/2- VD, p=b-@/3, =i+ 28 /27 -7b/3,

_Co(m+my)’ o ! _ —
D=5/3)°+(7/2)% A= (x+7)/2 B=(X-7)/2 ps=A+a/3, a3 =7/3-24,

s s - —2
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For a harmonic vibration, in the equivalent circuits in Figure 2, the two mechanical components,
i.e., radiation resistance and radiation mass, are functions of vibration frequency. Also, for most cases,
either the electrical signal of an exciting source transducer or the acoustic signal arriving at the receiver
transducer is a signal wavelet with multi-frequency components. Excited by an electric/acoustic
signal-wavelet with multi-frequency components, the vibration of the transducer’s surface also consists
of multiple sinusoidal frequency components.

The Fourier transform of the electric/acoustic signal of an excited transducer can be expressed as
a linear superposition of sine-wave components with different frequencies, amplitudes, and phases.
The electric-acoustic/acoustic—electric excitation can be processed by the parallel-connected network
as shown by parts I and III in Figure 3. Each of these equivalent circuits in the network has its own
unique electric-acoustic/acoustic—electric impulse response resulting from its individual radiation
resistance and radiation mass.

A continuous driving electric signal U () with amplitude spectrum S(w) and phase spectrum
¢(w) can be decomposed into N frequency components using an N-point discrete Fourier transform.
Each frequency component can be written as:

U (t) = |S(w))| cos[wjt + ¢ (w))] 1)

wherej=1,2,3,...,N;and |S(a) ])l and ¢(wj) are the amplitude and the phase of the jth sinusoidal
frequency component. Therefore, a normalized driving electric signal can be expressed as:

N N
Up(t) = Y Unj(t)/max| Y Uy ()| 22)
j=1 j=1

The output from the jth circuit in part I of Figure 3 is a convolution of the jth sinusoidal frequency
component of the driving electric signal, with the jth electric-acoustic impulse response function being:

(23)

Ur1j(f)|m/. = [Uyj(t) *hyj(1)]

(1),

Then, the normalized vibration speed of the surface of the thin cylindrical transducer, i.e.,
the radiated acoustic signal, is defined as:

N N

on(t) =) on 0, /max() " on i@, (24)
: —

j=1 j=

For the jth frequency component of the radiated acoustic signal, if the propagation medium
produces an acoustic impulse response /1 (t) |w_, it would yield the jth frequency component arriving
j

at the receiver transducer as:
(b)) = [ony(0) ey )], 5)
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where 1 is the propagation time of the jth sinusoidal frequency component from the source transducer
to the receiver transducer.

The acoustic-electric conversion of a transducer is the inverse of the electric-acoustic conversion.
The jth frequency component of an acoustic signal arriving at the receiver transducer passing the jth
circuit (part III of Figure 3) is converted to an electric signal according to:

Usj(t) = [o4;(t) *hs;(t)]| (26)

wjtij :

Finally, the measured acoustic signal, i.e., the electric signal at the electric terminals of the receiver
transducer, is a collection of the outputs from all circuits in part IIT of the network (Figure 3), which is
normalized as:

N N
Us(t) = ) Usj(t)lu;/max) " Usj(t)la]- 27)
j=1 j=1

The above discussion shows that an acoustic-measurement process can be achieved through a
parallel-connected transmission network, as shown in Figure 3.

Part I Part IT Part I11
Uy(t.w v(tw1) V3 (Lw Uy (.
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Figure 3. Schematic representation of a transmission network, which shows an acoustic-measurement
process. N is the total number of components in the frequency spectrum of a driving electric signal.
Uy is the jth frequency component in the driving electric signal. v,1; is the jth sinusoidsal frequency
component of the vibration speed on the surface of the transducer. vr3; is the jth sinusoidal frequency
component in the acoustic signal arriving at the receiver transducer. Uz is the jth frequency component
of measured acoustic signal (i.e. electric signal at the electric terminals of the receiver transducers)
created by the acoustic-electric conversion of the receiver transducer, wherej=1,2,... ,N.

3. Calculation

We used a piezoelectric material PZT-5H (Lead Zirconate Titanate-5H, Baoding Hongsheng
Acoustic-electric Equipment Co., Ltd., Baoding, Hebei 071000, China) in the construction of the
cylindrical transducers. The physical parameters of the piezoelectric material PZT-5H are ega =
300.9 x 10710 F/m?, sf] = 16.5x 10712 m?/N, d3; = -274x 102 m/V, and p, = 7.5x 10% kg/m>.
silicone oil was used as the coupling medium around the transducers, where the physical parameters
are v, = 1424 m/s and p,;, = 856 kg/m3 (Shandong Longhui Chemical Co., Ltd, Jinan, Shaandong

250131, China).

3.1. Relationship between the Center Frequency versus the Radius for a Thin Cylindrical Transducer

As described above, the transducer always works in an oscillatory mode. As a reference, we
defined a free-mechanical-load transducer as a transducer in a vacuum, i.e. R, =0, m, =0, and Ry, = 0.
The center frequency of the piezoelectric PZT-5H thin cylindrical transducer as a function of average
radius is presented in Figure 4, along with a case of the mechanical load, i.e., the transducer in the
transformer oil, where R, # 0, m, # 0, and Ry, # 0.
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Figure 4 shows that: (i) the transducer’s center frequency decreased with respect to its increased
radius, with or without a mechanical load; (ii) the center frequency of the mechanical load was lower
than that of the free mechanical load; and (iii) the mechanical load effect on the transducer’s center
frequency decreased with the increased radius.

4
5 ><1O T T T
4 i
<[ 20.5180 kHz
T3t 20.7520 kHz 4
N
2 TRT e -
19.6780 kHz—  — ———====----______ |
1 1 1 1 1
0.01 0.015 0.02 0.025 0.03

Figure 4. The relationship between the transducer’s center frequency versus its radius. The solid line
is the center frequency for the case with a mechanical load (i.e. transducer was put in transformer oil)
and the dashed line is the center frequency for the case of a free mechanical load (i.e. transducer was
put in air or vacuum). The two star signs are the measured values for the case of the transducer with a
mechanical load and I; = py/8.

3.2. Relationship between the Center Frequency versus a Forced Vibrational Frequency

We built two piezoelectric PZT-5H shin-cylindrical transducers polarized in the radial direction,
with an average radius pg = 20.5 mm, height H = 6.0 mm, and wall thickness I; = po/8. Figure 4
shows that the center frequency of the transducers with a mechanical load was 20.5180 kHz. We also
determined that the center frequency of the free-mechanical-load transducer was at 22.5120 kHz.

For the case of the mechanical load, we selected the parameter R;; = 0.2R. When normalized by
the transducer’s free-load center frequency, for the transducer’s forced harmonic vibrational motions
at several frequencies, the electric—acoustic/acoustic—electric conversion properties were calculated and
are presented in Figure 5.

At the center frequency of 22.5120 kHz for the free mechanical load, both the source and receiver
transducers had a maximum transition amplitude, which was the largest for all cases. For the
mechanical loaded transducers with harmonic forced vibrations, a lower forced vibration frequency
corresponded to a lower center frequency with a larger maximum transition amplitude. With
the increased vibration frequency going close to the free-mechanical-load resonance frequency fy,
a mechanical-loaded transducer showed a maximum transition amplitude, but it was much smaller
than that of the thin cylindrical transducer free vibration.

The observations above confirmed our understanding that the electric-acoustic/acoustic—electric
conversion of the transducer was dependent not only on the physical and geometrical parameters of
a transducer and the physical parameters of the medium around the transducer, but also the forced
harmonic vibration frequency. The radiation resistance and radiation mass were parameters affecting
the forced vibration frequency, which led to the variations of the electric-acoustic/acoustic—electric
conversion properties of the transducer.
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Figure 5. The impulse response and corresponding amplitude spectrum for a thin cylindrical transducer:
(a) the impulse response and (b) the amplitude spectrum. The cyan line is the case of a free mechanical
load. The other lines are for a mechanical load, where the magenta, blue, red, and black lines stand for
the sinusoidal driving electric signals with frequency f; = 0.1fp, 0.2y, 0.5f, and 1.5fy, respectively,
where fy = 20.5180 kHz. The first numerical value in Figure 5b is the center frequency and the second
one is the maximal value of the amplitude spectrum.

3.3. Radiation Directivity of a Thin Cylindrical Transducer

Different from the thin-shell spherical transducer, the radiation property of a thin cylindrical
transducer has a determinative directivity, which can be described using [8]:

1/2
(o) = []é(zn% cos 0) + cos? 6]%(27” cos6) " sin(™ sin 0) 8
- 2 2 H
RO + (2R fsino

where ] is the zeroth-order Bessel function; J; is the first-order Bessel function; A is the wavelength of
the acoustic wave in coupling fluid, i.e., transformer oil; and 0 is the angle between the propagation
direction of radiated acoustic signal and the normal direction of the thin cylindrical transducer.

From Equation (28), the calculated radiation directivity of a thin cylindrical transducer is shown
in Figure 6 It is shown that the acoustic energy radiated by the transducer was more centralized in the
normal direction with the increased height of the thin cylindrical transducer.

90 4
120 08 60
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180 0
210 330
240 300
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Figure 6. The directivity of thin cylindrical transducer with varied height of the cylindrical transducer,
where pg = 20.50 mm. Red, black, green, and blue colors indicate the directivities of H = 40 mm, 60
mm, 80 mm, and 100 mm, respectively.
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The effective radiating area of a cylindrical transducer, in the direction of 6, may be defined as the
product of the area of the thin cylindrical transducer S, (= 2np,H) and the directivity G(6):

ERA = S,-G(6) = 2np,H - G(6). (29)

For a given cylindrical transducer with a fixed average radius, a normalized effective radiating area
is labelled as NERA. The relationship of the normalized NERA versus H in several different directions
are presented in Figure 7. The calculated results indicated that the transducer’s effective radiating area
did not increase monotonously with respect to its height or its radiation area. This was exactly the
effect of the transducer’s radiation directivity, which was a function of the radiation direction. With
this understanding, by selecting a suitable height of the transducer, we may be able to achieve an
increased effective radiation area of the cylindrical transducer for a set special direction.

T T |

0.1015, 1.0000 200, 02902 0.0540, 0.5601

1L | ‘ ‘ 0.2265, 0.5048 ‘

0.05 0.1 0.15 0.2 0.25 0.3
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Figure 7. The relationship of the normalized effective radiating area (NERA) versus height (H) for
several different directions, where py = 20.5 mm. The green, blue, black, magenta, and red colors
designate the cases of radiating direction 6 = 20°, 6 = 30°, 6 = 40°, 0 = 50°, and, 6 = 60°, respectively.
The first numerical value in Figure 8 is the height, H, of the transducer and the second one is the
maximal value of the normalized effective radiating area. The value of NERA is the value of ERA
normalized using the maximum of ERA at 0 = 20°.

3.4. Transient Response of a Cylindrical Transducer Excited by a Signal with Multi-Frequency Components

As an example, let us consider a gated sinusoidal electric signal as the source of excitation with
multi-frequency components as:

Uy (8) = [H(t) = H(t = to)|Uo sin(wst), (30)

where, Uy, ws, and t( are the amplitude, angular frequency, and time window of the driving electric
voltage signal, respectively; and H(-) is the Heaviside unit step function. A simple Fourier transform
yields the source signal in the frequency domain as:

S1(w) = Uo{a)s — (ws cos wsty + jwsin wstg) exp[—jwty] / (w? — w?) (31)

with a corresponding phase spectrum:

(32)

$(w) = tg'l[lm(sl)]~

Re(S1)

Now, we selected the source signal parameters Uy = 1V, tg = 4/ fs,and f; = ws/2n =20.5180 kHz,
which was the mechanical-load center frequency of the transducer. The center frequency of this driving
electric signal was then 20.1690 kHz, which was slightly smaller than the value of f;.
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Figure 8 shows that the theoretical waveform of the driving electric voltage signal agreed well
with the waveform synthesized using a discrete Fourier transform. In turn, it guaranteed the accuracy
of our analysis in the following sections.

The gated sinusoidal driving electric signal was expanded on the basis of a series of sine-waves
with different frequencies, amplitudes, and phases. Each of these sinusoidal components, as an
individual excitation source, was applied to the parallel circuits of Figure 3. The output signal from
each parallel circuit in the network (see Figure 3) was calculated and analyzed.
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Figure 8. The waveforms of the gated sinusoidal driving electric signal with two cycles and f; =20.5180
kHz, where f; = ws/2m. (a) The amplitude spectrum, (b) the phase spectrum, and (c) the waveform.
The solid line in (c) was from the theoretical calculation and the cycle line was the synthesized waveform
from discretized amplitude and phase spectra.

The cumulative output of the waveform of the parallel circuits in part I of Figure 3 is presented in
Figure 9a. The corresponding amplitude spectrum is presented in Figure 9b, which shows that the
center frequency of the radiated acoustic signal was 20.2500 kHz. It was smaller than the load center
frequency 20.5180 kHz, but larger than that of gated sinusoidal driving electric signal at 20.1690 kHz,
which was the result of the joint action of the electric—acoustic conversion through the source transducer
and the electric driving signal.
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Figure 9. The waveform and amplitude spectrum of the acoustic signal radiated by the source
transducer: (a) The normalized waveforms, which were the cumulative convolution of all frequency
components in the network; and (b) the normalized amplitude spectrum of our transducer’s transient
response model.

The studied source transducer was cylindrical and had a radiation directivity. If we assumed that
water is an ideal elastic medium, then the acoustic signal propagating inside the water could have
a geometrical attenuation but not a viscous attenuation. Additionally, all frequency components of
the acoustic signal would propagate at the same speed. The shapes of the waveform and frequency
spectrum would not change. The amplitude would decrease with respect to the increased propagation
distance only. Under these conditions, we calculated the signals at the electric terminals of the
receiver transducer.

For a thin cylindrical transducer, the shape of its radiation directivity is the same as that of its
receiving directivity; therefore, the acoustic impulse response in water can then be written as:

hz(t) = G1(61)G2(62)6(t—t1)/(1+r), (33)

where 1 (t,w1) = ... = hzj(t, wj) = ...Ion(t, wN) = hy(t), t is the propagation time and r is the
distance of the radiated signal in water, 0; is the angle between of the propagation direction of the
radiated acoustic wave and the normal direction of the side wall of the source-transducer, G;(01) is
the corresponding radiation directivity at this propagation direction (61), 05 is the angle between the
direction of the acoustic wave propagating to the receiver transducer and the normal direction of the
side-wall of the receiver-transducer, and G, (6;) is the corresponding receiving directivity.

To determine the quality of a transducer for electric-acoustic/acoustic—electric conversion,
the most important piece of information comes from the analysis of the output signal following
electric-acoustic—electric transduction. To accomplish this operation, we set 61 = 6, = 0° and the
distance from the source transducer to the receiver transducer was 1.0 m. Applying the gated sinusoidal
driving electric signal to the source transducer, we calculated the cumulative output signals on the
receiver transducer, as shown as solid lines in Figure 10.

Figure 10 shows the cumulative signals of the waveform and amplitude spectrum at the electric
terminals of the receiver transducer. From the theoretical calculation, the center frequency of the output
signal at the electrical terminals of the receiver transducer was 20.5000 kHz. This center frequency
was slightly smaller than the transducer’s load center frequency and slightly greater than the center
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frequency of the acoustic signal radiated by the source transducer. We also believe that this was the
result of the joint action of a lower center frequency of the radiated acoustic signal and a higher center
frequency of the transducer with a mechanical load.
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Figure 10. Normalized electric signals at the receiver transducer (part III of Figure 4): (a) the
waveform and (b) the amplitude spectrum. S3 stands for the amplitude spectrum corresponding to
the electric-signals U3 at the receiver transducer. Solid lines come from the theoretical calculation and
dotted lines come from the experimental measurement.

For an average radius of 20.5 mm, Figure 4 shows that the calculated center frequency of the
mechanical-loaded transducer was 20.5800 kHz and the measured center frequencies of the two
cylindrical transducers with the same size were 19.6780 kHz and 20.7520 kHz. The waveform and
amplitude spectrum of the measured acoustic signal, i.e., the measured electric signal at the electric
terminals of the receiver transducer, are shown as the dotted lines in Figure 10. Overall, the theoretical
calculation had a good agreement with the experimental measurement.

3.5. Influence of the Transducer’s Radiating/Receiving Directivity on the Measured Acoustic Signal

Now, let us consider a measurement system, where a cylindrical transducer is used as an acoustic
source and four cylindrical transducers as a receiver array, as shown in Figure 11. The transition media
of this system is water. The waveforms of the signals at the electric terminals of the four cylindrical
transducers in the receiver array were calculated and are presented in Figure 12.

The results of the calculation show that the greater the deflection angle, the greater the influence
on the signal at the electric terminals of each cylindrical transducer in the receiver array. This was
especially true in the near-field area. The amplitude of the signal at the electric terminals decreased
with increased angle 0;.
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Figure 11. The acoustic-measurement system with a thin cylindrical transducer as a source and an array
of four cylindrical transducers as the receivers, where T is the source transducer, R; is each receiver
transducer in the transducers line array, r; is the distance from the source transducer T to the receiver
transducer R; of the transducer line-array with {i} = {0, 1,2, 3}, and Bj is the angle of 7 with respect to r

with {j} = {1, 2,3}
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Figure 12. The signal waveforms at the electric-terminals of the receiver-transducer.

4. Devices and Measurements

To rationalize the proposed transient response and physical properties of the cylindrical
transducers, we developed an experimental measurement system (see Figure S1 and Figure S2).
In particular, this system consisted of a mechanical assembly, an electrical hardware module, and a
system software module aimed at system control, measurement, and analysis. A structure flowchart is

presented in Figure 13.
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Figure 13. Schematic presentation of the experimental measurement system.
4.1. Mechanical and Electrical Hardware

The mechanical parts include steering engines, stepping motors, and sliding rails. The combined
assembly with a microcontroller formed a positioning platform, which was used to slide and/or
rotate the source/receiver transducers to the proper positions and directions in a silencing tank filled
with water. The silencing tank was used to gauge the physical properties of the transducer, e.g.,
the electric—acoustic/acoustic—electric transient response, directivity, radiation power, and receiving
sensitivity of the transducer.

The electric hardware was composed of a microcontroller, an electric-signal waveform generator,
a power amplifier, a high-resolution and high-sampling-rate digitizer (up to 24 bit and 15 MHz), and a
desktop/laptop for central system control.

4.2. System Software

The system software was developed on the LabVIEW platform in Graphic Programming Language
(G-code). Communications between the computer and the hardware were realized through USB serial
ports. Powered by a graphic interface control panel, users have the options of selecting different
driving signals, configuring the power amplifier, adjusting the position and rotational angle of the
transducers, and attaining data acquisition of the measured acoustic signal.

The developed software consists of four functional modules, as shown in Figure 14. On a
graphic computer interface panel, the VISA (Virtual Instrument Software Architecture) library from
the LabVIEW platform was employed to achieve the control of the four modules through serial port
communications. In the function/selection boxes in the human—computer interface modules, users
input the parameters and commands for special operations and acoustic measurements.

Measurement/Control Software of
Acoustic Measurement System

J

J

l

Electric Signal
Source Modules

Power Amplifier
Modules

Data Display/
Storage Modules

Slippage/Rotation
Modules

Figure 14. Structure flowchart of the modules for an electric signal source, power amplifier, date

display/storage, and slippage/rotation.
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4.2.1. Electric Signal Module

In controlling the widgets, knobs, and switches on the software interface panel, this module
configures and modulates the types of signal and frequency, amplitude, and the cycle of an electric
source signal. The options for the electric source signal are the gated sinusoidal wave, square wave,
triangular wave, and sawtooth wave.

4.2.2. Power Amplification Module

This module configures the amplification gain of a power amplifier, which amplifies the electric
signal created by the electric signal waveform generator. The amplified electric signal is used to excite
the source transducer to radiate the acoustic signal. This is achieved through a rotary button on the
interface control panel. For an output voltage signal with a frequency belt from 0.15 MHz to 1.5 MHz,
the maximum peak-to-peak value can reach 220 V. Meanwhile, for an output voltage signal with a
frequency range from 10 kHz to 150 kHz, the maximum peak-to-peak value can be up to 1600 V. For
an electric signal source with general impedance, a suitable input impedance is 50 Q). For an electric
signal source with high impedance, an appropriate input impedance is 50 k().

4.2.3. Display/Storage Module

Using this module, users may configure the acquisition channel, sampling rate, and amplitude
range of an acquired signal. Data in the time-frequency domain acquired by the digitizer are sent to
the interface panel through a USB port. These data can be displayed on screen in real-time or stored
for later analysis. The format of the acquired data can be in either simple text or in a binary form.

4.2.4. Motion/Rotation Module

This module automatically initializes the position and direction of the source/receiver transducers,
which means the sliding unite moves to the zero position and the steering engines return to the direction
of zero degrees. Users can configure the stepping distance of the sliding unit and the rotation angle
of the steering engine by entering specific parameters on the interface control panel. The available
stepping distance is 0.0 to 3000.0 mm and the range of the rotating angle of the steering engine is 0 to
360 degrees.

4.3. System Workflow

Through the control panel with a graphic interface, users can manage the operation of the
mechanical and electric hardware; complete data acquisition; and perform calculations, analysis,
display, and storage of the measured data.

The first step is to perform a system alignment through the control panel operation. Based on the
specific need of a given measurement, users may send a specific command to the microcontroller to
initialize the system. The stepping motors and steering engines are adjusted on the sliding trails to
achieve a specific setting in the vertical and horizontal directions, as well as a set angle relative to the
horizontal plane. This operation will make the source/receiver transducers move to a desired position
and rotate to a set direction for the acoustic measurement.

Through the control panel, users may send a command to the electric-signal generator to send an
electric source signal to the power amplifier, e.g., a gated sinusoidal wave, a square wave, etc. The
amplified electric signal excites the source transducer to emit an acoustic signal outward. The acoustic
signal then propagates to the receiver through a specific medium or a measured object. Finally, by going
through the receiver transducer, the acoustic signal can be converted to an electric signal. The final
output is acquired by a high-resolution, high-sampling-rate digitizer and sent back to the computer for
display, calculation, analysis, and storage.
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The two specially fabricated piezoelectric PZT-5H thin-cylindrical transducers were set to be
polarized in the radial direction. They had the same geometrical structure, size, and inner radius.
The radius, thickness, and height of the transducers were 20.5 mm, 3 mm, and 50 mm, respectively.

The center frequencies of the thin cylindrical transducers measured using an impedance analyzer
PV90A (Bander Electronics Co., Ltd., Beijing, 244021, China) were 20.7520 kHz and 19.6780 kHz with a
mechanical load, as shown in Figure 4, as noted by the two five-pointed stars, while the calculated
center frequency of the source transducer with a mechanical load was at 20.5180 kHz (see Figure 5).
The center frequencies of these two cylindrical transducers were slightly different and close to the center
frequency found from the theoretical calculations. We contributed the center frequency difference
between the two cylindrical transducers to manufacturing imperfection.

We assembled the cylindrical transducers in a silencing tank filled with water, one as a source
transducer and the other as a receiver transducer. The distance between the transducers was set to
be 1.0 m. A gated sinusoidal electric signal was generated by a command from the control panel to
the waveform generator. Powered by an amplifier, the sinusoidal electric signal provided excitation
to the source transducer to emit an acoustic signal. The measured acoustic signal in the time and
frequency domains are shown as the dotted lines in Figure 10, i.e., the electric signal at the electric
terminals of the receiver transducer. The center frequency of the signal at the electrical terminals of the
receiver transducer was analyzed and compared between the theoretical calculation and experimental
measurement, which yielded 20.5000 kHz and 19.4440 kHz, respectively. These values are somewhat
different from those of the source transducer. This small discrepancy was likely the result of the
acoustic—electric filtering effect on acoustic signal arriving at the receiver transducer.

As shown in Figure 10, the shapes of the waveform and the amplitude spectrum of the measured
acoustic signal had a noticeable discrepancy from those of the theoretical calculations, even though
there was good qualitative agreements in form and shape. Another likely culprit was that only half of
the surrounding area of the transducer was receiving the acoustic signal from the source transducer in
a nonuniform manner (see Figure 13).

5. Final Remarks

Through modeling, calculation, and experimental measurements, we achieved an enhanced
understanding of the transient responses of the electric-acoustic and acoustic—electric conversions
based on the piezoelectric cylindrical transducers, which are widely used in petroleum acoustic logging.

For cylindrical transducers, the process of electric-acoustic conversion is the reciprocal process of
acoustic—electric conversion. In the processes of these conversions, there are three possible mathematical
solutions corresponding to three different physical states, i.e., overdamping, critical-damping, and the
oscillatory mode. Practically, the oscillatory mode is the only physically meaningful state for the
piezoelectric cylindrical transducers.

For signal conversions, the driving signals applied to stimulate the transducers contained multiple
frequency components. This was the reality for both the driving electric signal to the transducer’s
electric terminals and the acoustic signal to its mechanical terminals. Meanwhile, each frequency
component was processed independently and the overall signal transmission was achieved as a
superposition of all the individual processes. To achieve this goal, we constructed an equivalent circuits
network, where each circuit processed an individual frequency component.

In constructing the circuits for the cylindrical transducers, we noted that radiation resistance and
radiation mass were functions of the frequency. One of the simplest processes was to establish a set of
equivalent circuits under the harmonic vibrational motions. The acoustic-measurement process could
be viewed as a transmission system network with multiple parallel-connected equivalent circuits.

To achieve an enhanced understanding of the electric-acoustic and acoustic—electric conversions,
we need to explore many important conversion properties, e.g., the impulse response, amplitude
spectrum, center frequency, and more. These properties are influenced not only by the physical and
geometrical parameters of the transducer, and the physical parameters of the transition medium,
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but also by the property and type of the driving electric signal. Obviously, the measured acoustic signal
in both the time and frequency domains are dependent on the electric-acoustic and acoustic—electric
conversion property and the properties of the driving electric signal.

The directivity of the thin cylindrical transducers can be significant for acoustic measurement.
Unlike the spherical shell transducers, which are polarized in the radial direction, the directivity is a
unique property of the thin cylindrical transducers, which provides a none-ignorable influence on
the measured acoustic signal. It influences the optimal effective radiation area of the thin cylindrical
transducers, which varies with the height of the cylindrical transducers.

In summary, for a transient response and relevant physical properties of the piezoelectric,
thin cylindrical transducers used in petroleum acoustic logging tools, we established a new transient
response model and developed a corresponding measurement system to perform an experimental check
on the theoretical calculations. The newly developed experimental system had a high measurement
resolution and a high sampling rate, which was able to achieve a considerable measurement precision.
It should be able to be applied for both scientific research and for industrial applications.

Supplementary Materials: The following are available online at http://www.mdpi.com/2072-666X/10/12/
804/s1, Figure S1: Hardware of acoustic measurement system, Figure S2: Softwave interface of acoustic
measurement system.

Author Contributions: L.F. and M.Z. designed the project, performed theoretical derivation, wrote proofread
the paper. H.Q. performed the measurement of the center frequency of the cylindrical transducers. N.T., Y.W.,
and K.S. programmed the software management and calculations. Y.Z., M.L., and X.F. performed experimental
measurement and analysis.

Funding: This work was supported in part by the National Natural Science Foundation of China (grant no.
41974130) and by the Physical Sciences Division at The University of Chicago.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Gubbi, J.; Buyya, R.; Palaniswami, M.S. Internet of Things (IoT): A vision, architectural elements, and future
directions. Future Gener. Comput. Syst. 2013, 29, 1645-1660. [CrossRef]

2. Tadigadapa, S.; Mateti, K. Piezoelectric MEMS sensors: State-of-the-art and perspectives. Meas. Sci. Technol.
2009, 20, 092001. [CrossRef]

3. Fa,L,;Castagna, J.P; Suarez-Rivera, R.; Sun, P. An acoustic-logging transmission-network model (continued):
Addition and multiplication ALTNSs. . Acoust. Soc. Am. 2003, 113, 2698-2703. [CrossRef]

4. Fa, L.; Zeng, Z.; Liu, H. A new device for measuring in-situ stresses by using acoustic emissions in rocks. In
Proceedings of the 44th US Rock MechanicsSymposium and 5th U.S.-Canada Rock Mechanics Symposium,
Salt Lake City, UT, USA, 27-30 June 2010.

5. Ranjith, P.G.; Jasinge, D.; Song, ].Y.; Choi, S.K. A study of the effect of displacement rate and moisture
content on the mechanical properties of concrete: Use of acoustic emission. Mech. Mater. 2008, 40, 453-469.
[CrossRef]

6.  Scruby, C.B. An introduction to acoustic emission. J. Phys. E Sci. Instrum. 1987, 20, 945-953. [CrossRef]

7. Dausch, D.E.; Gilchrist, K.H.; Carlson, ].B.; Hall, S.D.; Castellucci, ].B.; von Ramm, O.T. In vivo real-time 3-D
intracardiac echo using PMUT arrays. IEEE Trans. Ultrason. Ferroelectr. Freq. Control 2014, 61, 1754-1764.
[CrossRef] [PubMed]

8. Goh, AS.; Kohn, ].C.; Rootman, D.B.; Lin, J.L.; Goldberg, R.A. Hyaluronic acid gel distribution pattern in
periocular area with high-resolution ultrasound imaging. Aesthet. Surg. ]. 2014, 34, 510-515. [CrossRef]

9. Lu, Y,; Tang, H.; Fung, S.; Wang, Q.; Tsai, J.; Daneman, M.; Boser, B.; Horsley, D. Ultrasonic fingerprint
sensor using a piezoelectric micromachined ultrasonic transducer array integrated with complementary
metal-oxide semiconductor electronics. Appl. Phys. Lett. 2015, 106, 263503. [CrossRef]

10. He, Q. Liu, J.; Yang, B.; Wang, X.; Chen, X.; Yang, C. MEMS-based ultrasonic transducer as the receiver for
wireless power supply of the implantable microdevices. Sens. Actuators A Phys. 2014, 219, 65-72. [CrossRef]

11. Przybyla, R].; Tang, H.Y.; Guedes, A.; Shelton, S.E.; Horsley, D.A.; Boser, B.E. 3D ultrasonic rangefinder on a
chip. IEEE |. Solid State Circuits 2015, 50, 320-334. [CrossRef]



Micromachines 2019, 10, 804

12.

13.

14.

15.

16.

17.

18.

19.
20.

21.

22.
23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

Breazeale, M.A_; Adler, L.; Scott, G.W. Interaction of ultrasonic waves incident at the Rayleigh angle onto a
liquid-solid interface. J. Appl. Phys. 1977, 48, 530-537. [CrossRef]

Atlar, A; Quate, C.E; Wickramasinghe, H K. Phase imaging in reflection with the acoustic microscope. Appl.
Phys. Lett. 1977, 31, 791-793. [CrossRef]

Briers, R.; Leroy, O.; Shkerdin, G. Bounded beam interaction with thin inclusions. Characterization by phase
differences at Rayleigh angle incidence. ]. Acoust. Soc. Am. 2000, 108, 1622-1630. [CrossRef]

Fa, L.; Xue, L.; Fa, Y.X; Han, Y.L.; Zhang, Y.D.; Cheng, H.S.; Ding, PF; Li, G.H.; Bai, C.L.; Xi, BJ.; et al.
Acoustic Goos-Héanchen effect. Sci. China Phys. Mech. Astron. 2017, 60, 104311. [CrossRef]

Fa, L; Zhao, J.; Han, Y.L; Li, GH. Ding, PE; Zhao, M.S. The influence of rock anisotropy on
elliptical-polarization state of inhomogeneously refracted P-wave. Sci. China Phys. Mech. Astron. 2016, 59,
644301. [CrossRef]

Fa, L,; Li, WY,; Zhao, J.; Han, Y.L,; Liang, M.; Ding, P.E; Zhao, M.S. Polarization state of an inhomogeneously
refracted compressional-wave induced atinterface between two anisotropic rocks. J. Acoust. Soc. Am. 2017,
141, 1-6. [CrossRef]

Mustapa, M.A.; Yaakob, O.B.; Ahmed, Y.M.; Rheem, C.K.; Koh, K.K.; Adnan, F.A. Wave energy device and
breakwater integration: A review. Renew. Sustain. Energy Rev. 2017, 77, 43. [CrossRef]

Arnau, A. Piezoelectric Transducers and Applications; Springer: Berlin, Germany, 2008.

Wau, J.; Fedder, G.K.; Carley, L.R. A low-noise low-offset capacitive sensing amplifier for a 50- ug/ VHz
monolithic CMOS MEMS accelerometer. IEEE |. Solid State Circuits 2004, 39, 722-730.

Xie, J.; Lee, C.; Feng, H. Design, fabrication, and characterization of CMOS MEMS-based thermoelectric
power generators. ]. Micromech. Syst. 2010, 19, 317-324. [CrossRef]

Bordoni, P.G.; Gross, W. Sound radiation from a finite cylinder. . Math. Phys. 1949, 27, 241-252. [CrossRef]
Williams, W.; Parke, N.G.; Moran, D.A.; Sherman, C.H. Acoustic Radiation from a Finite Cylinder. ]. Acoust.
Soc. Am. 1964, 36, 2316-2322. [CrossRef]

Fenlon, FH. Calculation of the acoustic radiation field at the surface of a finite cylinder by the method of
weighted residuals. Proc. IEEE 1969, 57, 291-306. [CrossRef]

Wu, X.E. Application of a variational principle to acoustic radiation from a vibrating finite cylinder. J. Acoust.
Soc. Am. 1986, 79, 835-836. [CrossRef]

Wang, C.; Lai, J.C.S. The sound radiation efficiency of finite length acoustically thick circular cylindrical
shells under mechanical excitation I: Theoretical analysis. J. Sound Vib. 2000, 232, 431-447. [CrossRef]
Wang, C.; Lai, ].C.S. The sound radiation efficiency of finite length acoustically thick circular cylindrical shells
under mechanical excitation II: Limitations of the infinite length model. J. Sound Vib. 2001, 241, 825-838.
[CrossRef]

Tsang, L.; Rader, D. Numerical evaluation of the transient acoustic waveform due to a point source in a
fluid-filled borehole. Geophysics 1979, 44, 1706-1720. [CrossRef]

Fa, L.H.; Wang, H.Y.; Ma, H.F. Acoustic array transmitting, receiving sondes and processing method of
received full waves. In Transactions of International Conference on Earth Physics Logging; Academic Publishing
House: Beijing, China, 1990.

Ricker, N. Wavelet contraction, wavelet expansion, and the control of seismic resolution. Geophysics 1953, 18,
769-792. [CrossRef]

Gibson, R.L.; Peng, C. Low-and high-frequency radiation from seismic sources in cased boreholes. Geophysics
1994, 59, 1780-1785. [CrossRef]

Piquette, J.C. Method for transducer suppression. I: Theory. ]. Acoust. Soc. Am. 1992, 92, 1203-1213.
[CrossRef]

Piquette, J.C. Method for transducer suppression. II: Experiment. J. Acoust. Soc. Am. 1992, 92, 1214-1221.
[CrossRef]

Fa, L.; Mou, J.P; Fa, Y.X;; Zhou, X,; Zhang, Y.D.; Liang, M.; Wang, M.M.; Zhang, Q.; Ding, PF,; Feng, W.T,; et al.
On transient response of piezoelectric transducers. Front. Phys. 2018, 6, 123. [CrossRef]

Fa, L.; Zhou, X,; Fa, Y.X.; Zhang, Y.D.; Mou, ].P,; Liang, M.; Wang, M.M.; Zhang, Q.; Ding, P.E; Feng, W.T.; et al.
An innovative model for the transient response of a spherical thin-shell transducer and an experimental
confirmation. Sci. China Phys. Mech. Astron. 2018, 61, 104311. [CrossRef]

178



Micromachines 2019, 10, 804

36. Fa, L.; Zhao, M. Recent development of an acoustic measurement system. In Understanding Plane Waves;
Nova Science Publishers: Hauppauge, NY, USA, 2019.

37. Fa,L.; Zhao, M. Recent progress in acoustical theory and applications. In Understanding Plane Waves; Nova
Science Publishers: Hauppauge, NY, USA, 2019.

@ © 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution
BY

(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

179






. . “
micromachines mI\D\Py
A

Article
Simulation of an Adaptive Fluid-Membrane
Piezoelectric Lens

Hitesh Gowda Bettaswamy Gowda and Ulrike Wallrabe *

Laboratory for Microactuators, IMTEK - Department of Microsystems Engineering, University of Freiburg,
Georges-Koehler-Allee 102, Room 02-081, 79110 Freiburg, Germany; hitesh.gowda@imtek.uni-freiburg.de
* Correspondence: wallrabe@imtek.uni-freiburg.de; Tel.: +49-(0)-761 203-7580

Received: 16 October 2019; Accepted: 16 November 2019; Published: 20 November 2019

Abstract: In this paper, we present a finite-element simulation of an adaptive piezoelectric
fluid-membrane lens for which we modelled the fluid-structure interaction and resulting membrane
deformation in COMSOL Multiphysics®. Our model shows the explicit coupling of the piezoelectric
physics with the fluid dynamics physics to simulate the interaction between the piezoelectric and
the fluid forces that contribute to the deformation of a flexible membrane in the adaptive lens.
Furthermore, the simulation model is extended to describe the membrane deformation by additional
fluid forces from the fluid thermal expansion. Subsequently, the simulation model is used to study
the refractive power of the adaptive lens as a function of internal fluid pressure and analyze the effect
of the fluid thermal expansion on the refractive power. Finally, the simulation results of the refractive
power are compared to the experimental results at different actuation levels and temperatures
validating the coupled COMSOL model very well. This is explicitly proven by explaining an observed
positive drift of the refractive power at higher temperatures.

Keywords: adaptive lens; piezoelectric devices; fluid-structure interaction; moving mesh; thermal
expansion; COMSOL

1. Introduction

The expression adaptive optics was initially termed for the technology used in telescopes
to deform the mirrors for phase correction of the incoming light [1]. Soon, adaptive optics was
implemented in microscopes [2], optical communication systems [3], and optical imaging systems [4].
In conventional imaging systems, the lenses are mechanically moved to focus an image, whereas,
with the adaptive optics lens, the surface curvature of the lens is changed to focus an image. The tunable
focus lens, also known as the adaptive lens, uses different actuation principles to change the curvature
of a deformable surface, thereby changing the focus (refractive power) of the lens. One such adaptive
lens using a piezoelectric actuation principle to deform a fluid-membrane interface [5] was developed
in the Laboratory for Microactuators, IMTEK - Department of Microsystems Engineering, University
of Freiburg, Germany.

The developed adaptive lens consists of a piezoelectric actuator, a fluid chamber, and a transparent
flexible membrane, as shown in Figure 1a. The flexible membrane bounds the fluid chamber on one
side, and hence any change in the fluid chamber pressure will deform the membrane. An electric field
applied on the piezoelectric actuator will deform the fluid chamber and change the fluid chamber
pressure. By changing the electric field direction and magnitude, the fluid pressure can be varied to
positive or negative pressures resulting in a varied refractive power. The refractive power defined as
a function of the applied electric field exhibits piezoelectric hysteresis [6]. At higher temperatures,
the fluid expansion will also contribute to the membrane deformation [7]. The piezoelectric hysteresis
and thermal expansion contribute to a non-linear response of the adaptive lens. As the membrane
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deformation is a direct result of the fluid pressure change, the non-linear effects can be addressed by
defining the refractive power as a function of the fluid pressure.

To address the non-linear response and hence to compensate for the hysteresis and the temperature
effect on the refractive power, it is essential to determine the combined influence of piezoelectric
actuation and temperature on the membrane deformation. Hence in this paper, we present a
finite-element simulation of the adaptive lens modelled in COMSOL Multiphysics® (5.3a, COMSOL
Inc, Burlington, MA, USA) to define the refractive power linearly as a function of both the fluid
pressure and temperature.

COMSOL Multiphysics® is based on the finite-element method (FEM), which solves engineering
problems such as structural mechanics, fluid dynamics, heat transfer by a numerical approach. In FEM,
the complex geometry is divided into simpler domains. These domains are defined with the elementary
partial differential equations based on the physics. Then the elementary equations are combined
to form a system of global equations, which represent the complex geometry [8]. The system of
global equations can be solved using FEM-based simulation software such as ANSYS, ABAQUS,
ATILA, and COMSOL [9]. To simulate complex geometry with multiple physics domains, COMSOL
Multiphysics® offers a methodological environment to access elementary equations and then couple
them with a wide range of available physics modules [10]. Using COMSOL®, authors in [11-13]
simulated adaptive lenses using only the piezoelectric physics module, authors in [14,15] simulated
micro-pumps using the fluid-structure interaction physics module and authors in [16,17] simulated
thermal actuators using the heat transfer physics module. However, the articles [11-17] did not
simulate any kind of solid deformation produced by the fluid forces from both the piezoelectric
actuation and the thermal expansion. Furthermore, COMSOL® does not provide a direct feature to
couple the piezoelectric with the fluid-structure and heat transfer physics modules. Hence, in this paper,
we present the explicit coupling of multiple physics modules to simulate the membrane deformation
due to the fluid forces from both the piezoelectric actuation and the thermal expansion.

We describe the physical design and working principle of the adaptive lens in Section 2.
In Section 3, we describe the simulation model of the adaptive lens and describe the explicit coupling
of multiple physics modules using a moving mesh physics module. In Section 4, we present the
simulation results of the adaptive lens and compare the simulation results with the experimental
results in Section 5. We conclude our paper with results in Section 6.

2. The Fluid-Membrane Piezoelectric Lens

The piezoelectric bi-morph actuator has a circular ring-shaped design with the two piezoelectric
ceramic layers glued together in an anti-parallel polarization configuration. The fluid chamber and the
flexible membrane are integrated with the actuator using micro-molding techniques to form an active
lens chamber [5]. The active lens chamber is glued onto a PCB-based substrate [7] and primed with an
optical oil [7] (Figure 1a).

(a) Piezoelectric actuator
0.2mm i Membrane Flexible membrane
02 mmi Piezoelectric Fluid chamber <—

bimorph actuator

Glass cover <—J 20 mm Rim

Figure 1. (a) 2D cut section of the adaptive lens to show the fluid chamber, flexible membrane, and the
integrated actuator. (b) The adaptive fluid-membrane piezoelectric lens.

40 mm

The manufactured adaptive lens with the actuator diameter of 20 mm with an aperture of 10 mm
is shown in Figure 1b. The adaptive lens has an overall thickness of around 2.2 mm, with substrate
thickness of 1 mm, rim thickness of 0.8 mm, membrane thickness of 0.2 mm and bi-morph actuator
thickness of 0.2 mm. Depending on the applied electric field/voltage direction, the actuator deforms
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the fluid chamber to produce positive or negative fluid chamber pressure. The positive pressure leads

to a plano-convex lens (Figure 2a), and the negative pressure leads to a plano-concave lens (Figure 2b).

* voltagef)

—a TN ¥ a—

Figure 2. The 2D cross-section of the adaptive lens showing the piezoelectric forces and fluidic
forces, which form either (a) plano-convex lens or (b) plano-concave lens depending on the applied

voltage direction.

3. Multiphysics Simulation

To reduce the complexity of a 3D geometry and at the same time to decrease the computation time,
a 2D-axisymmetric space dimension is chosen to model the adaptive lens (Figure 3) with the radial
axis ‘r” and the deformation axis ‘z’. The adaptive lens components include a piezoelectric actuator,
fluid, membrane, rim, and substrate. The materials for the components are chosen from the COMSOL
Multiphysics® inbuilt material library [18]. The material parameters are changed to the equivalent
parameters of the materials, which are used in the manufacture of the adaptive lens. The adaptive lens
components, along with the modified material parameters used in the simulation, are mentioned in
Table 1 and the adaptive lens components thicknesses are mentioned in Table 2. The following section
describes the physics modules used in the simulation.

Table 1. The materials of the adaptive lens components used in the simulation model.

Density  Young’s Modulus Thermal Expansion

Component Material (kg m~3) (Pa) Coefficlient
(K™
Piezoelectric actuator Piezo PZT-5H [19] 7500 37 x 10° 1x107°
Flexible membrane, rim  Polydimethylsiloxane [20] 1020 2 % 10° 3x10°*
Fluid Fomblin Y [21,22] 1880 - 21x10°%
Substrate Glass (quartz) 2210 50 x 107 4x10°°
. Membrane Piezoelectric actuator
N
X107 € I T T ? T ]
5 m = . -
= Sk Fluid chamber im| -
£ -10F -
3 151 { Substrate _
% 220 1~ Axisymmetric -
A 1 1 1 L 1 1
t 0 0.002  0.004 0.006 0.008 m
Radial axis (r)

Figure 3. The 2D axisymmetric simulation model of the adaptive lens.

Table 2. The thickness of the adaptive lens components.

Component Thickness (mm)
Membrane 0.2
Piezoelectric actuator 0.2
Rim 0.8
Substrate 1
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3.1. Piezoelectric Devices

The adaptive lens uses the inverse piezoelectric property of the actuator to vary the refractive
power. To model the inverse piezoelectric effect, the piezoelectric devices module is used. The module
couples the solid mechanics Equation (1) and the electrostatics Equation (2) physics to combine the
electrical behavior and the mechanical behavior of the piezoelectric ceramics.

%x

pﬁzv-s—&-Fv 1)

where p is the density, x is the displacement, s is the stress, and F, is the volume force.
E=-v.V @

where E is the electric field, and V is the electric potential.
The combined behavior is modelled through the coupled Equations (3) and (4) in
strain-charge form.
S=S;T+d"E ®3)

D =dT + eoe,7E 4)

where the solid mechanics parameters are strain S and stress T, the electrostatic parameters
are electric field E and electric displacement field D, and the piezoelectric material parameters are
compliance coefficient Sg, piezoelectric coefficient d7, and permittivity e [23]. In the simulation model,
the piezoelectric coefficients and compliance coefficients are obtained from the piezo PZT-5H inbuilt
material library [18].

3.2. Fluid-Structure Interaction

The piezoelectric actuator in the adaptive lens deforms the fluid chamber and varies the internal
fluid pressure. The varied internal fluid pressure results in fluid forces, which act on the flexible
membrane. The fluid forces contribute to the deformation of the flexible membrane to an aspherical
surface. The fluid-structure interaction (FSI) physics module models the fluid forces acting on
the membrane by coupling the solid mechanics Equation (1) and the laminar flow Equation (5)

physics modules.
Ju

Par

The Navier-Stokes Equation (5) models the motion of incompressible fluids, where p is the fluid

density, u is the fluid velocity, F is the external force and g is the gravity. The FSI Multiphysics module
couples the fluid inertial forces in Equation (5) with the external forces in Equation (1) [24].

+p(u-V)u = pv?u+F+pg (5)

3.3. Heat Transfer in Solids and Fluids

Apart from the piezoelectric actuation that contributes to the deformation of the membrane,
the thermal expansion of the fluid at higher temperatures will as well cause the membrane deformation.
Hence to model the fluid thermal expansion, heat transfer in solids (Equation (6)) and heat transfer in
fluids (Equation (7)) physics modules are used.

ds
Q=uaT- a (6)
QzaT(a—eru-Vp) (7)

ot
where Q is the heat source, T is the temperature, S is the solid stress tensor, « is the coefficient of
thermal expansion, p is the fluid pressure, and u is the fluid velocity.
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Equations (6) and (7) define the heat source Q that contributes to set the complete adaptive lens
domain to the required temperature T. Equation (7) models the thermal expansion that contributes to
the fluid pressure p, which acts on the flexible membrane [25].

3.4. Moving Mesh

The adaptive lens working mechanism relies on the transfer of piezoelectric forces to the flexible
membrane through the fluid forces. In COMSOL Multiphysics®, the coupling of the piezoelectric
effect and the fluid-structure interaction is not possible through a direct Multiphysics feature. Hence,
the moving mesh physics module is used to couple the piezoelectric forces with the fluid forces and
apply the resultant on the flexible membrane. The explicit coupling of piezoelectric and laminar flow
physics is performed in a way such that the solid domain velocities Equations (8) and (9) generated by
the deformation of the piezoelectric actuator are applied as the mesh velocities on the walls of the fluid
chamber as shown in Figure 4c. The geometric domains with the free deformation mesh and with the
fixed mesh are as shown in Figure 4a,b, respectively.

V, = solid - u_tR 8)

V, =solid -u_tZ 9)

Equations (8) and (9) equate the solid velocities u_tR and u_tZ, which are produced by the
piezoelectric actuator in radial axis (R) and deformation axis (Z), to the corresponding mesh velocities
V; and V. The mesh velocities applied to the fluid chamber wall are implicitly considered to be the
external forces in the Navier-Stokes Equation (5) of the fluid-structure interaction physics module
Equation (4). In this way, the moving mesh module explicitly couples the piezoelectric actuator force
to the fluid force.

(@

Free Deformation

H—d

Fixed Deformation
(

()
c)

Prescribed

Mesh Velocity

Figure 4. The domains specified in the Moving Mesh module to be (a) free mesh and (b) fixed mesh.
(c) The solid domain velocity applied on the walls of the fluid chamber.

3.5. Boundary Condition

In the solid mechanics interface, the glass substrate is selected in the fixed constraint condition,
as shown in Figure 5a. The piezo ceramic layers in the bi-morph actuator have an anti-parallel
polarization configuration. To adapt for the polarization direction in the simulation, an additional
base vector system is created with the base vector ’x3’ set to —1 instead of default 1. The default
base vector system is selected as the coordinate system for the piezo 1, and the additional base vector
system is selected as the coordinate system for the piezo 2 (Figure 5b). In the heat transfer interface,
all the boundaries are selected in the temperature constraint, to set the entire domain to the required
temperature (Figure 5c). In the laminar flow interface, the walls of the fluid chamber are selected with
a no-slip boundary condition (Figure 5d). Since the fluid chamber is a closed domain, there is no inlet,
outlet, or open boundary conditions.
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@ ®) Piezo 1 ‘k
i Piezo 2
—f @ | =/

Fixed domain

(o) (d)

i ;—;

Temperature boundary Laminar wall boundary

Figure 5. Domains with fixed boundary condition in solid mechanics physics module (a), piezo 1
with default base vector system and piezo 2 with modified base vector system (b), domains with
temperature boundary condition in heat transfer in solids and fluids physics modules (c), and domains
with wall boundary condition in laminar flow physics module (d).

3.6. Mesh

The explicit coupling of the piezoelectric forces with the fluidic forces is achieved through the
mesh velocities applied on the walls of the fluid chamber (Figure 4c). Hence the walls of the fluid
chamber are finely meshed with the use of corner refinement and boundary layer mesh features
(Figure 6). The remaining domains including fluid, piezoelectric actuator, membrane, and the substrate
are meshed with the inbuilt physics-controlled mesh.

Boundary layer Corner refinement

Piezoelectric actuator

Membrane

Fluid

Substrate RARRRRIRRIK

Figure 6. The adaptive lens meshed finely with corner refinement and boundary layer features.

4. Results

The time-dependent study was selected in the simulation as the velocities, which are used in the
moving mesh module, are time-dependent values, and as the stationary study does not compute these
instantaneous velocities. In the study, the time range was selected from 0s to 1s with a step of 0.1s.
The applied voltages were limited to 140 V in positive polarization direction, and —40V in negative
polarization direction to avoid piezo saturation and re-polarization [19]. A sinusoidal voltage within
the voltage limits was defined using a piecewise function under global definitions. Figure 7 shows the
line plot of voltages applied to the piezoelectric actuator.

Figure 7a shows the top piezo set to positive voltage limit of 140V, and the bottom piezo set to
negative voltage limit of —40V, the corresponding voltage combination results in a plano-convex lens.
In contrast, the voltage combination is reversed in Figure 7b, i.e., the top piezo is set to —40V and the
bottom piezo is set to 140 V, resulting in a plano-concave lens.
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(a)  Top piezo 140V (b) Bottom piezo -q0v Vv
Bottom piezo 40V Top piezo 140 V 140

e o

1 — R

Figure 7. Applied voltages on the piezoelectric actuator with (a) convex lens mode and (b) concave
lens mode.

The volume plots in Figure 8a,b generated by the 2D revolution around the symmetric axis show
the adaptive lens in plano-convex and plano-concave lens modes. The revolved plot is used to visualize
the aspherical deformation of the membrane.

VY

Figure 8. The 2D revolved plots showing (a) aspheric convex lens and (b) aspheric concave lens mode.

The surface plots in Figure 9a,b show the membrane deformation and the corresponding dynamic
internal fluid pressure during actuation. The arrows indicate the fluid velocity direction during
actuation. For the plano-convex lens in Figure 9a, in which the piezoelectric actuator is set to a
maximum voltage combination results in positive internal pressure of around 270 Pa and a peak
deflection of around 300 pm at the center of the membrane. For the plano-concave lens in Figure 9b, in
which the voltage combination is reversed compared to the former case, the actuator deforms outwards
resulting in negative fluid pressure of around —270 Pa and a peak deflection of around —300 um at the
center of the membrane.

um Pa

Pa
@) 300 [ 290 <b) -270
T P rarasas 150 280 -150 + { -280
0 270 -300 B -290

Figure 9. The surface simulation plots of the adaptive lens showing dynamic internal chamber pressure
and solid deformation in (a) plano-convex and (b) plano-concave modes.

The heat transfer interface for solids and fluids was used to set the adaptive lens to a temperature
ranging from 20 °C to 80 °C. The surface plot in Figure 10 shows the temperature distribution of the
adaptive lens set to 80 °C with the actuator voltage set to 0V. The expansion of the fluid at 80 °C
corresponds to an increase in fluid pressure of around 85 Pa and a peak deflection of around 80 um at
the center of the membrane.

=—'

Figure 10. Temperature distribution of the adaptive lens at 80 °C.
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The refractive power of the adaptive lens in the simulation (Figure 11) was calculated by double
differentiation of the membrane boundary with respect to the deformation component (w) and the
radial component (r) Equation (10). Figure 11a shows the refractive power defined as a function
of internal fluid pressure. The simulation of the adaptive lens result in a refractive power range of
—16m~! to 16 m~! for an internal fluid pressure range of —270 Pa to 270 Pa.

d“w

2
Refractive Power = <dr2> -(n—1) (10)

where ‘w’ is the deflection component, ‘r” is the radial component and ‘1’ is the refractive index of the
adaptive lens.
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Figure 11. (a) The simulated refractive power of the adaptive lens as a function of fluid chamber
pressure, and (b) the change in refractive power of the adaptive lens due to thermal expansion of
the fluid.

5. Experiment

Furthermore, to verify the simulation results, we characterized the adaptive lens at different
applied voltages and temperatures [7]. The adaptive lens integrated with a pressure sensor and a
temperature sensor, to compensate for the non-linear piezoelectric hysteresis and the fluid thermal
expansion effect [7,26], was used in the characterization. Figure 12 shows the block diagram of the
experimental setup used to characterize the adaptive lens.

A sinusoidal voltage was applied to the piezoelectric actuator as was assumed in the simulation.
A voltage driver was used to limit the negative voltage to —40V, and the positive voltage to 140 V.
A sensor driver was used to measure the output from the temperature and pressure sensor. The adaptive
lens was mounted on a heater, which was used to heat the adaptive lens to the required temperatures.
The membrane deformation was measured using a profilometer connected to a confocal displacement
sensor providing a resolution of 110 nm. During the characterization, the adaptive lens was actuated
and the corresponding applied voltage, membrane deformation, sensor outputs were measured
simultaneously. The characterization was repeated with the adaptive lens set to higher temperatures.
The refractive power was subsequently calculated from the measured membrane surface and then
defined as a function of both the internal fluid pressure and the temperature. The measurements show
the refractive power varying from —16m~! to 17m~! at 25°C, and from —15m~! to 28 m~! at 75 °C.

The simulated and measured refractive power of the adaptive lens at 25 °C, 50 °C and 75 °C with
different applied voltages are compared in Figure 13. The temperature drift of the refractive power in
the positive direction is higher than that in the negative direction because of the superposing effects
of the thermal expansion of the fluid, which contribute to positive drift, and the increased actuator
deflections at higher temperatures, which contribute to both positive and negative drift [7,19]. Hence,
the superposed effect causes a net positive drift.
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Figure 12. Experimental setup to characterize the adaptive lens at applied voltages and higher temperatures.
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Figure 13. Comparison of the measured and simulated results of refractive power.
6. Conclusions

Our simulation model successfully couples the piezoelectric physics with the laminar flow and
heat transfer physics modules. Both prove that the adaptive lens was simulated at different voltages
and temperatures to determine the actuator deflection, the fluid pressure, and the refractive power.
The simulated results are in close agreement with the experimental results. The adaptive lens can vary
the refractive power from —16m~! to 17m ™" at 25°C and from —15m~! to 28 m~! at 75 °C. With this
validation, we can now use our model reliably for further geometric optimization of our adaptive lens.
Furthermore, the simulation model could be extended to also model the piezoelectric hysteresis and
change in piezoelectric coefficients with the temperature.
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Abbreviations

The following abbreviations are used in this manuscript:

PDMS  Polydimethylsiloxane

FSI Fluid-structure interaction

FEM Finite-element method

CNC Computer numerical control

PCB Printed circuit board
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Abstract: To overcome the inherent deficiencies of hearing aids, implantable middle ear hearing
devices (IMEHDs) have emerged as a new treatment for hearing loss. However, clinical results
show that the IMEHD performance varies with its transducer’s stimulating site. To numerically
analyze the influence of the piezoelectric transducer’s stimulating sites on its hearing compensation
performance, we constructed a human ear finite element model and confirmed its validity. Based on
this finite element model, the displacement stimulation, which simulates the piezoelectric transducer’s
stimulation, was applied to the umbo, the incus long process, the incus body, the stapes, and the round
window membrane, respectively. Then, the stimulating site’s effect of the piezoelectric transducer
was analyzed by comparing the corresponding displacements of the basilar membrane. Besides,
the stimulating site’s sensitivity to the direction of excitation was also studied. The result of the
finite element analysis shows that stimulating the incus body is least efficient for the piezoelectric
transducer. Meanwhile, stimulating the round window membrane or the stapes generates a higher
basilar membrane displacement than stimulating the eardrum or the incus long process. However,
the performance of these two ideal sites’ stimulation is sensitive to the changes in the excitation’s
direction. Thus, the round window membrane and the stapes is the ideal stimulating sites for the
piezoelectric transducer regarding the driving efficiency. The direction of the excitation should be
guaranteed for these ideal sites.

Keywords: implantable middle ear hearing device; piezoelectric transducer; stimulating site; finite
element analysis; hearing compensation

1. Introduction

Hearing loss, affecting around 466 million people worldwide, is one of the six leading causes of
disease burden in our society [1]. Up to now, there is still no effective medical treatment to sensorineural
hearing loss (SNHL), which is the main type of hearing loss taking up approximately 90% of reported
hearing loss [2]. The patients with SNHL mainly turn to hearing aids for restoring audibility [3].
Although sophisticated hearing aids have been developed, hearing aids still have a number of inherent
shortcomings, such as a limited high-frequency amplification gain, ear canal occlusion, and feedback
annoyance [4]. To overcome these problems, many researchers proposed and designed the implantable
middle ear hearing devices (IMEHDs), which restores audibility by the mechanical vibration of their
implanted transducers [5].

IMEHD primarily comprises four components: the microphone, the sound processor,
the transducer, and the battery. A typical schematic illustration of the IMEHD is shown in Figure 1 [6].

Micromachines 2019, 10, 782; d0i:10.3390/mi10110782 193 www.mdpi.com/journal/micromachines
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Briefly, the microphone, which is implanted closer to the ear canal, receives the outside sound and
transmits to the sound processor. Then, the sound processor processes the input signal according to
patients” hearing loss and outputs a driving signal to the piezoelectric transducer. The piezoelectric
transducer mainly consists of three parts: the piezoelectric stack, the rod, and the support sleeve.
One side of the piezoelectric stack is stuck to the rod, which is attached to the incus body. While the other
side of the piezoelectric stack is held to the support sleeve, which is fixed to the skull. Under the electrical
driving signal’s stimulation, the piezoelectric stack, which is a monolithic ceramic construction of many
thin piezoelectric ceramic layers, expands and contracts. Finally, the vibration of the piezoelectric
stack is transmitted to the incus body by the rod and compensates for hearing loss. All these parts
are powered by the battery. Among these IMEHD parts, the transducer is a key component as it is
responsible for stimulating the human ear. Based on actuation mechanisms, the IMEHDs’ transducers
are divided into two types: the electromagnetic transducer and the piezoelectric transducer [5].
Compared with the electromagnetic transducer, the piezoelectric transducer has the advantages of
a lower power consumption, compatibility with external magnetic field, and ease of fabrication [4].
Owing to these advantages, piezoelectric transducer have been widely used in IMEHDs, especially the
totally implanted type IMEHDs [7]. In terms of the stimulating sites, the transducer can be further
classified into five categories: the eardrum driving [8,9], the incus body driving [6], the incus long
process driving [10], the stapes driving [11,12], and the round window (RW) membrane driving [13,14].

Rechargeable battery

Signal processor

Piezoelectric transducer

Cochlea /

Micror 0 e

Figure 1. Schematic view of an implantable middle ear hearing device with a piezoelectric transducer

attached on the incus body.

Clinical study shows that the stimulating site influence the transducer’s hearing compensation
performance [15]. To uncover this influence and optimize the transducer’s design, some preliminary
studies have been carried out. Based on numerical analysis, Zhang et al. found that stimulating the
round window membrane is more efficient than stimulating the incus long process [16]. The human
temporal bone experiment conducted by Deveze et al. demonstrates that stimulating the stapes is
superior to stimulating the incus body and incus long process [17]. However, the above researches
only focus on the electromagnetic transducer. A numerical study shows that the stimulating site’s
influence on the electromagnetic transducer is different from that on the piezoelectric transducer [18].
To investigate the stimulating site’s effect on the piezoelectric transducer’s performance, Bornitz et al.
constructed a human ear finite element (FE) model and compared the stapes displacements under
different piezoelectric transducers’ stimulation [18]. Their result demonstrates that the incus body
is the least effective stimulating site for the piezoelectric transducer. However, auditory response
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measurements show that the stapes response is unreliable for evaluating round window stimulation [19].
Besides this, stimulating the incus long process, which is widely utilized clinically, was not investigated.

Accordingly, in the present study, we carried out a systematic study on the influence of piezoelectric
transducer’s stimulating sites. To facilitate this study, we built a human ear FE model and confirmed its
validity. Then, the stimulating site’s effect was analyzed based on the basilar membrane’s displacement,
which is reliable for evaluating IMEHD performance. The result could help the surgeon choose a
piezoelectric transducer and aid the designer to optimize the piezoelectric transducer.

2. Materials and Methods

2.1. Constructions of the Human Ear FE Model

A 3D FE model of the human ear was built using CT scanning and reverse modelling techniques
based on a fresh human temporal bone specimen. Figure 2 shows the constructed model, consisting of
the external ear canal, the middle ear (middle ear cavity, ossicular chain, and supporting ligaments
and tendons), and the cochlea. The middle ear was separated from the external ear canal by the
eardrum. The ossicular chain (malleus, incus, stapes and the joints) was connected to the wall of the
middle ear cavity by the ligaments and tendons. The air in the middle ear cavity and the ear canal was
meshed by acoustic tetrahedral elements, with a total of 277,863 elements. The eardrum was divided
into the eardrum pars tensa and the eardrum pars flaccida. The eardrum pars tensa was established
as a three-layer structure [20]. The inner layer and outer layer of the pars tensa was assumed to
be isotropic, while the middle layer of the pars tensa was assumed to be orthotropic, with fibers in
circumferential and radial directions. The eardrum pars tensa’s inner layer, middle layer, and the outer
layer had a thickness of 0.017 mm, 0.016 mm, and 0.017 mm, respectively. The thickness of the eardrum
annulus ligament and the eardrum pars flaccida were 0.2 mm and 0.1 mm, respectively. A total of 1939
three-noded shell elements were created to mesh the eardrum. The other middle ear structures were
meshed by 45,609 four-noded tetrahedral elements.

Superior mallear ligament Superior incudal ligament

Stapedial tendon Ear canal

RW membrane

Malleus
Spiral plate

e

Cochlea
Eardrum

Stapes

Basilar membrane

Middle ear cavity

Cochlea Middle ear External ear

Figure 2. The constructed human ear finite element model.

The middle ear connects to the spiral cochlea with the stapes footplate attached to the oval window.
The model’s cochlea consists of two fluid-filled chambers: the scala vestibuli (SV) and the scala tympani
(ST). These chambers were separated by the basilar membrane (BM) and the bony spiral plate. A total
of 361,589 four-noded acoustic tetrahedral elements were created to mesh the fluid in the cochlea.
The BM and the bony spiral plate were meshed by 7666 shell elements. The BM thickness and width
vary approximately linearly from the base of the cochlea to the apex of the cochlea. The BM length is
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34 mm. The thickness of the BM varies from 5.2 um to 0.6 um, and the width varies from 0.1 mm to
0.5 mm. The round window membrane was meshed by 851 three-noded tetrahedral elements. The RW
membrane has a thickness of 0.1 mm and an area of 2 mm?, which is close to the size of 2.08 mm?
reported by Atturo et al. [21].

Considering the ligaments and tendons connect to the bony wall of middle ear cavity, we fixed the
end nodes of these components in our FE model. The surfaces of the acoustic elements, which attached
to the bony wall in the ear canal, the middle ear cavity, and the cochlea, were defined as rigid walls.
The outer edges of the round window membrane and the cochlear spiral plate were set as fixed
constraints since they are anchored to the bony wall of the cochlea. Fluid structure interfaces were
defined for the surfaces of the acoustic elements attached to the movable structures, i.e., the eardrum,
the ossicles, the ligaments, the tendons, the oval window, the BM, and the round window membrane.

2.2. Material Properties

The middle layer of the eardrum pars tensa and the BM were assumed to be orthotropic.
Other components of the FE model were assumed to be isotropic. Poisson’s ratios were assumed to be
0.3 for all components in the middle ear. The material properties of each component of the middle ear
in the FE model were mainly referred to Gentil et al. et al. [20] and Zhang et al. [22], as listed in Table 1.

Table 1. Material properties of the middle ear components.

Components Layer Young’s Modulus (N/m?) Density (kg/m3)

Eardrum annulus ligament 2.00 x 10° 1.20 x 103
Outer layer 1.00 x 107
Eardrum pars tensa Middle layer Eg =2.00 x 107, E, = 3.20 x 107 1.20 x 10°
Inner layer 1.00 x 107

Eardrum pars flaccida 1.00 x 107 1.20 x 103
Malleus handle 1.41 x 1010 3.70 x 10°
Malleus neck 1.41 x 1010 453 x 10°
Malleus head 1.41 x 1010 2.55 x 10°
Incus body 1.41 x 10'0 2.36 x 10°
Incus short process 1.41 x 10'0 226 x 10°
Incus long process 1.41 x 1010 5.08 x 10°
Stapes 1.41 x 1010 2.20 x 10°
Incudomallear joint 6.00 x 107 320 x 103
Incudostapedial joint 2.00 x 10° 1.20 x 103
Lateral malleolar ligament 6.70 x 10° 2.50 x 10°
Superior malleolar ligament 4.90 x 10° 2.50 x 10°
Anterior malleolar ligament 8.00 x 10° 2.50 x 10°
Posterior incudal ligament 6.50 x 10° 2.50 x 10°
Superior incudal ligament 4.90 x 10° 1.00 x 10%
Tensor tympani tendon 8.00 x 100 2.50 x 103
Stapedial tendon 5.20 x 107 1.00 x 10%
Stapedial annulus ligament 1.00 x 10* 1.20 x 103

The components of the middle ear and the cochlea were modelled as elastic properties, except for
the eardrum, eardrum annulus ligament, incudostapedial joint, incudomallear joint, stapedial annulus
ligament, and RW membrane, which were modelled as linear viscoelastic materials. The Rayleigh
damping was specified for the elastic components. The Rayleigh damping parameters were taken as
a=0s"1,8=0.0001s [23]. The relaxation modulus of the linear viscoelastic materials was expressed
as Equation (1):

) M)

E(t) =Ey(14 ¢ exp(—T—1

where Ey, 1, and 71 were viscoelastic parameters with constant values for each type of soft tissue, and ¢
is the time. Ej is the elastic modulus listed in Table 1. e1, and 74 are listed in Table 2. The viscoelastic
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parameters were referenced to Zhang et al.’s report [24]. These parameters were obtained by dynamic
material tests on these components and the cross-calibration method.

The BM is assumed to be the anisotropic membrane with a density of 1200 kg/m>. The stiffness of
BM was decreased from the base to the apex. The BM’s longitudinal modulus was assumed as 600 MPa
at the base, linearly decreased to 10 MPa at the apex along the BM length. Similarly, the transverse
modulus and the vertical modulus of the BM decrease linearly from 6 MPa, and 12 MPa at the base to
0.1 MPa, and 0.2 MPa at the apex, respectively. The density of the RW membrane was set to 1200 kg/m3
with an elastic modulus of 2.32 MPa [25]. The bulk modulus of the cochlear fluid and the air in
the external ear canal and the middle ear cavity were set as 2250 MPa and 0.142 MPa, respectively.
The viscosity of the cochlear fluid is 0.001 Ns/m? [22].

Table 2. Parameters of linear viscoelastic materials.

Components e1 11 (ps)
Eardrum annulus ligament 3.2 28
Eardrum pars flaccida 2.29 25
Eardrum pars tensa 2.8 25
Incudomallear joint 3.0 20
Incudostapedial joint 50 20
Stapedial annulus ligament 2.4 25
RW membrane 3.0 30

2.3. Piezoelectric Transducer Simulation

Since the purpose of this paper is to study the stimulating site’s influence rather than the
piezoelectric transducer’s structural design, we simplified the piezoelectric transducer as an ideal
displacement-driven transducer. This idealized representation of the piezoelectric transducer is
possible as small displacements and forces are required for hearing compensation in IMEHDs [18].
Based on this simplification, a displacement excitation with the magnitude of 0.1 um was applied
at the commonly used stimulating sites, i.e., the eardrum’s umbo, the incus long process, the incus
body, the stapes, and the RW membrane, respectively. The magnitude of the applied displacement
excitation was ascertained as it can produce a sound pressure level equivalent to 100 dB, which
is a design criterion for an IMEHD transducer [4]. The stimulating sites were plotted in Figure 3.
When stimulating the eardrum’s umbo, the incus long process, the incus body, the stapes, and the
direction of the applied displacement excitation was along the longitudinal axis of the stapes, which is
efficient for IMEHD stimulation [18]. For stimulating the round window membrane, the excitation’s
direction was normal to the surface of the round window membrane. Under these forces” stimulation,
harmonic analysis was conducted over the frequency range of 0.25-6 kHz using the finite element
software package ABAQUS (Dassault Systemes, Johnston, RI, USA).

The surgical procedure, e.g., the transmastoidal approach for the piezoelectric transducer’s
implantation, will possibly change the direction of the excitation. To study the stimulating site’s
sensitivity to the direction changes of their excitations, the excitations were also applied in different
directions at each stimulating site with the same magnitude of 0.1 um. For stimulating the ossicular
chain (umbo, incus long process, incus body, stapes), the reference direction was along the stapes’
longitudinal axis. The other directions are defined by rotating the direction relative to the reference
direction in the plane based on the longitudinal axis and the long axis of the stapes’ footplate.
The rotation is 20°, 45°, and 60° off the reference direction to crus posterior (20°, 45°, and 60° to CP).
For stimulating the RW membrane, the reference direction is the normal direction of the RW membrane.
The other directions are rotated 20°, 45°, and 60° off the reference direction.
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Figure 3. The simulation of the piezoelectric transducer’s simulation. (a) Stimulating sites on the finite
element model; (b) the anatomy of the three ossicles (malleus, incus, and stapes).

2.4. Equivalent Sound Pressure Level

The sound transmission property via normal air conduction is different from that by a piezoelectric
transducer’s stimulation. Considering the basilar membrane inside the cochlea is responsible
for sensing the input vibration energy, we used its response to assess the transducer’s hearing
compensation performance.

The vibration transmitted into the cochlea propagates in the form of a traveling wave from the
base to the apex along the basilar membrane. For excitations of different frequencies, the maximum
amplitude position of the traveling wave formed on the basilar membrane is different, with high
frequencies maximally activating basal regions of the BM and low frequencies maximally activating
apical areas of the BM. For a specific frequency excitation, the position of the basilar membrane
that is most responsive in the longitudinal direction is referred to as the characteristic place of this
frequency. The frequency is called the characteristic frequency of that position on the basilar membrane.
The cochlea senses a pure tone sound of a specific frequency through its corresponding characteristic
place along the basilar membrane. Therefore, in order to make the sound-perceived effect of the
transducer’s stimulation of a specific frequency equivalent to that excited by normal sound stimulation
(sound pressure applied at the eardrum), the displacements of the BM’s characteristic place of the
frequency under the two excitations should be equal.

Based on above principle, in the normal sense of sound, when a sound with the frequency of w
and amplitude of Pg is applied at the eardrum, its stimulated BM displacement at the characteristic
place xcr is d3, (a),xCF):

dgyp (@, xcr) = TFY (©)-Pg )

where TF;(@) is the transfer function of the normal human ear sensation from the pressure applied at
the eardrum to the displacement of the basilar membrane. The human ear functions as a linear system
under the normal acoustic sound pressure excitation [26]. Therefore, based on the model-calculated
basilar membrane’s displacement under 100 dB SPL sound stimulation applied at the eardrum, we can
obtain the transfer function: P )
TR () = —BM 2
2x107°x 1020

Under the excitation of the ideal piezoelectric transducer, its stimulated BM displacement at the

@)

characteristic place dg;zo((u, xcp) can be calculated by the FE model. Since the basilar membrane
vibration is responsible for transmitting the input energy to hair cells, the transducer-stimulated effect is
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equivalent to that excited by a normal acoustic stimulation Pg applied at the eardrum, which produces
~ac

the same displacement amplitude d gy;(w, xcE) at the characteristic place of the basilar membrane:

. ~ac - B0 -
by (@, xcr) = (@, xcp) = TRy (@)-Pg = —H——- 4)
oM ¢ 2x 1075 x 10
Based on Equation (4), the transducer’s corresponding equivalent sound pressure /I;E applied at
the eardrum can be derived as

Pr x2x107° x 105 . ®)

d;\;[mo (w, xcF)

Thus, the performance of the transducer’s excitation can be evaluated by Lgg, which is the
equivalent sound pressure level (ESPL) of the piezoelectric transducer:

- piezo

Pg BM (OJ/x(jF)
Lgo = 20log ————— =100 + 20 log(——). 6
EQ 98 3% 105 + Og(d%hwo(w, o) (6)

3. Results

3.1. Validation of the Human Ear Finite Element Model

To confirm the validity of the established human ear finite element model, three sets of comparisons
with the published experimental data were conducted. Since the stapes response is the input of the
cochlea, we firstly selected the stapes’ footplate displacement to verify our model. Figure 4 shows the
mean value of experimental measurements on five temporal bones reported by Gan et al. [27]. In this
experiment, a set of pure tone sounds of 90 dB SPL were applied to the eardrum, and the displacement
of the stapes footplate was measured using a laser vibrometer. For comparison, we carried out a
harmonic analysis across the frequency range of 250-8000 Hz under the same sound pressure applied
to the lateral side of the eardrum of our FE model. The model-predicted result was also plotted in
Figure 4. It demonstrates that our model-derived displacement of the stapes footplate agrees well with
the experimental curve.

1E+00 ¢

1E-01 |
1E-02 |

1E-03 |

- - --Ganetal. 2009
— FE model

1E-04 |

Displacement of Stape Footplate (um)

1E-05 P . NN
100 1000 10000

Frequency (Hz)

Figure 4. Comparison of the stapes’ footplate displacement under 90 dB SPL sound pressure applied at
the eardrum.
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The BM’s response was also selected for our model’s validation as it responsible for sensing
the cochlear input vibration. Figure 5 displays the experimental curves of the ratio of the BM’s
velocity at 12 mm from the stapes to the stapes’ velocity. The experimental tests were conducted
by Gundersen et al. [26] and Stenfelt et al. [28] with a 90 dB SPL input sound pressure applied to
the eardrum. Similarly, with a uniform sound pressure applied at the lateral side of the eardrum
in our model, a harmonic analysis was conducted across the frequency range of 250-8000 Hz.
The model-calculated result was plotted with the experimental curves in Figure 5. It shows that the
maximum peak appears at 3500 Hz, which conforms to the experimental data of Gundersen et al. [26].
Besides, our model-predicted result has the same trend as Stenfelt et al.’s [28] data.

40
= = = = Gundersen et al.1978

o - Stenfelt et al. 2003
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A 77N, \
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[=a] _— vk
g \ ,“'\
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<= 20 F
R~

L
100 1000 10000

Frequency (Hz)

Figure 5. Comparison of the ratio of the basilar membrane’s (BM) velocity at 12 mm from the stapes to
the stapes’ velocity.

Finally, we compared the model-derived cochlear input impedance, which is a measure to
represent the cochlear resistance of transmitted vibration from the middle ear, with the experimental
data measured by Aibara et al. [29], Puria et al. [30], and Merchant et al. [31], as shown in Figure 6.
The cochlear input impedance was calculated from the ratio of the pressure in the SV to the stapes
volume velocity (product of the stapes’ footplate velocity and the stapes’ footplate area). It shows
that our predicted result is in the range of these experimental data, and has the same trend with these
experimental data, especially the data of Puria et al. [30]. These above comparisons prove that our
model can be utilized to predict the sound transmission properties of the human ear.

1000
anmar Mean of Aibara et al. 2001
= = = Mean of Puria et al. 1997
------- Merchant et al. 1996 . .
ol ——FEModel e

Cochlear input impedance (G(2)

1 1
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Frequency (Hz)

Figure 6. Comparison of the cochlear input impedance.
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3.2. The Stimulating Site’s Influence on the Piezoelectric Transducer’s Performance

Figure 7 shows the influence of the piezoelectric transducer’s stimulating sites on its hearing
compensation performance. It demonstrates that the piezoelectric transducer can produce high ESPL
at high frequency no matter which sites is stimulated. Stimulating the RW membrane as well as
stimulating the stapes can produce a more equivalent sound pressure level than stimulating the
other sites, especially at a high frequency. Besides, the ESPL under the stimulation applied at the
incus-long-process is superior to that generated by the umbo stimulation. The incus body is the worst
stimulating site for the piezoelectric transducer.
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T 160 - ol ” o o o
= —— Umbo
£ 150 | —+—Tncus body g 10
g ’ —— Incus long process '%
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20 L -60 L

100 1000 10000 100 1000 10000
Frequency (Hz) Frequency (Hz)

@ (b)

Figure 7. The influence of a piezoelectric transducer’s stimulating sites on its hearing compensation
performance. (a) Equivalent sound pressure level of the piezoelectric transducers stimulating at
different sites; (b) ratio of equivalent sound pressure of the piezoelectric transducer stimulating at
different sites (the reference is the stimulation applied at the stapes along the stapes longitudinal axis).

3.3. The Sensitivities of Each Stimulating Site to the Changes of Excitation’s Direction

For stimulating the eardrum’s umbo, the influence of a piezoelectric transducer’s excitation
direction on its hearing compensation performance is shown in Figure 8. It indicates that the
transducer’s stimulated ESPL decreases with the increase of the angle of the excitation’s inclination,
especially at the middle frequency. The maximum decrease is found at 1 kHz for 60° to CP, with a
reduction of 13 dB.
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Figure 8. The sensitivity of umbo stimulation due to the change of its excitation’s direction.
(a) Equivalent sound pressure level of the piezoelectric transducer’s stimulation; (b) change of
equivalent sound pressure level.
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While the stimulating site is the incus body, the stimulation direction’s influence is shown in
Figure 9. It demonstrates that the change of the stimulation direction’s influence on the transducer’s
stimulated ESPL is complex in this case. Increasing the angle of the stimulation’s inclination decreases
the transducer-stimulated ESPL at a lower frequency, but increases the ESPL slightly at a higher
frequency. The maximum decrease is at 250 Hz for 45° to CP, with a reduction of 17 dB.
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Figure 9. The sensitivity of incus-body stimulation due to the change of its excitation’s direction.
(a) Equivalent sound pressure level of the piezoelectric transducer’s stimulation; (b) change of equivalent
sound pressure level.

As for stimulating the incus long process, the excitation direction’s influence is shown in Figure 10.
Similar to the influence in stimulating the eardrum’s umbo, the boost of the angle of the excitation’s
inclination reduces the transducer-stimulated ESPL, especially at the middle frequency. The maximum
decrease is also at 1 kHz for 60° to CP, with a reduction of 16 dB.
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Figure 10. The sensitivity of incus-long-process stimulation due to the change of its excitation’s
direction. (a) Equivalent sound pressure level of the piezoelectric transducer’s stimulation; (b) change
of equivalent sound pressure level.

In terms of stimulating the stapes, the effect of the transducer’s stimulation direction is shown
in Figure 11. It indicates that the transducer-stimulated ESPL also decreases with the increase of
inclination angle. Unlike previous stimulating sites, the ESPL at a high frequency decreases significantly
in this case. The maximum decrease is at 400 Hz for 60° to CP, with a reduction of 40 dB. For a high
frequency region, the maximum reduction is 36 dB at 4 kHz for 60° off the reference direction.
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Figure 11. The sensitivity of stapes stimulation due to the change of its excitation’s direction.
(a) Equivalent sound pressure level of the piezoelectric transducer’s stimulation; (b) change of
equivalent sound pressure level.

For stimulating the RW membrane, the influence of the transducer’s stimulation direction is
shown in Figure 12. It demonstrates that the increase of the inclination angle mainly reduces the
transducer’s high frequency ESPL. The maximum decrease is at 6 kHz for 60° off the reference direction,
with a reduction of 31 dB.
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Figure 12. The sensitivity of RW membrane stimulation due to the change of its excitation’s direction.
(a) Equivalent sound pressure level of the piezoelectric transducer’s stimulation; (b) change of equivalent
sound pressure level.

4. Discussion

Since the human ear is a complicated biological system with tiny structures and complex geometry,
systematic experimental investigation on it is tough to conduct. Considering the finite element method
has the advantage of simulating this complicated biological system, many researchers built a human
ear FE model, and used it to study the sound transmission properties of the ear [32-35] and facilitate
the design of IMEHD:s [14,36,37]. In our human ear FE model, the cochlea was constructed as two
fluid-filled channels. This modelling method of the cochlea is widely used in the field of cochlear
mechanics [16]. Different individual human ears have similar vibration properties, and to confirm our
model’s validity, we compared our model-predicted results with the mean value of the experimental
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results, which were measured on many human ears, to prove that our model can predict the general
response of the human ear. This kind of validation has been widely used by scholars in this fields [20,23].

According to the vibrational energy transmission pathway, the implantable middle ear hearing
device can be classified as forward stimulation and reverse stimulation [38]. Stimulating the eardrum,
the incus body, the incus long process, and the stapes belong to forward stimulation, since their
vibration energy are transmitted to the cochlea through the cochlear oval window, which is the same
as the normal hearing process. Whereas, stimulating the round window membrane is called reverse
stimulation as its vibration energy is transmitted to the cochlea though the cochlear round window,
the other opening window of the cochlea. For the forward driving, our results demonstrate that the
piezoelectric transducer provides better performance when stimulating the stapes than stimulating
the eardrum’s umbo or the incus long process. The performance of stimulating the incus long
process is superior to that of stimulating the eardrum’s umbo. This result can be easily predicted for
forward stimulation since the stapes is close to the cochlea and therefore more efficient to transmit
vibrational energy into the cochlea. Besides, we found that the superiority of the stapes stimulation is
significant at high frequencies. To further analyze this phenomenon, we plot the z direction’s (along
the longitudinal axis of the stapes) displacement contour plot (Figure 13) of the ossicular chain since
the stapes transmits its vibration mainly through its piston motion [39]. Figure 13 shows that the
stapes can be efficiently stimulated at a low frequency for all these three stimulating sites, especially
for stimulating the stapes and stimulating the incus long process. With an increase in the stimulation’s
frequency, the vibration cannot be effectively transmitted to the stapes for stimulating the incus long
process and the umbo, especially for stimulating the umbo. This may attribute to the incudomallear
joint and the incudostapedial joint, whose viscous behavior become significant at a higher frequency
and weaken the vibrational energy transmission from the stimulating point to the stapes.
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For the forward stimulation, the incus body is the worst stimulating site for the transducer.
This result is consistent with Bornitz et al.’s report [18] based on stapes displacement. This owing to
the fact that the rotation nod of the ossicular chain is close to the incus body [40]; therefore, the incus
body is the least efficient point for stimulating the ossicular chain. Figure 13 also shows that most
of the stimulated response are restrained around the incus body; the vibration cannot be efficiently
transmitted to the stapes footplate under the incus-body stimulation, especially at a high frequency.
Thus, compared with other forward stimulation, the high-frequency output should be enhanced for
the incus-body simulating-type piezoelectric transducer.

Compared with forward stimulation, it is difficult to estimate the performance of the round
window’s stimulation, i.e., the reverse stimulation, since its vibration energy transmission pathway
is different from that of forward driving. Although comparison of the forward stimulation with the
round window’s stimulation were reported [16,22], these studies only focus on the electromagnetic
transducer, which is a force-driven transducer. Bornitz et al.’s study [18] demonstrates that the
stimulating site’s influence for the electromagnetic transducer is different from that for the piezoelectric
transducer. For the piezoelectric transducer, our study finds that stimulating the round window
membrane can produce a similar ESPL as when stimulating the stapes. Regardless of which site
is stimulated, the piezoelectric transducer can generate high ESPL at a high frequency. Since most
sensorineural hearing loss is severe at a high frequency [41], this characteristic is a crucial advantage for
the piezoelectric transducer to compensate for the hearing loss. This better high-frequency performance
of the piezoelectric transducer was reported in many experimental studies [6,10,42].

The performance of the RW membrane stimulation, as well as that of the stapes stimulation are
susceptible to the change of the excitation’s direction. This result for the RW membrane stimulation
conforms to Arnold et al.’s temporal bone’s study [43], which found that the transducer’s direction
significantly affects the energy transferred to the cochlea of up to 35 dB. The clinical result also shows that
the postoperative performance of the RW stimulation has a high variability [44], which may attribute
to the change of the transducer’s direction. Meanwhile, this sensitivity for RW membrane stimulation
and stapes stimulation to the excitation direction is prominent at a high frequency. Considering the
main type of sensorineural hearing loss is the “high-frequency” hearing loss [41], the piezoelectric
transducer’s orientation for RW stimulation or stapes stimulation should be guaranteed during the
surgery. For the design of these two types of transducers, it is recommended to design a fixing part to
ensure its orientation after implantation.

The main purpose of this paper is to investigate the stimulating site’s influence on the piezoelectric
transducer. To facilitate this study, the real structure of the piezoelectric transducer was not considered
in this paper; instead, we simplified it as an ideal displacement driven transducer, i.e., a transducer
generates a certain displacement without limitations in force. Under this simplification, the retroaction
of the human ear system onto the piezoelectric transducer was neglected. This simplification for the
IMEHD’s piezoelectric transducer is based on the fact that the blocking force of the transducer is
much larger than its working force. For instance, the piezoelectric transducer (Model PL-033, Physik
Instrumente, Waldbronne, Germany) used in Wang et al.’s study [41] for IMEHD has a blocking force
of 300 N, which is much larger than the force (89 uN [45]) required to drive the vibration of ossicles to
the equivalent of 100 dB SPL. Thus, the resistant force of the human ear cannot change the piezoelectric
displacement output significantly. Based on a coupled FE model of the middle ear and a piezoelectric
transducer, which is a 20-layer stack of 3 mm diameter and 4 mm thickness made of PZN-4.5PT, Bornitz
etal. [18] also found that there is no retroaction of the human ear onto the piezoelectric transducer. Thus,
simplifying the piezoelectric transducer in IMEHD as a displacement-driven transducer is acceptable.

It should be noted that our FE model is constructed only based on one human ear specimen.
Based on a numerical study, Daniel et al. [46] found that the human ear’s geometrical variation can
lead to differences of 4 dB in the lower frequencies and up to 6 dB around 2 kHz, but similar shapes in
the calculated response curves. Thus, the patients” individual geometrical differences may alter our
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results quantitatively at lower frequencies and frequencies around 2 kHz. Nevertheless, the overall
trend of our results still holds under different individual human ear geometries.

5. Conclusions

To study the influence of piezoelectric transducer’s stimulating sites on its hearing compensation
performance, a human ear FE model, including the ear canal, the middle ear, and the cochlea,
was constructed. The validity of this model was verified by three sets of comparisons. The results show
the piezoelectric transducer provides better performance when simulating the stapes or RW membrane
than stimulating other studied sites, especially at a high frequency. The incus body is the worst
stimulating site for the piezoelectric transducer. Meanwhile, the performance of the RW membrane
stimulation, as well as that of the stapes stimulation, are susceptible to the change of the excitation’s
direction. Considering most sensorineural hearing loss is severe at high-frequency, the piezoelectric
transducer’s orientation for RW stimulation or stapes stimulation should be guaranteed during
the surgery.
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Abstract: This study presents the effects of bottom electrode designs on the operation of laterally
vibrating aluminum nitride (AIN) contour-mode resonators (CMRs). A total of 160 CMRs were
analyzed with varying bottom electrode areas at two resonant frequencies (f() of about 230 MHz and
1.1 GHz. Specifically, we analyzed the impact of bottom electrode coverage rates on the resonator
quality factor (Q) and electromechanical coupling (k?), which are important parameters for Radio
Frequency (RF) and sensing applications. From our experiments, Q exhibited different trends to
electrode coverage rates depending on the device resonant frequencies, while k? increased with the
coverage rate regardless of fy. Along with experimental measurements, our finite element analysis
(FEA) revealed that the bottom electrode coverage rate determines the active (or vibrating) region of
the resonator and, thus, directly impacts Q. Additionally, to alleviate thermoelastic damping (TED)
and focus on mechanical damping effects, we analyzed the device performance at 10 K. Our findings
indicated that a careful design of bottom electrodes could further improve both Q and k? of AIN
CMRs, which ultimately determines the power budget and noise level of the resonator in integrated
oscillators and sensor systems.

Keywords: MEMS; aluminum nitride; resonator; damping; quality factor; electromechanical coupling

1. Introduction

Piezoelectric microelectromechanical systems (MEMS) resonators have shown great promise
towards fully integrated and high-efficiency RF and wireless communication systems owing to their
small footprint and low power budget [1-4]. With the emergence of Internet of Things (IoT), the
need for ultra-low-power communication and sensor systems is growing, and recently developed
piezoelectric MEMS resonator technologies have been demonstrated to be fundamental building blocks
in near-zero power sensors for various application areas [5-7]. Moreover, many piezoelectric resonators
are fully compatible with conventional microfabrication processes, enabling monolithic integration for
single-chip electronics [8-10]. In contrast to electrostatic resonators [11,12], piezoelectric resonators
exhibit better electromechanical coupling and lower motional resistance, which are favorable for 50 ()
RF communication systems.

Among existing piezoelectric MEMS resonators, laterally vibrating aluminum nitride (AIN)
contour-mode resonators (CMRs) have drawn much attention as multiple frequency resonators
can be fabricated on a single chip [4,13,14]. In more detail, lithographically defined electrodes
can realize resonant frequencies (fy) from MHz to several GHz range, which is a great advantage
compared to thin-film bulk acoustic resonators (FBAR) or shear-mode piezoelectric resonators, where
resonance is determined by the piezoelectric film thickness [15-17]. In addition, AIN CMRs exhibit low
motional resistance of around 50 (2 along with a small footprint, which enable ultra-low-power AIN
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CMR-based complementary metal oxide semiconductor (CMOS) oscillators [18,19]. Although AIN
CMRs could be building blocks for next generation RF systems, the quality factor (Q) still needs to be
improved while maintaining a high electromechanical coupling (k?) for successful commercialization.
The aforementioned properties of the resonator ultimately set the power budget and phase noise
performance of the device [20-22], and the figure of merit (FOM) of AIN CMRs is defined as the
product of the two.

Previous studies have revealed that damping directly affects both Q and k* of piezoelectric
MEMs resonators [8,23]. In the case of AIN CMRs, both mechanical and thermal effects induce
significant damping on the device and these must be accounted for to ensure stable resonator operation.
Mechanical damping (or anchor losses) [24] is more dominant in lower-frequency CMRs, while
thermoelastic damping (TED) prevails at higher resonant frequencies around or above 1 GHz [25].
Various designs of electrodes, resonators, and anchors, which connect the resonator to the supporting
substrate, have been extensively studied in an effort to mitigate such damping effects and, ultimately,
improve device performance. In detail, segmented electrodes [26] and apodization techniques [27]
have been applied to improve the FOM and suppress spurious modes. Studies on anchors and the bus
region, where the top and bottom electrodes do not overlap near anchors, have also been reported
to be important factors on mechanical damping, affecting both Q and k? [28]. Since more than 50%
of TED arises from the metal electrodes, the type of electrode material and its thickness also affects
the electromechanical properties of AIN CMRs [25,29]. A search for the optimal resonator design
and metal electrode continues in an effort to build high performance AIN CMRs with outstanding
electromechanical properties.

All the aforementioned studies have identified the impact of various design parameters on device
performance and improved the current state of AIN CMRs. However, there is a lack of published work
on the effects of bottom electrode designs on the electromechanical properties of CMRs. In general, a
bottom electrode accounts for more than 50% of the metal in a resonator [25,30,31]. In addition, the
size of the bottom electrode ultimately determines the active (or vibrating) region of the resonator.
Since the design of the bottom electrode can affect both mechanical damping and TED, it is important
to understand its impact on device performance.

To experimentally verify the impact of the bottom electrodes, we fabricated and measured the
admittance response of a total of 32 different AIN CMRs with varying anchor designs, bottom electrode
coverage rates, and resonant frequencies. In addition, we performed finite element analysis (FEA)
to further investigate the impact of electrode designs on mechanical damping in the resonator. To
minimize TED, we also measured the resonators at 10K and compared the results to calculations.
This work outlines the device design and fabrication, experimental analysis, numerical analysis, and
in-depth discussion of the major findings.

2. Materials and Methods

2.1. Resonator Design and Fabrication

The designed AIN CMRs consisted of 100 nm thick Al top electrodes, a 1 um thick AIN piezoelectric
layer, and a 100 nm thick Pt bottom electrode, as shown in Figure 1a. The interdigitated top electrodes
work as signal and ground pads while the floating bottom electrode guide the electric field vertically.
Such an electric field induces lateral vibrations of the resonator. The resonant frequency of the device
can be expressed as

fo=1/2w x sqrt (Eeq/peq) (1)

where w is the pitch of the top electrodes, Eeq is the equivalent Young’s modulus, and Peq i the
equivalent mass density of the resonator. Since previous studies have revealed that the type of
dominating damping mechanism depends on f(, we designed a set of CMRs with two different
resonant frequencies at 230 MHz and 1 GHz. As anchor losses dominate at lower f, we designed the
230 MHz CMRs to have various anchor dimensions. By contrast, the 1.1 GHz CMRs were designed
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to have full anchors as the impact of anchor losses is rather small compared to TED. In addition, we
fabricated CMRs with varying bottom electrode coverage rates ranging from 33% to 120%. Here,
100% was the area where the signal and ground top electrodes overlapped. The bottom electrode
coverage rate is defined as the bottom electrode area divided by the area where the top electrodes
overlapped, as shown in Figure 1f. For example, a 120% coverage rate means that the bottom electrode
covered the entire resonator body including the bus region. For 230 MHz CMRs, the width of the top
electrodes were 15 pm with a pitch of 20 pum. For 1.1 GHz CMRs, the top electrodes were 2 pm wide
with a pitch of 4 um. Table 1 summarizes the set of fabricated CMRs with varying design parameters,
where L,, W,, and L are anchor length, width, and resonator length, respectively. In total, we fabricated
CMRs with 32 different designs.

()
’: anchor

- bus

I+ tol
t electrodes
Mechanical Vibration ~ Floating Bottom Electrode overlap

L I bottom

(b) (c)

(d) (e)
E u
silicon
[ A Top Etectrode (t = 100 nm) W AN (= 1pm) L, w, substrate
B siicon i

Pt Bottom Electrode (t =100 nm)

Figure 1. (a) Side view of an aluminum nitride (AIN) contour-mode resonator (CMR), which is formed
of top electrodes, an AIN layer, and a bottom electrode. (b—e) The fabrication process consists of a
bottom electrode patterning, AIN deposition, top electrode deposition, and the final device release via
XeF, etching of a silicon layer. (f) A schematic of 220 MHz CMR consisting of the anchor, bus region,
top and bottom electrodes, and silicon substrate. The bottom electrode coverage rate is defined as the
bottom electrode area (pink) divided by the area where the top electrodes overlap (green).

Table 1. Parameters of fabricated 230 MHz and 1.1 GHz CMRs with various anchor designs and bottom
electrode coverage rates.

230 MHz CMRs 1.1 GHz CMRs
Anchor . Bottom Electrode Resonator Bottom Electrode
Type Length (L,) Width (W, Coverage Type Length (L) Coverage
g g g g

A 10 um 10 pm

B 10 um 20 um 33%, 50%, 75%, (E; gg b 50%, 75%,

C 20 um 10 um 100%, 120% E 1 OOH m 100%, 120%

D 20 um 20 um W

Figure 1b shows the overall fabrication process of AIN CMRs. For device fabrication, a 4 inch high
resistivity (over 2 x 10 Q)-cm) Si wafer was used to prevent any current leakage from the resonator to
the Si substrate. First, a 100 nm thick Pt layer was patterned via liftoff to form the bottom electrodes.
Pt was chosen as the bottom electrode material as it allows the growth of c-axis oriented AIN films
and can withstand a rather high AIN sputtering temperature of about 400 °C [4]. Then, a 1 pm thick
AIN layer was sputter deposited and patterned by photolithography and a reactive ion etching (RIE)
process. To form the top electrodes, a 100 nm thick Al layer was patterned and the device was finally
released by XeF; etching of the Si substrate. Throughout the fabrication process, we closely monitored
and maintained the intrinsic stress of deposited films to be less than + 100 MPa to prevent any bending
after release. The device yield was over 90% and more than 1000 resonators could be fabricated on a
single 4 inch wafer. Here, we defined the yield as the number of devices that gave a measurable Q and
k? using a vector network analyzer (VNA) out of the total number of released devices. Figure 2 shows
the scanning electron microscope (SEM) images of the released devices.
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Figure 2. Scanning electron microscope (SEM) micrographs of the released AIN CMRs. (a—c) 230 MHz
CMRs with bottom electrode coverage rates of 33%, 50%, and 100% (highlighted in yellow).
(d-e) 1.1 CMRs with 50% and 100% bottom electrode coverage rates.

2.2. Experiment and Finite Element Analysis

The admittance response of AIN CMRs was measured using an RF probing setup and a vector
network analyzer. From the measured data, the electromechanical properties, such as k% and Q,
were extracted using a modified Butterworth-Van Dyke (mBVD) model. In total, we measured
160 devices corresponding to five devices per each resonator design as presented in Table 1. For room
temperature analysis, all the devices were measured at about 293 K. We closely monitored and kept a
consistent temperature to remove any temperature effects from the experiment. For low-temperature
measurements at about 10 K, a cryogenic probe station was used along with the same data extraction
method explained above. By comparing the results from the measurements at 293 and 10 K, we can
understand how much TED is affecting device performance.

To understand the impact of bottom electrode designs on the mechanical damping of CMRs,
we performed an FEA study using COMSOL Multiphysics software. For the purpose of performing
quantitative analysis, we implemented a perfectly matched layer (PML) technique that can predict the
mechanical damping and, thus, Q of CMRs with reasonable accuracy [23]. However, COMSOL FEA
could not be used to predict TED and it was necessary to compare the measurements to predictions
when TED is mitigated. Hence, we compared the FEA results to experimental data taken at 10 K,
where the effect of any thermoelastic damping were expected to be extremely small in addition to the
measurements taken at the ambient temperature of 293 K.

3. Results and Discussions

Figure 3 shows the admittance plots of 230 MHz and 1.1 GHz CMRs with varying bottom electrode
coverages. Although the resonator size and top electrode configuration remained the same, the change
in bottom electrode dimensions induced a significant shift in the admittance response of the resonators.
For both frequency devices, fo decreased with increasing coverage rates, while E¢q and peq were
dependent on the bottom electrode areas. Compared to 230 MHz CMRs, the relative shift in f, was
smaller for 1.1 GHz devices. The regions with overlapped metal electrodes were substantially larger
in terms of acoustic wavelength at 1.1 GHz with respect to the relative coverage at 230 MHz. Thus,
changes in the metal overlapping area will have a greater impact on the relative frequency shift of
lower-frequency devices than the 1.1 GHz CMRs. For 230 MHz CMRs, the max amplitude of admittance,
which directly converts into motional resistance (Rn), also depended on the bottom electrode designs.
For 230 MHz CMRs, the shift in Ry, increased by as much as 1040%, while the maximum shift in
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R was much smaller at 180% for the 1.1 GHz resonators. From the admittance plot analysis, it was
noticeable that the impact of bottom electrode designs increased for lower-frequency CMRs.

(a) -30 T T T T (b) -1© T T T T T
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Figure 3. Admittance response of (a) 230 MHz and (b) 1.1 GHz CMRs. The changes in bottom electrode
designs induce significant shift in electromechanical properties of AIN CMRs.

Figure 4 shows the measurement results for Q, k2, and FOM of 230 MHz and 1.1 GHz CMRs as a
function of bottom electrode coverage rate. Each data point represents the measurements from five
devices of each design. The standard deviation for each measurement is also indicated on the plot.
For 230 MHz CMRSs, the measured Q fluctuated over the studied bottom electrode coverage. Such a
trend in Q fluctuation was consistent regardless of the differences in anchor designs. By contrast, Q
decreased with an increasing bottom electrode coverage rate in the case of 1.1 GHz CMRs, which were
fabricated with full anchor designs. k? values increased with the bottom electrode coverages for both
frequency CMRs. This indicates that the electromechanical transduction was more favorable for the
larger active region of CMRs. The resulting FOM of CMRs are shown in Figure 4c,f. The FOM peaks
were similar to Q for 230 MHz devices and remained relatively constant for 1.1 GHz CMRs.
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Figure 4. Measured electromechanical properties of (a—c) 230 MHz and (d—f) 1.1 GHz CMS with
varying bottom electrode coverages. It is clear that both the quality factor (Q) and electromechanical
coupling (k?) of CMRs depend on the bottom electrode designs, ultimately affecting the device figure of
merit (FOM).

The experiment results suggest that the bottom electrode coverage rates impact the device Q, or
the damping inside the resonator. Specifically, the shift in Q was as large as 970% and 392% for 230 MHz
and 1.1 GHz CMRs, respectively. To understand the impact of damping on CMRs, we ran FEA using
the piezoelectric module and PML methods of the COMSOL Multiphysics software. The PML method
accurately predicted the amount of mechanical damping along with the vibration characteristics of the
resonators. Figure 5 shows the displacement field along the vibration direction of the resonator at fy.
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The expanded region is in red and the compressed is colored blue, which allows a visualization of
CMR’s physical motion. The contour images showed that the vibration region of the resonator was
strictly limited to the region that was covered with both the top and bottom electrodes. For example,
Figure 5a shows that the harmonic vibration of the resonator body was confined in the middle of
the bottom electrode covered area. In other words, the significant portion of the region that was
covered with the bottom electrode did not vibrate at f, for 230 MHz CMRs (Type D) with a 33% bottom
coverage rate. However, as the electrode coverage rates increased, the vibrating region fully covered
the bottom electrode areas, resulting in improved Q. For the 120% bottom coverage, the bus region
also had a floating bottom electrode. Thus, the bus region itself worked as a single-finger CMR with a
different resonant frequency compared to the region where the top and bottom electrodes overlapped.
Such behavior was likely to hinder harmonic oscillation of the resonator and induce large damping, as
shown in Figure 5d.

33% Coverage 50% Coverage 100% Coverage 120% Coverage
Q=2175 Q=5659 Q=8022 Q=620
Upay = 3.82nmM Upax = 9.42nm Upax = 18.64nm Upa = 1.45nm

PR
BRRRRRRRRRRRARRE

50% Coverage 100% Coverage 120% Coverage
Q=7706,Up = 14.6 nm Q=2237,Upa=2.63nM Q=1078, Upa=0.8nM

Figure 5. Contour images of vibration displacement fields of (a—d) Type D 230 MHz CMRs and (e-g)
Type E 1.1 GHz CMRs with varying bottom electrode coverage rates.

Compared to the 230 MHz devices, the 1.1 GHz CMRs exhibited a trend where Q decreased with
increasing bottom coverages. Figure 5e shows that the resonator vibration at fo was clearly limited to
the region covered with a bottom electrode for a 50% coverage. However, an acoustic wave from the
resonator body started to propagate towards the supporting Si substrate for higher coverage rates.
When the bottom coverage was at maximum (120%), the dissipated wave from the resonator almost
reached the PML boundary. Such wave propagations indicate that a significant amount of mechanical
energy was being dissipated towards the supporting structures. Although the anchor loss was known
to be smaller than other damping mechanisms for high-frequency CMRs [25], our FEA results indicate
that the anchor design can still impact damping and such anchor loss should be also be accounted for
when considering high-frequency CMRs.

To validate the FEA results, we measured the 230 MHz and 1.1 GHz CMRs at a cryogenic
temperature of 10 K, where TED was largely mitigated. Hence, the Q of CMR was mostly limited
by anchor losses or other mechanical damping effects. Figure 6 shows the admittance responses of
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an identical resonator at 10 and 293 K. The device Q improved by about 250% by eliminating TED.
A previous study involving TED analysis [25] reported a comparable decrease in unloaded Q at lower
operating temperatures. Thus, we can conclude that such large drop in Q is largely due to the mitigated
TED at 10 K. In addition, the device f( shifted by about 5.7 MHz because the material properties of the
resonator were dependent on operating temperatures.
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Figure 6. Admittance responses of 1.1 GHz (Type E with 75% bottom electrode coverage) at 293 and
10 K. Both Q and resonant frequencies (fy) depend on operating temperatures.

In addition to the measurements at 290 K, all 160 CMRs measured at 10 K and Q had significantly
improved for both 230 MHz and 1.1 GHz devices, as shown in Figure 7. Quantitatively, Q increased
by about 239% and 208% for 230 MHz and 1.1 GHz CMRs, respectively. Such a large enhancement
of Q indicates that the impact of TED is significant for CMRs regardless of operating frequencies, as
previously reported [25]. Although TED was largely mitigated at 10 K, Q followed the trends observed
at 293 K and we can assume that such fluctuations in the electromechanical properties of CMRs were
largely affected by mechanical damping effects. The predicted Q of Type D and Type E CMRs were
compared to the measured data. Their values followed a similar trend with reasonable accuracy, further
validating our FEA approach. A rather large discrepancy between the measurement and the prediction
was present for Type D devices with 100% bottom electrode coverage. In such cases, we assumed the
actual device experienced additional sources of damping which were neither anchor losses nor TED.
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Figure 7. Measured (at 10 K) and predicted Q of (a) 230 MHz and (b) 1.1 GHz CMRs with varying
bottom electrode coverages at 10 K. For all measured resonators, Q drastically improved by eliminating
the thermoelastic damping (TED) effect. The prediction follows the general trends of the measurements.
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From the measurement and FEA of CMRs with varying bottom electrode coverage rates, it is
obvious that the electromechanical properties, such as Q and k?, were impacted by the bottom electrode
configurations. Both parameters were important as they affected both the power budget and noise
level of CMR-integrated oscillators. In addition, Q ultimately sets the limit of detection (LOD) of AIN
CMR-based sensors. Our results suggest that a shift in the bottom electrode designs induce changes
in the amount of mechanical damping or anchor loss. By contrast, the impact of bottom electrode
coverage rates on TED was rather small, as the ratio of metals to piezoelectric material in the active
regions of the resonator remained constant. Since most CMRs or other types of piezoelectric MEMS
resonators operate at temperature ranges where TED is present, it was important to optimize and
account for the impact of the bottom electrode designs to alleviate mechanical damping in an effort to
enhance the overall device performance.

The findings from this work can contribute to the enhancement of the current state of AIN
CMR-based sensors. Such sensors utilize a functional layer (such as a magnetic material or chemically
absorbing interface) on top of the resonator to detect a targeted event with outstanding sensitivity
and LOD [32-37]. In addition, AIN CMRs with plasmonic nanostructures have been developed for
spectrally selective infrared sensing [38]. For the aforementioned sensing applications, a certain portion
of the resonator surface is covered or patterned with a functional layer, which cannot effectively work
as a metal electrode. Since the sensor in [38] has a floating electrode with partial coverage, similar to
the cases covered in this work. As we investigated the impact of varying electrode coverage rates, our
results can be extended to determine the optimal ratio between the metal electrodes and a functional
layer, or to predict the electromechanical properties of CMR-based sensors. More broadly, the results of
this study can be applied to CMRs with interdigitated bottom electrodes and a floating top electrode.

4. Conclusions

We reported the impact of bottom electrode designs on electromechanical properties, such as Q,
k2, and FOM of 230 MHz and 1.1 GHz AIN CMRs. Both measurements and FEA calculation results
showed that the change in bottom electrode coverage rates impact CMRs. Such an effect is largely due
to the change in the amount of mechanical damping, which was more dominant in lower-frequency
CMRs, and led to large fluctuations in Q. For 1.1 GHz CMRs, Q decreased with increasing bottom
electrode areas as the damping towards supporting substrate increased. To validate our claims, we
measured CMRs at 10 K, confirming that the experimental results match the theoretical predictions.
Compared to mechanical damping or anchor loss, the effect of TED remained constant regardless of
changes in bottom electrode designs. This is because TED depends on the ratio of metal-to-piezoelectric
material coverage only in the active region of the resonator. We believe our findings can contribute
to the enhancement of the current state of AIN CMRs and possibly other types of piezoelectric
MEMS resonators by improving their electromechanical properties. These finding will directly impact
applications in which CMRs are used as the main components, such as in oscillator and sensor systems.
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Abstract: This paper pertains to the development & evaluation of a dielectric electroactive
polymer-based tactile pressure sensor and its circuitry. The evaluations conceived target the
sensor’s use case as an in-situ measurement device assessing load conditions imposed by compression
garments in either static form or dynamic pulsations. Several testing protocols are described
to evaluate and characterize the sensor’s effectiveness for static and dynamic response such as
repeatability, linearity, dynamic effectiveness, hysteresis effects of the sensor under static conditions,
sensitivity to measurement surface curvature and temperature and humidity effects. Compared
to pneumatic sensors in similar physiological applications, this sensor presents several significant
advantages including better spatial resolution, compact packaging, manufacturability for smaller
footprints and overall simplicity for use in array configurations. The sampling rates and sensitivity
are also less prone to variability compared to pneumatic pressure sensors. The presented sensor has a
high sampling rate of 285 Hz that can further assist with the physiological applications targeted for
improved cardiac performance. An average error of + 5.0 mmHg with a frequency of 1-2 Hz over a
range of 0 to 120 mmHg was achieved when tested cyclically.

Keywords: capacitive pressure sensors; in-situ pressure sensing; sensor characterization; physiological
applications; cardiac output

1. Introduction

Lower limb compression garments are regularly employed in clinical settings [1] and, more recently,
by athletes seeking to improve performance or decrease recovery time [2,3]. In medical settings,
compression devices including passive compression socks and active intermittent pneumatic
compression devices, are used in the treatment of hypertrophic scarring, venous ulcers, deep vein
thrombosis and other diseases [1]. Some examples of physiological testing in [4,5] have shown a
significant increase in the mean arterial pressure, cardiac output and cardiac stroke volume, with a
significant reduction in the heart rate through applying active compression cyclically at frequencies
between 1 to 2 Hz and at pressures of approximately 10 mmHg in the knee region. A major challenge
for any compression device, regardless of application, is ensuring the consistency and repeatability of
the applied pressure throughout its use [6]. The limited sizing options of most passive compression
gear can vary the pressure experienced between subjects due to body shape differences. Further,
the consistency of pressure applied by the garment on the same subject can be affected by the donning
method [7]. A further challenge is that the shape, size and tissue compliance of the leg can change
during compression application due to fluid redistribution, muscle contraction and movement of the
garment/device.

Partsch et al. [8] made recommendations on the characteristics that an ideal sensor would need
in order to measure the interface pressure between a compression garment and the lower leg skin.
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Specifically, they identify the need for sensors that are low cost, low hysteresis, have minimal creep,
high sampling rate, high accuracy, flexibility, durability and small sensor surface area. To date, there has
yet to be a sensor developed that meets all these requirements.

Burke et al. [9] and Ferguson-Pell et al. [10] examined the use of Tekscan FlexiForce and Interlink
Electronics FSR piezoresistive-based sensors for measuring interface pressure in compression garments.
Piezoresistive sensors function by measuring the change in resistance under a mechanical load. They are
thin and can provide reliable results during dynamic measurements. However, these sensors suffer
from significant hysteresis and drift, and thus are not dependable for long time-scale measurements [8].
Additionally, piezoresistive sensors are dramatically affected by base curvatures under 32 mm in
radius [10] and require relatively large pressures for reliable measurements [11]. The total error
exhibited in the sensors, accounting for errors in repeatability, hysteresis and linearity, is approximately
+/— 10 mmHg for a pressure range 0 to 96 mmHg, [9], which limits the utility of these devices for
pressure mapping of compression garments. Note, for the remainder of the document, unless otherwise
noted, errors are described for the pressure range of interest between 0 and 100 mmHg.

Similar to piezoresistive sensors, strain gauges also respond to a change in resistance with
mechanical strain [12,13]. Kraemer et al. [14] and Ghosh et al. [15] utilized strain gauges to measure
the compression applied by compression garments/bandages on a subject’s thigh and a mannequin leg,
respectively. However, since strain gauges exhibit a better sensitivity along their largest dimension,
these sensors tend to become thick for measuring interfacial pressures. Additionally, strain gauges
tend to exhibit thermal and humidity dependence, and high hysteresis [12].

Pneumatic-based sensors are one of the most prevalent designs for measuring compression
garment interfacial pressure [9]. These sensors utilize bladders or compartments that are filled with
a small volume of air connected to a pressure transducer through a flexible hose [16]. As pressure
is applied, the volume of the bladder decreases, thus increasing the internal pressure. At a constant
temperature, it is assumed that the internal pressure measured by the transducer is equivalent to the
external applied pressure [16]. Commercially available pneumatic sensors, such as the Salzmann MST
MKIV [17], MediGroup Kikuhime [18] and Microlab PicoPress [19] are thin and flexible devices that
can be used to measure interfacial pressures between the body and compression device. Furthermore,
pneumatic pressure transducers have been found to exhibit repeatable results within +/— 3 mmHg
of error [8,19]. A major shortfall of this technology is its temperature dependence [8]. Additionally,
their high sensitivity to curvature can result in overestimates of pressure by up to 150% [9]. The sampling
rate of the system is affected by the tubing length, which can be important in the evaluation of rapid
inflation active compression systems. Additionally, pressure sensing with an array of pneumatic sensors
presents multiple inconveniences. The sensors each require a dedicated pressure transducer and have
a large surface area (a PicoPress sensor is approximately 50 mm in diameter), resulting in poor spatial
resolution. These types of sensors need a great amount of tubing and rely on pressure transducers that
are bulky and almost 10 times larger in footprint than the actual sensor, [19]. Sensor multiplexing can
reduce the number of transducers in a system, which uses solenoid valves to isolate each bladder for
pressure reading (see Figure 1). However, the addition of a manifold increases the system volume,
lowering the sampling rate and the transducer’s sensitivity to bladder volume change.

Capacitive sensors have also been employed in other textile applications, [20-22], such as muscle
activity detection, [20], and pressure mapping for insoles, [21]. These sensors typically consist of a
textile used as a dielectric material with conductive yarn woven as electrodes. They have the benefit
of being small (good spatial resolution), flexible, and easily used in arrays for pressure distribution
measurements [23,24]. Compared to other sensor technologies, they also possess relatively low
temperature sensitivities [23,24]. Q. Guo et al. [25] developed a tactile floating electrode capacitive
sensor which displayed good linearity up to 350 kPa and improved durability over parallel electrode
designs. Capacitive measurements also present their own challenges, often requiring complex circuitry
to filter measurement noise [23]. Signal hysteresis can also affect performance, as the dielectric
material is often viscoelastic and exhibits nonlinear behaviour when stressed [26]. Additionally,
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the current-pressure relation is nonlinear [27] which makes it more challenging for proper calibration.
Nano-fibers have been employed in the development of pressure sensing technologies for other
applications [27,28]. However, due to the high temperature sensitivity of materials used, such as gold,
they are not suitable for the application of interest.

PRESSURE
TRANSDUCER

o
- O_ PICOPRESS
o BLADDER
= SOLENOID
< N VALVE
-_—

Figure 1. Multiplexing example of four pneumatic sensors.

In this paper, a novel, capacitive-based, dielectric electroactive polymer (DEAP) pressure sensor is
developed in collaboration with StretchSense Ltd. for in-situ pressure measurements under textile
garments. Specific testing conditions are required when evaluating pressure sensors for compression
garments, since the interface is neither flat nor solid. Thus, multiple testing methods are presented
in Section 3, with results in Section 4. The sensor’s pressure sensitivity, error and durability are
characterized. The performance effects due to temperature, humidity, boundary conditions and
hysteresis are also examined. This is the first sensor to use DEAP materials measuring low pressure
ranges (0 to 100mmHg) for portable and wearable applications, including the fast sampling rate
required for many physiological applications. In addition to the sensor fabrication and characterization,
the small, portable wireless circuitry for the proposed sensor is one of the novel aspects of this work.
The wireless sensing unit communicates data over Bluetooth with the actuation system.

2. Capacitive Sensors

The custom designed sensors developed in collaboration with StretchSense Ltd. for this research
are capacitive tactile sensors operating on the principle of a deformable parallel plate capacitor model
(shown schematically in Figure 2). The dielectric layer is made of a silicone-based DEAP. The model
consists of two compliant electrode layers of length 1 and width w separated by a dielectric material of
thickness d forming a compliant capacitor [29].

Dielectric material

Z o
¢ dj: i — Electrodes
—

x TN

y

/

Figure 2. Parallel plate capacitor model of the pressure sensor.
The capacitance C, for a parallel plate capacitor is described by:
lw
C=ere0—~ 1
re0 d 1)
where ¢, and ¢ are the relative permittivity of the dielectric layer and the vacuum permittivity

respectively. Compression of the capacitive sensor along the z-axis, (see Figure 2), causes a decrease in
the dielectric layer thickness and the distance between the two electrodes, d. Assuming unconstrained
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edges and an incompressible material for the dielectric layer, this results in an increase in the area,
(lw), [26]. Both changes result in an increase of the capacitance, which can then be correlated to an
applied pressure.

A picture of the capacitive sensor used in this study is shown in Figure 3. This is the third
generation of the sensor developed by the authors, which has better sensitivity, increased sampling
frequency, wider moving average filter, improved manufacturing procedure and improved noise
rejection. The system consists of a battery-powered circuit capable of measuring the capacitance of five
sensing elements. There is a trade-off with respect to sensor head size, as the change in capacitance with
pressure is directly proportional to the sensor area, while the spatial resolution reduces with increasing
size. In order to maintain a small footprint, the outer surface of the sensor is electrically insulated
and folded onto itself like an accordion to increase the capacitor area. This folding of the sensor
effectively creates a multi-layer sensor, where each layer experiences the same pressure, resulting in a
higher initial capacitance and improved pressure sensitivity. As evident in Figure 3, the sensor head
is perforated with a series of holes. These holes decrease the overall stiffness of the sensor, allowing
greater deformation during compression. Figure 4 shows a simplified schematic of the pressure
sensor with major dimensions labeled. Table 1 provides the dimensions and elastic modulus of the
StretchSense pressure sensor, as well as specifications of the battery used. The elastic modulus was
averaged between two sample tensile tests at a strain rate of 12 mm/minute and is applicable for strains
below 10%. In comparison to pneumatic sensors, the sensor design used is only ~25% of the PicoPress
bladder surface area. This provides a significant advantage in terms of the design’s spatial resolution.

Measurement
Circuit

Pressure

Sensor

!

Figure 3. StretchSense pressure sensor, wireless measurement circuit, and battery.

Table 1. StretchSense pressure sensor and measurement equipment details.

Property Value
Sensor width, a 22 mm
Sensor hole diameter, d 3.75 mm
Sensor thickness, t 2.25 mm
Sensor weight 128¢g
Sensor elastic modulus 0.78 MPa
Battery weight 3.04g
Battery capacity 110 mAh
Battery voltage 3.7V
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Figure 4. StretchSense pressure sensor schematic.

The capacitance of the sensor is sampled at 660 Hz by a measurement circuit made by StretchSense.
The circuit then applies a moving average of 20 data points to generate a final output at 285 Hz.
A merit of using capacitive sensing is the stability of sampling rates that are largely independent from
experimental setup conditions. Conversely, pneumatic sensor sampling rates are more susceptible
to setup conditions as discussed in Section 1. This high sampling rate is particularly useful for the
physiological applications where more dynamic pressure applications, such as pulsations tuned at a
person’s heart rate, are used to increase the cardiac performance [4,5]. The control circuitry used is
designed to minimize noise while maximizing the output data rate.

Comparison to Alternative Capacitive Sensors

The unique DEAP construction presents multiple advantages compared to many parallel plate
and floating electrode constructions. Since the electrodes are made of a compliant material with
similar stiffness to the silicone dielectric layer, interlayer stresses during bending and stretching are
minimized. This construction avoids using thin traces that are common for many parallel plate
structures, which may break under repeated bending loads, as also noted by M-Y Cheng et al. [30].
Additionally, a major advantage of the DEAP parallel plate construction used is its simplicity and
resistance to fail under many cycles of loading. The fabrication of the floating electrode and parallel
plate sensors is often more complex, requiring multi-step micromachining processes to create air gaps
and metal layers [25,31]. Conversely, the sensor presented avoids such process steps during fabrication.
This greatly improves manufacturing scalability and reduces design complexity.

When compared to the DEAP parallel electrode construction used, Q. Guo et al. [25] presented
a floating electrode design using a robust construction and good linearity over a wider pressure
sensing range (up to 350 kPa, or 2625 mmHg). However, the target application of medical compression
garments where pulsations are used requires much lower pressure ranges, (0-100 mmHg). Within the
scope of these smaller signals, sensor noise and error reduction becomes increasingly critical for the
target design. M-Y Cheng et al. [30] showed that while theoretical sensitivities of parallel plate and
floating electrode constructions are the same, parallel plate constructions are predicted to have a better
signal-to-noise ratio (SNR). Thus, for the application’s low-pressure operating range, the parallel plate
construction used is more advantageous to maximize SNR.

3. Experimental Methods

In this section, the test procedures assessing sensor performance in representative configurations
are outlined. One of the challenges in assessing in-situ pressure sensor performance is the difficulty in
applying a realistic and measurable (known) boundary (loading) condition. Research that includes the
measurement of pressures applied to the leg often neglects the measurement errors introduced when
moving from laboratory testing facilities to in-situ measurements. For example, sensor calibration is
typically performed on a flat, solid surface; the effect of curvature and compliance of the leg are not

223



Micromachines 2019, 10, 743

examined [16]. Therefore, one of the objectives of this section is to study the errors that are introduced
when taking in-situ pressure measurements on a leg. For this purpose, a series of representative tests
were formulated to examine the behaviour of these capacitance-based sensors in different modes.
Figure 5 depicts four test setups used to validate the sensor. The tests in all configurations were
repeated several times to gather relevant statistics.

Bladder Bladder Pipe
Sensor

Sensor 4 Piston
«— Mass Sensor
I
4 Load cell
< Sensor oad cel A
7777 Cross section Front

(a) (b) (o) (d)

Figure 5. Test configurations for pressure sensor validation. (a) Mass Test, (b) Bladder Test, (c) Piston
Test, (d) Curvature Test.

The mass test (Figure 5a) is performed on a flat surface where the sensor sits with masses stacked
on top of it. The mass applied increases in 50 g increments from 0 g up to 550 g. The applied pressure
to the sensor is determined by measuring the total weight placed on the sensor over the area of the
sensor. The sensor is subjected to static loads at increments of approximately 7 mmHg that are held
for 30 s at a time, up to a maximum pressure of 80 mmHg. The average and standard deviation
of the capacitance for a 10 s period is collected for each increment. The 10 s period is taken after
the load has been applied and the measurement reading has settled. The loading profile (shown in
Figure 6) has four incremental loading and unloading cycles and nine direct loading and unloading
cycles. The incremental cycles are used to measure the hysteresis inherent in the sensor. Meanwhile,
the direct loading cycles closely match the use-case for these sensors when applied under, for example,
intermittent pneumatic compression devices. The results from the first incremental loading and
unloading cycle (white section in Figure 5) are discarded as a “bedding-in” cycle, as recommended by
StretchSense, to allow the sensor to acclimate to a stable position. The second incremental loading and
unloading cycle (light grey section) is then used to calibrate the sensor. A fit is applied to the calibration
data and this curve fit is then used to convert the capacitance measurements of the remaining validation
data (dark grey section) to pressure estimates. This test is meant to examine repeatability, linearity and
hysteresis of the sensor in static conditions.

100 T

801

601

401

201

Applied Pressure (mmHg)

0 L J.
0 20 40 60 80 100

Step Number

Figure 6. Testing protocol for applied load on sensor in the static tests.

Figure 5b depicts the bladder test, whereby the sensor is placed between two inflatable (18 cm x
38 cm) bladders. The bladders are inflated by a hand pump up to a pressure of 110 mmHg following the
same timing procedure as used in the mass test, while the air pressure is measured using a manometer.
The assumption is that the internal pressure of the bladder is transmitted to the pressure on the sensor.
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The main purpose of this test is to mimic a condition where the sensor rests on a soft surface and is
used as additional verification for the previous test. It should be noted that the sensor is extremely
lightweight, weighing only 1.28 g, as stated in Section 2. As such, the weight of the sensor per area is
negligible compared to the pressures of interest.

In the piston test (Figure 5c¢), the sensor is placed on top of a dynamic load cell (PCB Piezotronics
208C01, Depew, NY, USA) and an impulse is applied to the unit by a pneumatic cylinder. The pneumatic
cylinder is controlled with a pressure regulator and flow restrictor valve to enable dynamic pressure
application at 1-2 Hz. In this test, the peak values from the load cell and the sensor measurements
in each cycle of the pneumatic cylinder were compared. Similar to the mass test, the pressure being
applied to the sensor is simply the force measured by the load cell over the area of the sensor. With this
test, the dynamic response and repeatability over 400 loading cycles was tested at peak pressures
ranging from 0 to 120 mmHg.

The fourth test (Figure 5d) is used to determine the change in behaviour due to the curvature of
the sensor. The curvature is expected to change the response of the sensor since it deforms when it
conforms to a curved surface and, therefore, the capacitance changes. In the curvature test, the sensor
is placed inside pipes of 19.9 mm and 39.9 mm radii, and a balloon is inserted and inflated to apply
pressure in the range of 0 to 110 mmHg. The static pressure of the balloon is compared to the sensor
reading, similar to the bladder test. It is noted that the curvature in this test remains constant and one
of the surfaces is rigid, which is not the actual use case. However, this configuration was selected to
isolate the effect of sensor curvature.

Finally, two additional testing configurations not shown in Figure 5 are employed. First, the
effect of temperature and humidity on the no-load capacitance of the sensor was examined. This is
done by repeating the mass test at 26 °C and then comparing it to the data from the 29 °C mass test.
In addition, the variance in capacitance of the sensor is observed for a range of 17 to 42 °C and 45
to 69 %RH. Second, a curvature test compares the response of the capacitive sensor to that of the
PicoPress pneumatic sensor. This test involved a 3D printed cylinder with a radius of 60 mm to serve
as a rigid dummy leg (see Figure 7). The two sensors are placed on the cylinder with the StretchSense
sensor against the cylinder and the PicoPress directly on top of it. Since the PicoPress sensor is
considerably larger in size than the StretchSense sensor, the entirety of the StretchSense sensor contacts
the PicoPress bladder. A sphygmomanometer is then wrapped around the cylinder and sensors to
apply a known pressure. The pressure in the sphygmomanometer is manually controlled with the
hand pump. The test involves a series of 10 inflations and deflations of the sphygmomanometer at
three different pressures. The applied pressures are 40 mmHg, 60 mmHg, and 80 mmHg, respectively.
During deflation, a minimum pressure of 5 mmHg is kept in the sphygmomanometer to prevent
the cuff from moving and/or slipping. In this test, the sensor responses were both compared to the
sphygmomanometer pressure and each sensor error were calculated.

PicoPress d=120 mm Sphygmomanometer

/

3D Printed
Cylinder

StretchSense
Sensor

Figure 7. PicoPress and StretchSense pneumatic comparison test.
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4. Results and Discussion

The tests described in the previous section were performed on the capacitive pressure sensor
presented in Section 2. The results for each test are presented in this section.

4.1. Mass Test

The results of the mass test are shown in Figure 8, where the mean capacitance measurement
is plotted along with error bars for each increment. The error bars indicate +/— twice the standard
deviation of the measurement at each point, which gives a 95 % confidence that values lie between
the bars. The graph is plotted with the capacitance on the x-axis since the interpretation of the
sensor would require the reading of the capacitance to determine the pressure applied. The slope of
a linear fit through all the data points (loading and unloading) indicates that the sensor sensitivity
is 0.0847 pF/mmHg. The average error bar width is +/— 0.12 pF, which corresponds to an average
pressure error of +/— 1.4 mmHg when converted using the sensitivity defined above.
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Figure 8. Sensor capacitance at various applied pressures—mass test results.

There is a discrepancy between measurements when the masses are being loaded versus unloaded,
indicating that there is hysteresis in the system. The hysteresis error is defined as half of the span of
the capacitance at a given pressure from loading versus unloading. The data points with increasing
load are shown with triangles pointed upwards, while the decreasing loads are shown with triangles
pointed downwards. The average hysteresis error across the applied pressures was computed to
be +/- 3.0 mmHg. The overall error of the sensor in this test setup is just outside +/— 5.0 mmHg as
also shown in Figure 9 which displays the predicted pressures versus the actual pressures using the
aforementioned sensitivity calibration. As shown in this figure, the percentage error is significantly
smaller for the upper range of pressure.

4.2. Bladder Test

The bladder test described in Section 3 was repeated three times and the results are shown in
Figure 10. To ensure repeatability, the setup was disassembled and reassembled after every test.
The pressure was applied using a sphygmomanometer of +/— 3 mmHg accuracy. The test results
show an offset of 2 pF in one of the tests for all pressure ranges shown, however, it is noteworthy that
the sensor sensitivity for the three tests remains the same. The causes for the offset are explored in
the coming section that examines the effect of temperature and humidity on the sensor performance.
The sensor sensitivity from the bladder test calibration was found to be 0.100 pF/mmHg, which is
approximately 18% higher than the results from the mass test. This is likely due to the softer material

226



Micromachines 2019, 10, 743

in contact with the sensor during these tests that allows for larger expansion along the plane of the
sensor, thus increasing its deformation. On a hard, rigid surface, the sensor sticks to the surface and the
friction restricts deformation. In the case of the mass test, the rigid surface in contact with the sensor
ultimately results in a smaller sensitivity for similar pressure values. The average measurement noise
is approximately +/— 0.18 pF (+/— 1.8 mmHg).
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Figure 9. Predicted pressure compared to actual applied pressure in mass test.
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Figure 10. Sensor capacitance at various applied pressures-bladder test results.
4.3. Piston Test

The piston test setup is designed to examine the repeatability of the sensor readings over the
course of over 400 loading and unloading cycles. Figure 11 presents the peak values of the load
cell pressure readings versus the capacitance of the pressure sensor. The degree of vertical scatter
in these data points for a given capacitance represents the repeatability of the sensor measurements,
which is considerably smaller at larger pressure values. The hysteresis is not captured during this
test since only the maximum load at each cycle is recorded. This results in a smaller overall error
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of +/— 5.0 mmHg when measuring the vertical scatter in the plot. The best curve fit for Figure 11
corresponds to a sensitivity value of 0.067 pF/mmHg which is on the same order of magnitude as the
mass test sensitivity.
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Figure 11. Capacitance change with dynamic pressure application—piston test results.

The temporal signals during one piston stroke are presented for the load cell and capacitive sensor
in Figure 12. A sharp peak is noted at the start of the signal, which is attributed to the initial impact
of the piston against the sensors. This impact is disregarded in the analysis. In order to allow for a
comparison between the load cell and the StretchSense measurements, the capacitance was converted
to pressure using a linear curve fit as the calibration. As shown in this figure, the magnitudes of the
calibrated StretchSense signal and the load cell are in good agreement. The negligible 10-20 ms latency
in the capacitive sensor measurements is expected, given the data smoothing done by the measurement

circuit board.
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Figure 12. Dynamic response of load cell versus StretchSense sensor during one piston load.

The samples did not show signs of structural damage, including on the electrical connections,
after applying more than 400 loading and unloading cycles. This is believed to be due to the perforated
geometry and soft sensor material, which allows for compliance in the structure. This allows the sensor
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to perform better under fatigue loads, in comparison to a solid geometry. Electrical connections are
also insulated and reinforced with Kapton tape to improve durability.

4.4. Curvature Test

The sensitivity to curvature of the capacitive sensors is shown in Figure 13 for a variety of pressures.
The curvature clearly influences the sensor capacitance when subject to pressure. The sensitivity of
the sensor was found to be 0.0812 pF/mmHg and 0.106 pF/mmHg for radii of curvature of 19.9 mm
and 39.9 mm, respectively. From the bladder test, the sensitivity on a flat surface (infinite radius)
is 0.100 pF/mmHg. As shown in this figure, the sensor sensitivity decreases as the radius of the
curvature decreases, i.e., the sensor is more curved. This sensitivity to curvature may potentially
impose limitations in the sensor calibration when mounted on a flexible object of variable curvature,
such as a calf muscle. This can be mitigated if the sensor is securely placed against a rigid plate of
fixed curvature attached to the user. The sensors may then be calibrated where the plate closely fits a
person’s local body shape during in-situ measurements. Of course, a rigid plate changes the pressure
loading experienced by the compression user.
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Figure 13. Pressure vs sensor capacitance for various radii of curvature.

4.5. Thermal and Humidity Effects

As shown in Section 4.2, an offset of up to 2 pF was observed between several test runs, which relates
to a 20 mmHg variation across the pressure range for these tests. This is a significant source of error,
particularly for the smaller pressure values. It is reasoned that the mechanical setup of the fixture
should be tolerant to changes in orientation due to the conformity of the air bladders employed in
the bladder test. To further examine the source of this offset value shown in Figure 10, the effect of
temperature and humidity is studied.

In initial testing in the mass test setup, the temperature of the sensor was allowed to settle at a
temperature of 29 °C and the test was performed. The temperature was then dropped to 26 °C and the
mass test was repeated twice over an approximately two-hour period. As shown in Figure 14, there is
a notable offset with the change in temperature. Like the bladder test results shown in Figure 10,
the sensitivity of the sensor is the same despite the offset. This offset is termed the no-load offset.
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Figure 14. Capacitance vs applied pressure for various temperatures.

Further tests were performed to characterize the offset by measuring the capacitance under the
no-load condition while varying temperature and humidity. The sensor was placed on a Peltier
module, which acts as a hot/cold plate in order to control the sensor temperature. The capacitance
was then measured at several ambient humidity and temperature values, as shown in Figure 15.
Using the experimental results shown in this figure, the sensor’s temperature sensitivity, or thermal
coefficient, was found to be approximately —0.38 pF/°C, and the humidity sensitivity was measured to
be —0.345 pF/%RH. This relates to approximate pressure errors of 4 mmHg/°C and 4 mmHg/%RH.
These tests indicate that both the temperature and humidity have noticeable effects on the sensor’s
output. Thus, the variances in the bladder test results are likely attributed to the differences in the
temperature and humidity conditions during these tests. It was noted, however, that the ambient
conditions were not recorded prior to bladder testing.
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Figure 15. No load capacitance versus temperature and humidity.

The mathematical proof shown below explains the reason behind the offset created by temperature.
It should be noted that it may be assumed that the permittivity remains fairly constant for the given
temperature range. This is ultimately the reason for the sensitivity (slope of the pressure-capacitance
plot) remaining unchanged for various temperatures. Therefore, assuming ¢, remains constant,
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any change in temperature, T, results in changes of thickness, length and width of the dielectric layer
as shown below:

lw (14 aAT)w(1 4+ aAT lw(1+ aAT
Cry = esa g = Cr = e 4 . a(m ) — e BD v ant) @
Cr = Cry + Cr,aAT 3)

Here, Cr is the capacitance for temperature T, and Cr, denotes the capacitance for temperature Ty.
The above equation shows that a given temperature change, AT, results in a constant offset Cr,aAT
compared to its reference value at Ty. Therefore, with permittivity constant, the pressure-capacitance
relation has the same slope for all temperature values, and the temperature change only causes a
capacitance offset. It should also be noted that the DEAP material has a negative coefficient of thermal
expansion which results in a negative offset upon an increase of temperature as shown in Figure 15.

4.6. Pneumatic-Based Sensor Comparison

The results of the pneumatic sensor comparison tests are plotted in Figure 16. The linear sensitivity
value obtained during the bladder test was used to calibrate the StretchSense sensor, since those test
conditions were most-similar to the cylindrical test bed setup. The results show that the PicoPress
exhibits an average error of +/— 6.38 mmHg. Meanwhile, the StretchSense sensor exhibits an average
error of +/— 8.03mmHg. The error is calculated by averaging the sum of the sensor calibration error
and twice the standard deviation for each pressure value. As described in earlier sections, these errors
include the influence of hysteresis, measurement noise, curvature and biases in calibration. Decreasing
the capacitive sensor footprint can help to reduce curvature sensitivity.
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Figure 16. Experimental comparisons of StretchSense and PicoPress sensors.

From the tests performed, recorded sensor sensitivities and errors have been grouped in Table 2
for reference. The sensitivity and error are both seen to vary depending on the testing method
implemented. The piston test reported the lowest sensitivity, and the pneumatic sensor comparison
test returned the largest error observation. As a result, to perform a conservative characterization of
similar sensors in the future, the piston and pneumatic sensor comparison tests should be used to
determine sensor sensitivity and error, respectively.



Micromachines 2019, 10, 743

Table 2. Sensor sensitivity and error values for each test.

Test Type Sensor Sensitivity (pF/mmHg) Sensor Error (mmHg)
Mass Test 0.085 +5.0
Bladder Test 0.100 +1.8
Piston Test 0.067 +5.0
Curvature Test (19.9 mm radius) 0.081 N/A
Curvature Test (39.9 mm radius) 0.106 N/A

Pneumatic Sensor

Comparison—-PicoPress Sensor N/A £64
Pneumatic Sensor N/A 480

Comparison-StretchSense Sensor

5. Conclusions

This paper assesses the feasibility of a capacitance-based DEAP sensor technology for tactile
pressure measurement in compression garment applications. The sensor is the outcome of a few
generations of design iterations between the academic and industry partners. A series of tests were
introduced to evaluate the effects of various factors on reliable in-situ pressure sensing. For the wide
range of tests presented, the sensor has shown to have errors varying from +1.8 mmHg for the bladder
test to +8.03 mmHg for the pneumatic sensor comparison test. The variation of the sensor sensitivity
in response to mounting curvature was assessed. For sensors of smaller footprints, this becomes less
significant. Temperature and humidity were studied and quantified for their impact on a bias error for
the no-load capacitance value. The sensor calibration can easily help mitigate this as the sensitivity
was shown not to be affected by these variables.

Compared to a pneumatic sensor, some of the advantages of the DEAP capacitive sensor design are
its superior spatial resolution, manufacturability for smaller footprints, as well as its overall compact
and simple design for use in array configurations measuring pressure distributions. This sensor
performs at a high sampling rate of 285 Hz to allow measurements of abrupt pressure changes for
physiological applications where a pressure pulsation may need to be tuned to a person’s heartrate
in order to increase cardiac output. The sensor is thin enough to be worn under a compression
garment (thickness of 2.25mm). The durability shown during cyclic testing is attributed to the sensor
being made of one solid component and no gaps within the sensor, as well as the compliance of the
polymer solution used. Additionally, the perforated design will make the sensor more compliant
to help prevent crack initiations during cyclic loading. Future sensor development can potentially
improve performance, such as enhanced noise filtering using the electronics. As well, sensor geometry
optimization should be further investigated using Finite Element Analysis to optimize the sensor’s
performance for the desired range of pressures. This includes investigating the trade-off between
smaller sensor footprints, which achieves better spatial resolution and smaller curvature errors,
but reduces the sensor’s overall sensitivity.
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Abstract: Electronic devices used for marine applications suffer from several issues that can
compromise their performance. In particular, water absorption and permeation can lead to the
corrosion of metal parts or short-circuits. The added mass due to the absorbed water affects
the inertia and durability of the devices, especially for flexible and very thin micro-systems.
Furthermore, the employment of such delicate devices underwater is unavoidably subjected to the
adhesion of microorganisms and formation of biofilms that limit their reliability. Thus, the demand
of waterproofing solutions has increased in recent years, focusing on more conformal, flexible and
insulating coatings. This work introduces an evaluation of different polymeric coatings (parylene-C,
poly-dimethyl siloxane (PDMS), poly-methyl methacrylate (PMMA), and poly-(vinylidene fluoride)
(PVDF)) aimed at increasing the reliability of piezoelectric flexible microdevices used for sensing
water motions or for scavenging wave energy. Absorption and corrosion tests showed that Parylene-C,
while susceptible to micro-cracking during prolonged oscillating cycles, exhibits the best anti-corrosive
behavior. Parylene-C was then treated with oxygen plasma and UV/ozone for modifying the surface
morphology in order to evaluate the biofilm formation with different surface conditions. A preliminary
characterization through a laser Doppler vibrometer allowed us to detect a reduction in the biofilm
mass surface density after 35 days of exposure to seawater.

Keywords: waterproof; coating; reliability; flexible micro-devices; piezoelectric transducers;
aqueous environments; seawater

1. Introduction

One of the most crucial engineering issues regarding the application of micro and nanoscale
electronic devices in liquid environments is the need of being protected from the external harsh
surroundings. This is mainly due to the risk of short-circuit caused by the absorption and permeation
of water, which is generally also responsible of degradation of devices made of layered functional
structures [1-3]. In this respect, delamination is one of the major modes of failure of organic and
inorganic layered systems and consists of the weakening or loss of adherence between the different
layers, resulting from mechanical strain mismatches or electrochemical reactions at the interfaces [4].
Moreover, the contact between water (especially salty water when dealing with marine applications)
and the metal parts inside the micro-systems leads in most cases to spread or localized corrosion
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of electrodes and wires, degrading the electronic conduction and the device intrinsic performance,
as a consequence [5-7]. In addition, an unavoidable phenomenon related to the submersion of devices
underwater, is the accumulation of micro-organisms, such as bacteria or unicellular algae, on their
surface, namely the biofouling, which is characterized by a gradual and persistent formation of slimy
biofilms [8-14].

For applications in aqueous environments, electronic micro-systems must therefore be protected
with watertight electrically insulating coatings. Nowadays, the miniaturization of devices, the discovery
of new lightweight materials as substrates and the adoption of advanced microfabrication techniques,
have led to the design and fabrication of novel flexible devices of cm-size with components of the order
of 0.1 mm. They are generally based on stacking sequences of several functional thin-film layers. In this
work we focused in particular on the reliability of micro-transducers for harvesting mechanical energy
from fluid flows. Two sample categories were selected. The first one embodies transducers made of
kapton as substrate, covered by a piezoelectric stack deposited by reactive sputtering and patterned
by lithography and etching techniques. The expanded view of the layered structure is reported in
Figure 1: here, the active region consists of an aluminum nitride (AIN) piezoelectric layer sandwiched
between two thin molybdenum (Mo) electrodes.

Piezoelectric Layer - AIN Elastic layer, polyimide

,} InsulatmgLaver Parylene

Metal Electrode - Molybdenum

C\ Electrical connection - Packaging

Figure 1. Photo and expanded view of the layered structure of the first group of piezoelectric
micro-devices employed for energy harvesting in fluid environments. The thin films were deposited by
reactive sputtering, as described in [15,16].

The second sample group includes unimorph devices with a simpler structure made of
a poly-(vinylidene fluoride), (PVDEF), bi-axially oriented piezoelectric foil sandwiched between two
thin-film aluminum (Al) electrodes, as illustrated in Figure 2.

Top Al electrode
150nm

Commercial PVDF

120 um

Bottom Al electrode
150nm

Figure 2. Photo and schematic of the second group of micro-devices. The thin electrodes were deposited

by thermal evaporation using shadow masks.

These devices are aimed at undergoing low-frequency fluid-induced oscillations in
a single-cantilever-beam configuration. The purpose is to scavenge energy which would be otherwise
lost (harvesters) or to sense water motions (sensors), thus they should continuously work for long-lasting
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periods without decrease in performances [17]. As an example, Figure 3a,b report scanning electron
microscope (SEM) images of some defects generated during a long working period of an AIN-based
device at the points of crimped regions, whereas Figure 3c shows the general decreasing in output signal
after the sudden exposure to seawater: it is worth noticing that after removing and drying the devices,
their performances come back unaltered although the presence of defects, such as delaminations grown
in short-testing period, was found.

Open Circuit Voltage (V)

o 200 400 600 800 1000 1200 1400 1600 1800 2000
Time (s)

(c)

Figure 3. Scanning electron microscope (SEM) images showing crack growth before (a) and
after (b) long-term utilization in correspondence of local defect points, i.e., the areas where the
electrical crimp terminals are inserted. The output signals (peak-to-peak voltage) show a decrease in
performance due to crack propagation; scale bars: 1.0 s (horizontal), 200 mV (vertical). In short-lasting
periods, i.e., after submersion, the decreasing signal amplitude is due to sudden defects, such as
delaminations (c).

Due to continuous oscillatory movement of the flexible devices, some cracks, growing from
surface defects, propagate inside the film and they reach eventually the active region of the device,
therefore affecting its performance. Figure 4 shows SEM images of a parylene-coated kapton substrate
after a bending deformation. The surface crack may be clearly observed and, although it does not go
deeper inside up to the substrate, it could propagate during the submersion period due to fatigue
damage, as shown in the cross section inset achieved by focused ion beam (FIB).
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Parylene-C

Figure 4. SEM micrograph: flexible kapton substrate coated with thin-film parylene after oscillatory
movements in long-term period. The inset shows a cross section made by focused ion beam (FIB) in
correspondence of the surface crack. The yellow circle indicates that the crack does not go deep inside
up to the substrate.

In this respect, the external coatings must have specific characteristics in order to protect
the devices without affecting their flexibility: they should be conformal, lightweight, not fragile,
non-porous, insulating and anti-biofouling [18-22].

Materials employed for insulating coatings of microscale electronic devices are mostly polymeric.
The most frequently used materials are: (1) elastomers, (2) polyacrylates, (3) fluoropolymers,
(4) poly-para-xylylenes (also known as parylenes).

Elastomers are thermosetting polymers with rubber-like properties, such as high stretchability and
softness. The most widely used silicone-based elastomer is poly(dimethyl siloxane), PDMS, which has
remarkable rheological, optical and non-toxic properties [23]. Generally, it is formed as a viscous
bi-component thermosetting mixture between a siloxane-based oligomer and a curing agent, and applied
by spin-coating [24], dip-coating [25] or spray-coating [26]. PDMS could also be incorporated,
at different contents, into other polymeric coatings, such as polyurethane (PU), in order to enhance
their antibiofouling properties, as reported in [27], or to make new composite materials [28].

Poly-(methyl methacrylate), PMMA, is one of the most common polyacrylates: it is a transparent
thermoplastic polymer with noticeable mechanical and optical properties. It is generally used as
a lightweight alternative to glass, but also for other various applications, such as inks and coatings,
or for microfabrication processes as sacrificial layer. Coan et al [29] reported the development of
composite coatings of PMMA with hexagonal boron nitride (hBN) as filler, for metal surface protection
against corrosion.

Fluoropolymers contain plenty of carbon-fluorine bonds which confer to the backbone a high
chemical inertness against many solvents, acids or bases [30]. Some well-known examples are PVDEF,
or poly(tetrafluoroethylene), (PTFE). In particular, PVDF can be found commercially as extruded foils,
pellets and micrometric powder as well, which can be incorporated in other polymeric matrices or
dissolved in solvents.

Poly(-para-xylylenes) are thermoplastic semicrystalline polymers discovered by Michael Szwarc
in the late 1940s and commercialized in 1965. These polymers are synthesized by chemical vapor
deposition (CVD) and have very attractive properties among which low-adhesion coefficient at room
temperature, and conformability to different types of substrates. The current method adopted to
synthesize parylene is called the Gorham route and is a very efficient polymerization process, in fact it
allows complete control of the deposition parameters: the process basically consists of pyrolizing the
precursor dimer and polymerizing the resulting monomers during deposition onto the substrate [31-33].
Several different kinds of parylene may be synthesized, depending on the functional groups bonded to
the backbone of the precursor (2,2-para-cyclophane): these substituents are not modified during the
CVD process, making it possible to tailor chemical, mechanical, electrical and optical properties of
parylene thin films and, therefore, to introduce diverse functionalities into the coated surfaces [31].
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The range of application fields for parylene is wide: in particular, its insulating and moisture barrier
properties make it suitable for protecting implanted biomedical micro-systems or devices in contact
with water or wet environments [34-36].

Several works have been published about external polymeric coatings for insulation and barrier
purposes [37-39]. Lewis and Weaver provide in [40] a review of thin-film permeation-barrier
technologies for flexible organic light-emitting devices. Fredj et al. [41] studied the natural and artificial
ageing of marine organic coatings. Deyab et al. [42] prepared a wax coating using waste materials
(isolated microcrystalline waxes) to protect petroleum pipelines against corrosion in 0.6 M NaCl
solution. The same author analyzed the effect of carbon nanotubes (CNTs) [43], newly synthesized
titanium phosphates [44] or M-porphyrins [45] on corrosion protection of carbon steel coated by alkyd
resin and tested after immersion in sodium chloride solution. Li et al. [46] performed accelerated soak
tests to study the corrosion behavior and failure mechanisms of parylene-metal-parylene thin films.
Davies and Evrard [47] studied polyurethanes for marine applications through accelerated tests at
high temperatures.

However, the application of protective coatings onto flexible micro-devices continuously moving
underwater is a tricky issue, thus finding an optimal solution for guaranteeing at the same time (1)
protection from the environment and (2) the best device performances is still an ongoing challenge.

In this work, we have investigated the barrier behavior and surface properties of different polymeric
coatings of the flexible piezoelectric transducers described above: parylene-C, poly-methyl methacrylate
(PMMA) and poly-dimethyl siloxane (PDMS). These choices were made for the ease of applicability,
conformability, low cost and compatibility with the flexible piezoelectric energy harvesters, since the
external layers is crucial for the reliability of the device itself. The PDMS coating was used both in the
neat form and mixed with a powder of PVDE. The combination of the conformability of the elastomer
and the hydrophobicity and chemical inertness of the fluoropolymer was expected to confer higher
water repellence to the coating, limiting water permeation in the device [48,49].

Furthermore, parylene was also designated as a suitable surface platform for evaluating the
accumulation of microorganisms in a long-term period. Since previous articles in literature reported
the surface functionalization of parylene by physico/chemical treatments [19,50,51], besides the pristine
parylene-C (pC) coating deposited by CVD, surface-treated pC was taken into account: in particular,
two surface treatments were adopted based on oxygen plasma etching and UV/ozonization.

The seawater absorption of coatings was analyzed by impedance spectroscopy (IS) measurements.
The anti-corrosion properties of the coatings were tested by dynamic linear scanning voltammetry
(LSV) measurements. Additionally, atomic force microscopy (AFM) measurements provided further
information in terms of surface morphology. The barrier properties of the coatings and their reliability
were therefore correlated to the higher or lower capability of retaining the formed biofilms: this
evaluation was possible by estimating the amount of added microbial mass on the exposed surface
through a laser Doppler vibrometer (LDV).

2. Materials and Methods

2.1. Materials

Parylene-C was provided by Specialty Coating Systems in form of dimer powders. PDMS (Sylgard
184 Silicone Elastomer) was supplied by Dow Corning Corporation in two compounds: a viscous
uncured pre-polymer and a curing agent. PMMA 950 in Anisole e-beam resist (anisole 80-100%,
PMMA 1-20%) was purchased from MicroChem Corp. Granular PVDF powder (average Mw ~ 534,000
by GPC) and 2-butanone (MEK) solvent were supplied by Sigma Aldrich.

The piezoelectric devices employed in the present work were grouped into two categories:
(i) AIN-based, and (ii) PVDF-based seaweed-shape transducers. The AIN flags were made using
kapton HN (by Dupont in the form of 25 um-thick foils) as substrate for thin film deposition.
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The commercial PVDEF foils of the second groups of harvesters were provided by TE Connectivity’s
Measurement Specialties (MEAS).

AISI304 steel samples were selected as substrates for corrosion tests and were provided by
RS Components.

2.2. Fabrication of Flexible Transducers

The fabrication of the adopted transducers is reported, as for previous works [15,16].

2.2.1. AIN-Based Transducers

The kapton substrate was attached to a silicon wafer using polydimethyl siloxane (PDMS)
spin-coated at 1000 rpm for 30 s and then cured at 90 °C for 15 min. A vacuum step was needed
before curing to remove any residual air bubbles. The overlaying layers were deposited by reactive
sputtering in a single run in order to minimize contaminations, with the following parameters: an AIN
oriented growth-favoring interlayer (120 nm) and the first Mo layer (200 nm) were deposited in
a single step and patterned by optical lithography and chemical etching. The AIN interlayer stemmed
from a high-purity (99.9995%) Al target in a mixture of Ar (20 sccm) and N; (20 sccm) gases with
a total pressure of 2.8 X 1073 mbar and with DC pulsed power supply of 750 W. The Mo electrode was
deposited from a pure (99.95%) Mo target at room temperature, with a total pressure of 5 x 1073 mbar
in an Ar atmosphere (66 sccm) and with DC power of 400 W. The pattering of Mo bottom electrode and
of AIN interlayer was performed by dry etching with inductively-coupled plasma-reactive ion etching
(ICP-RIE) system: the gas mixture was made of BCl3 (45 sccm) and Ny (25 sccm) for Mo, and of BCl3
(100 sccm) and Ar (25 scem) for the AIN. The applied power was 250 W to the platen and 600 W to the
coil. The AIN piezoelectric layer (~1pum) and the second top Mo electrode (200 nm) were deposited in
the same run: for the AIN film a high-purity Al target (99.9995%) was used with a gas mixture of Np
(20 sccm) and Ar (20 scem) at a pressure of 2.8 x 1073 mbar in DC pulsed mode with a frequency of
100 kHz and a power of 1000 W; for the Mo layer the same conditions as for the bottom electrode were
applied. The chemical dry etching was performed by the ICP-RIE system under the same conditions as
before. The chamber temperature during sputtering increased to ~70 °C and to ~165 °C for the Mo and
AIN steps, respectively. Finally, the polymeric substrate was peeled off from the rigid wafer and the
wire connections to the electrodes were made with a crimping tool.

2.2.2. PVDF-Based Transducers

The PVDF foil was first cleaned with acetone and isopropanol before depositing the aluminum
thin-film electrodes (200 nm) by thermal evaporation. The electrodes were patterned by using shadow
masks made of adhesive kapton tape, whose shape was designed properly. Thermal evaporation allows
to deposit the electrodes at a temperature of ~60 °C, which is lower than the Curie temperature of PVDF
(~100-110 °C) and it doesn’t affect the piezoelectric feature of the functional layer. Finally, the wire
connections were made with a crimping tool.

2.3. Preparation of Coatings

The methods for preparing the coatings are also reported in [52]. Moreover, in this work,
the temperature was kept inside the range allowed by the device materials.

PDMS coating was prepared by mixing the pre-polymer with the cross-linker (10:1 wt), degassed for
30 min and applied on the whole devices by dip-coating. Finally, PDMS was cured in oven at 90 °C for
15 min.

PMMA-based coating was prepared by dip-coating the devices in the PMMA solution, then they
were suspended in a heated oven at 90 °C for 1h for solvent evaporation.

Coatings made of blends of PDMS and PVDF were obtained first mixing PDMS uncured
pre-polymer with PVDF in a 3:1 (wt) ratio, then the mixture was heated in oven at 200 °C, above the
PVDF melting point (177 °C), and stirred every 5 min. After cooling down at room temperature,
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the blend was mixed adding the curing agent (weight ratio 10:1 with respect to the PDMS). Finally, it was
applied onto the devices by dip-coating and cured in oven at 90 °C for 15 min.

Parylene-C deposition process was performed by a RT-CVD equipment (Specialty Coating Systems,
PDS 2010 Labcoater system model). The powdered dimer vaporized at a temperature of ~100-150 °C
and at a pressure of 1 torr to undergo a pyrolysis and be reduced in monomers; then, the polymerization
of the gaseous monomers occurred at ~650-700 °C and 0.5 torr; the gas entered the deposition chamber
at20-25 °C and 0.1 torr and a conformal polymeric coating deposits on the substrate. An amountoflg
of dimer powder yielded a deposited layer with thickness of 1um and the process lasted approximately
one hour.

2.4. Characterization and Reliability Tests

With the exception of parylene, the other coatings were applied on the devices by dip-coating
so the control of thickness was subjected to uncertainties and non-uniformity. Different portions of
the device were selected and the coating thickness was measured by means of a profilometer (Bruker
Dektak Xt).

2.4.1. Surface Characterizations

The sample coatings were characterized in terms of wettability, through an OCA 15Pro Contact
Angle Tool (DataPhysics), and surface morphology, by means of an atomic force microscope (CSI
Nano-Observer AFM) in non-contact (resonant) mode, and a SEM (Helios NanoLab DualBeam,
FEI). The reported values for contact angles were averaged over four independent measurements,
whereas the roughness values stemmed from the averaging over a scanned area of 5 x 5 pm?.

2.4.2. Exposure to Seawater

The whole devices and some coated silicon substrates (three for each coating) were submerged in
a tank (440 x 265 x 240 mm?) and filled with seawater which was aimed at reproducing the marine
environment (Figure 5a). The natural seawater was collected from the Ionian Sea, with the following
physico-chemical parameters: salinity 3.5%, pH 8, metals (Na 10,784 ppm, K 399 ppm, Mg 1294 ppm,
Ca 4120 ppm, Si 2.9 ppm), halogenides (Br~/Cl~/F~ 19360/67.5/1.3 ppm), carbonates (HCO3~ 126 ppm),
sulphates (504 2712 ppm), and dissolved gases (O, 7 ppm, N, 12.5 ppm) [52].

Live rock

(Ag/AgCI/Kel) | |

(0 (d)

Figure 5. (a) Setup used to mimic the marine environment in the laboratory. (b) Setup used for the
impedance spectroscopy (IS) measurements with the schematic of the samples adopted. (c) Schematic
of the three-electrode cell used for the corrosion tests. (d) Floating platform for supporting the whole
devices while being submerged in seawater for reliability tests.
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A wave maker (Jebao RW4 Propeller Pump) was inserted in the tank to create sea waves and
currents: in order to avoid the samples tumbling due to the water waves, a metallic grill was used as
support; the coated rigid substrates were fixed on Petri dishes and placed in the grill, whereas the
whole devices were made floating with a polystyrene supporting slab. A porous live rock was
inserted to introduce natural bacteria, algae and invertebrates inside the artificial marine environment.
Moreover, it plays the role of biological filter because it harbors aerobic and anaerobic nitrifying bacteria
required for the nitrogen cycle. Furthermore, a natural seaweed was added. Its general function is to
use waste products as nutrients and perform chlorophyllian photosynthesis, producing oxygen. In this
study;, it also served as a competing species for the development of bacteria and algae. A LED lighting
system (Mini Lumina 30 Marine, Blau-aquaristic; 18 W; 10.000K white and 460 nm blue) was used
to provide the solar light radiation, stimulating the growth of microorganisms. Finally, a skimmer
(Scuma 0635 Int, Blau-aquaristic; 3.5 W) was installed to purify the environment keeping the water
clear and limpid.

2.4.3. Water Absorption Tests

The absorption of water into the devices mainly regards the polymeric layers. The conformity
of the coatings is crucial because any possible asperity, uncovered area or inlet could lead to water
permeation. Impedance spectroscopy (IS) was carried out to evaluate water absorption: circular
samples (1.5 cm radius) of kapton coated with the selected polymers were submerged, then dried
with nitrogen flow at regular time intervals. The impedances of the substrate/coating systems were
collected by placing the samples between two metallic plates connected to an Agilent E4980A Precision
Inductance, Capacitance, Resistance (LCR) meter (applying the same pressure for all samples) and by
performing linear frequency sweeps.

2.4.4. Corrosion Tests

Corrosion due to seawater penetration regards all the metallic portions of the devices, thus
anti-corrosion tests were performed to evaluate the corrosion resistance of the coatings. The steel
panels (4 x 5 cm?) were washed with acetone and isopropanol to remove organic contaminants before
the application of coatings. The corrosion tests were carried out in a three-electrode cell (Figure 5c¢)
consisting of coated steel samples as working electrode (WE), a 5 X 5 cm? Pt mesh as counter electrode
(CE) and an Ag/AgCl/sat-KCl electrode as a reference electrode (RE). Linear scanning voltammetry was
performed at 1 mV/s to measure current and voltage using an AUTOLAB PGSTAT302N potentiostat,
after 1h of stabilization to reach the equilibrium open circuit potential (OCP).

2.4.5. Piezoelectric Generation in the Long-Term Period

The PVDEF-based devices were attached to a polystyrene foam slab and submerged in the tank
filled with seawater (Figure 5d): the slab served as a supporting platform to let the devices float firmly
on the water. In this way, the supporting platform is always in contact with the water surface although
the continuous evaporation of water, keeping the same initial conditions. The measurements were
performed by displacing the samples at a proper distance, using a linear micro-actuator (Actuonix
Motion Devices Inc., L16-R, 100 mm, 35:1, 6vdc) and the output signal generated by the oscillation of the
devices (open circuit voltage) was detected and collected with an oscilloscope (Tektronix MDO 4104-3).

2.4.6. Surface Treatments of Parylene Surface

Wettability and morphology studies were performed on treated parylene C coatings in order
to evaluate qualitatively the long-term microbial adhesion. Two different treatments were applied:
oxygen plasma and ultraviolet light irradiation with addition of ozone. Oxygen plasma treatment was
performed by a low-pressure plasma system NANO (Diener electronic Plasma Surface Technology
GmbH & Co. KG), with two different RF powers in order to compare the resulting modified
morphologies, i.e., 100 W and 300 W, keeping the process time (20 min) unchanged. UV/ozone treatment
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was performed by a UV Ozone Cleaner ProCleaner Plus (BioForce Nanosciences) for 20 min. The two
treatments were overlapped in order to evaluate the effects of each single treatment. As previously
demonstrated [50], the etching effect of oxygen plasma treatment on polymeric substrates induces
a structure with nanosized thread-like features with a relatively high roughness. The lower the
dimensions of asperities (roughness), compared to the dimensions of air bubbles in water, the less likely
these air bubbles remain trapped among the asperities, thus the wider the contact surface/water and
the more favored the water absorption. For these reasons, the UV/ozone treatment was superimposed
to the oxygen plasma with the intention of making the sample surfaces less rough.

Non-treated samples, samples treated with O, plasma, and samples treated with both the O,
plasma and UV/ozone treatments, were compared. The flexible kapton/pC structures were characterized
after submerging them in the tank: the characterization tests were carried out at three different periods
of time (15, 25, 35 days), after drying the samples in a desiccator.

The laser Doppler vibrometer (LDV-MSA-500, Polytec), equipped with HeNe laser light source,
was employed to investigate the frequency response of the pC-coated kapton samples evaluating
the out-of-plane deflections by a non-contact measurement. The experimental setup included also
an electromechanical shaker (4819, Bruel & Kjaer) aimed at providing the mechanical vibrations in a
range of 0-18kHz. The samples were previously cut and shaped in the form of cantilevers (10 x 5 mm?)
by an automatic cutting plotter (Graphtec Cutting Plotter CE6000-40).

3. Results

This work was aimed at evaluating the protective and barrier behavior of different selected
polymeric coatings for flexible piezoelectric energy harvesting devices in liquid flows, in particular in
a seawater environment. The application and the type of micro-devices required specific characteristics
for the coatings, i.e., flexibility, conformability, ease of application, besides properties related to the
insulating, waterproof and barrier behavior.

As already discussed, parylene-C, PMMA, PDMS and PDMS-PVDEF were selected as coating
materials to be tested, each characterized by different thicknesses: 2.7 um for parylene, ~3 um
for PMMA, ~100 um for PDMS and PDMS-PVDE. Differently from the other coatings applied by
dip-coating, parylene C was deposited by CVD, so the thickness of the resulting coating was much
more controllable.

3.1. Surface Characterizations

The AFM micrographs and the results of wettability measurements are reported in Figure 6.

Parylene C (pC) exhibited higher roughness (3.71 nm) than PMMA (0.28 nm) and PDMS-based
coatings which present comparable values, i.e., 1.19 nm (PDMS), 1.70 nm (PDMS/PVDF). Concerning the
wettability characteristics, parylene and PMMA showed contact angles of 89.5° + 0.6° and 79.3° + 3.0°,
respectively; PDMS-based coatings present c.a. values of 116.6° + 0.9° (PDMS) and 117.4° + 0.7°
(PDMS/PVDEF): these values indicate that PMMA has a moderately hydrophilic character, whereas the
other coatings exhibit more hydrophobicity, apart from parylene which may be considered as neutral;
the incorporation of PVDF into the PDMS slightly increased the contact angle.
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Figure 6. Atomic force microscopy (AFM) topography images (scanned area: 5 x 5 pm?) for the
examined coatings: (a) parylene-C, (b) poly-dimethyl siloxane (PDMS), (c) poly-methyl methacrylate
(PMMA), (d) PDMS- and poly-(vinylidene fluoride) (PVDF). The vertical color bar reports the roughness
in nm. The insets show the results of contact angle measurements.

3.2. Water Absorption Tests

The IS frequency-sweep analyses performed with the setup shown in Figure 5b on the submerged
samples yielded the Nyquist plots reported in Figure 7a—e. The shape of the Nyquist curves is in
general semi-circular and the magnitude of the vector connecting the axis origin with each point of the
curves gives the values of impedance for different frequencies. Therefore, a curve stretched upward
indicates that the imaginary part of impedance (reactance) of the system is higher.
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Figure 7. Nyquist plots resulting from IS measurements (frequency sweep in the range 20Hz-1MHz),
for the kapton substrate (a) and for the coated substrates: (b) parylene-C, (c) PDMS, (d) PMMA,
and (e) PDMS-PVDE. In each plot, the curves correspond to different periods of exposure to seawater,
ie. 0,1,5,12 days. (f) The equivalent circuit model used to fit IS data: Rg is the resistance of wires and
electronic parts; Rc and C. are the resistance and capacitance of the coating. (g,h) Nyquist plots for
the coated substrates, at 0 (g) and 12 (h) days of exposure to seawater. (i,1) Bode plots for the coated
substrates, at 0 (i) and 12 (1) days of exposure to seawater.

The barrier behavior of the coatings is evident when comparing them with the uncoated substrate.
As can be seen from the Nyquist plots, the curves in the latter case become almost linear after 5 and
12 days of exposure to seawater, whereas for all the other samples the curves keep a quasi-circular shape.
In other words, with the passing of submersion time, the reactance of the system gets higher because
of the absorption of water molecules with high dielectric constant, but to a much lower extent when
the substrate is coated. The absorbed water molecules eventually dissociated, and ions are responsible
of a change also in the real part with exposure time. The behavior of electrical resistance and reactance
of the coating/substrate systems is a result of different phenomena: (1) the water molecules uptake by
absorption, (2) the different swelling degree of the coatings, (3) the damage/delamination of the coatings
allowing seawater permeation, (4) the dissociation of absorbed water molecules and permeation of
solvated ions. The presence of salty water, or dissociated water molecules or solvated ions in the
coatings induces a decrease in the electrical resistance, while the absorption of water molecules (with
high dielectric constant) and the swelling behavior lead to an increase of the dielectric constant of
insulating materials [53-57]. From the analysis of the IS plots it can be deduced that for the selected
coatings the latter phenomenon is prevalent. Bode plots reported in Figure 7i,1 highlight the frequency
behavior of the impedance and phase angle for the tested substrates. The general trend is a decrease in
impedance and an increase in phase with increasing frequency due to a more dominant capacitive
behavior. In summary, from the Nyquist plots (Figure 7g,h) and the Bode plots (Figure 7i1), at 0 and
12 days of exposure to seawater, it can be deduced that the protective action of the different coatings is
quite comparable, and a further quantitative analysis was necessary: in Table 1, the coating resistance
(R¢) and capacitance (C) are reported as results of the fitting of IS data in ZView®software, for which
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the equivalent circuit model in Figure 7f was adopted for the coating/substrate system: generally,
the fitted data match the experimental, with an average error of 5.0%, and higher resistances or lower
capacitances indicate a more protective ability of the coatings; after 12 days of exposure to seawater,
parylene-C shows the best behavior.

Table 1. Impedance parameters resulting from fitting the IS data for the uncoated and coated kapton
substrates (1.5 cm diameter).

Submersion Days Samples R. [10° Q] C, [10-10 F]
Kapton (kpt) 3.5276 1.0910
pClkpt 3.9573 1.0650
0 PDMS/kpt 3.7389 0.7080
PMMA /kpt 3.6062 0.8885
PDMS-PVDF/kpt 3.7677 0.7325
Kapton (kpt) - (low) 1.3430
pCl/kpt 6.5529 1.2230
12 PDMS/kpt 4.0184 0.7404
PMMA /kpt 4.3604 1.1510
PDMS-PVDF/kpt 5.5225 0.7552

3.3. Corrosion Tests

The corrosion tests on the steel samples with the selected coatings yielded the current-voltage
curves (Tafel plots) in the Evans diagrams, as reported in Figure 8, which provided more details about
the anti-corrosive properties of the coatings: the less porosities and better conformal coverage, the more
effective the coating.

Figure 8 indicates that the current passing through the seawater solution, (when the WE is pristine
steel), is higher whereas it is much lower when steel is coated. As matter of fact, a coating is more
effective if the allowed current level is lower.

As illustrated in Figure 8f, the reason for a non-zero current passing through the coating regards
the presence of defects across its thickness: these defects, which include porosities, delamination and
cracks, allows the direct contact of seawater with the underlying steel, closing the circuit.

The sparks on the anodic polarization curves are due to noisy current fluctuations which are
unavoidable and cannot be eliminated [58]. Since the medium in the electrochemical three-electrode cell
consists of seawater (basically water and NaCl) with pH slightly above 8, steels show passive behavior
but Cl~ ions continuously disrupt the passivation film which tries to re-form. Another mechanism
could involve the formation of OH* radicals at the metal surface, which attack the polymer leading
to deterioration [35]. Therefore, the alternating process of localized formation and breaking of the
passive film results in current fluctuations in the Tafel plots: this behavior is more evident for uncoated
steel samples whose curves are overall quite noisy. In addition, the sparks at the edge of the curves
(i.e., in potentials far from the corrosion potential), even for coated samples, may be caused by bubbling
of gases produced by electrolysis of water.

The Tafel plots for the studied coatings were overlapped and compared for the same period of
time, i.e., at 0 and 30 days of submersion, as shown in Figure 8g,h. It is worth noticing that:

1. At 0 days the best coatings are parylene-C, PDMS and the combination PDMS-PVDE, whilst the
worst is PMMA, in terms of insulation and anti-corrosive behavior;

2. At 30 days the best coatings are parylene-C and PDMS, whereas PDMS-PVDEF gets worse perhaps
owing to inhomogeneity; PMMA confirms to be the worst coating.

Electrochemical kinetic values (corrosion potential Ecorr and corrosion current density jeorr)
were calculated from the intersection of coordinates of Tafel plot [59] and are presented in Table 2.
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The protection efficiency (n;%) of the coatings are also reported according to calculations made using

the following formula [60,61]:

T]]'O/o = [1 - (jcorr/jocorr)] X 100

where jocorr and jeorr are the corrosion current densities in the absence and presence of

coatings, respectively.
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Figure 8. Evan diagrams displaying the Tafel plots resulting from corrosion tests for the pristine
steel samples (a) and for the coated samples: (b) PDMS, (c) PMMA, (d) PDMS-PVDE, (e) parylene-C.
The curves in each plot correspond to different periods of submersion, i.e., 0, 7, 14, and 30 days.
The y-axis in the plots is in logarithmic scale. (f) Corrosion mechanism of steel samples due to seawater
absorption and permeation. (g h) Tafel plots for the differently coated steel samples, at 0 (g) and 30 (h)
days of exposure to seawater.
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Table 2. Electrochemical parameters and the corresponding inhibition efficiency for steel coated with
the selected coatings.

Submersion Days Samples Ecorr (vs. SCE) [V] jeorr [MAcm™2] n; [%]

P“St“;‘:e‘:lISBM ~0.1635+0.0426  (2.27 + 1.14) x 102 -

0 pC ~0.1511+0.0217 (170 + 0.65) x 10~ 99.9

PDMS —0.1677 +£0.0192  (3.21 + 0.58) x 10~ 98.6

PMMA ~0.1990 +0.0191 (149  0.80) x 10-3 93.4

PDMS-PVDF ~0.1030 £ 0.0202  (3.67 + 0.45) x 1075 99.8
P“St“;‘t*e‘:llsmm ~0.2065 + 0.0084  (3.10 + 0.47) x 102 -

2 pC ~0.2522 £0.1398  (8.84 +4.37) x 1075 997

PDMS ~0.1759 +0.0606 (290 + 4.43) x 102 90.7

PMMA ~0.1542 £0.0349 (215 0.74) x 102 306

PDMS-PVDF ~0.1635 £0.0572 (675 + 7.96) x 102 78.2

The time variation of corrosion potential and current density during submersion is shown in
Figure 9 for the pristine steel and the coated samples.
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Figure 9. Corrosion potential (a) and corrosion current density (b) vs. submersion time, for the pristine
steel samples and the selected coatings.

From these results it is evident that initially the protection efficiency increases in the following
order: PMMA < PDMS < PDMS-PVDF < pC, whereas, for long-term periods: PMMA < PDMS-PVDF
< PDMS < pC.

3.4. Piezoelectric Generation in the Long-Term Period

The measurements of the open circuit voltage generated by the submerged devices yielded the
plot reported in Figure 10a, as percentage decrease of the output signal. All curves are characterized by
a plateau indicating that the piezoelectric performance remains constant in continuous use applications,
even if with remarkable differences among the coatings. These results confirm those obtained in
corrosion tests, i.e., a complete loss of signal is observed after 7 days with PMMA coating, exhibiting the
worst performances (exfoliation can be observed in Figure 10b). PDMS and PDMS/PVDF coatings are
substantially equivalent showing a stable voltage loss of 70%, while a voltage loss of less than 20% is
observed when pC is used. These results provide a direct correlation among device performance and
mass transport properties of the coatings.
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Figure 10. (a) Decrease (%) in output voltage of piezoelectric PVDF-based transducers due to prolonged
exposure to seawater. (b) Exfoliation of PMMA coatings after exposure to seawater.

3.5. Observation of Microbial Adhesion on Pristine and Treated Parylene

This study was also focused on evaluating the possibility of modifying the surface properties of
parylene-C thin films in order to use them as protecting materials against marine biofouling in electronic
devices. Both the treatments adopted on the polymeric surfaces bring about two kinds of effects due
to the simultaneous occurring of different processes [62]: (1) a physical effect, strictly related to the
etching and sputtering of the polymer owing to the reactions of oxygen atoms with the surface carbon
atoms and to the impingement of plasma ions onto the surface, leading to a change in morphology;
(2) a chemical effect, which is provided through the incorporation of hydrophilic and oxygen-rich
functional groups on the surface, and through the breakage of organic bonds promoted by the UV
radiation emitted by the plasma or by the UV source. Plasma treatments, as well as UV/ozone,
are usually used for cleaning, surface activation, deposition and etching, and are typically employed
for modifying the chemical and physical surface properties of polymers [63].

Seawater contact angle (WCA) measurements, as shown in Figure 11 (compared to Figure 6),
confirmed that the oxygen plasma surface treatment increases the hydrophilic character of the sample
surface with respect to non-treated surface (94.7° + 2.8°), and this also occurs to a larger extent when
a higher generator power is set: in fact the recorded WCA is 11.3° + 1.4° for 100 W, and 3.8° + 0.6° for
300 W. On the other hand, the UV/ozone treatment, performed subsequently to the oxygen plasma
treatment, counter-intuitively results in a slight decrease in hydrophilicity (maintaining however
a hydrophilic character, with WCA values of 13.4° + 1.2° and 19.9° + 0.6° for 100 W and 300 W powers
of oxygen plasma treatment, respectively), revealing a counteraction between the two treatments.

The wettability properties are strictly correlated to the surface roughness (Rms) measured by AFM
and reported in Figure 11. The recorded roughness of non-treated samples is 6.17 nm, whereas the
oxygen plasma treatment increases the roughness, with the formation of thin threadlike structures,
at a higher extent for lower powers (15.82 nm for 100 W, 10.84 nm for 300 W), due to the stronger
physical etching provoked by plasma, with a resulting higher etching rate.

The blurry aspect of AFM images of samples treated with oxygen plasma and UV/ozone can be
correlated to the chemical modification caused by the UV/ozone treatment. This process increases the
amount of oxygen-containing reactive species on the surface, which are very likely to electrostatically
interact with the surrounding water vapor molecules. Furthermore, the UV/ozone treatment causes
a reduction of roughness (6.00 nm and 5.39 nm for 100 W and 300 W of oxygen plasma treatment,
respectively) with less sharp asperities. This result can be explained by a more homogeneous levelling
action than that of oxygen plasma. The decrease in roughness is also consistent with the decrease in
hydrophilicity, according to Wenzel’s wettability model [64].
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Figure 11. Seawater contact angle (WCA) measurements and AFM topography micrographs for
non-submerged samples: non-treated (a), treated with oxygen plasma at 100 W (b) and 300 W (c),
treated with oxygen plasma at 100 W, 300 W and UV/ozone (d,e). The scanned area for all AFM images
was 5 x 5 um?. (f) Seawater contact angle, WCA, and (g) roughness vs. submersion time: each curve
corresponds to one specific treatment; each point in the roughness plot is the result of averaging on the

scanned area.

During submersion the non-treated sample became more hydrophilic (54.8° + 7.3° at 35 days) and
the others became more hydrophobic (in the range between 57° and 72°). However, the final values of
water contact angle were quite similar, as shown in Figure 11f. This is an indirect confirmation that
the long-term growth of biofilm induces a common wetting behavior. AFM results for the roughness
evolution of the submerged samples are plotted in Figure 11g. As can be seen, microorganisms colonize
randomly the devices surface, producing extracellular matrix, thus the roughness values provide
information on compactness, homogeneity and regularity of the biofilm. After an initial increase in
roughness (up to 25 days), the biofilm becomes more and more populated and composed of microbial
aggregates rather than isolated cells, whose effect is a self-levelling action, with a reduction in roughness
(after 30 days) [65]. The only exception is given by the non-treated sample, allegedly because the
microorganisms attach on the surface but, with the passing of time and the progressive scarcity of
nutrients, their bioadhesive strength weakens. Since there are much less asperities than for the other
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samples, they are washed off more easily, leaving a much more non-homogeneous (thus rougher)
surface after 30 days.

AFM and SEM micrographs in Figure 12 highlight the presence of microorganisms on the sample
surface, in particular a large number of bacteria (with dimensions in the range of 1 + 2 um), and diatoms
Bacillariophyceae (6 + 10 um).
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Figure 12. (a) AFM image with bacteria (~1 um). (b) SEM micrograph with diatoms (~10 pm).

Finally, as a further proof of the microbial adhesion, LDV analyses highlighted the change
of the resonance frequency of the submerged samples with respect to the non-submerged ones
(Figure 13a), caused by the growth of biofilm on their surfaces. Finite element method (FEM)
simulations (Eigenfrequency analysis, COMSOL multiphysics) were needed to derive the mass surface
density of the grown biofilm from the experimental data on resonance frequencies. A simple 3D
model was built on (a bi-layer pC/kapton substrate with a variable added biofilm mass on the top of it;
see the inset in Figure 13a), showing that the experimental frequencies are in good agreement with
the computational values allowing to derive and calculate the biofouling mass added on the sample
surfaces: Table 3 summarizes the experimental and computational resonance frequencies, with the
corresponding biofilm added mass, for the differently treated samples.
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Figure 13. (a) Shift in resonance frequency due to the growth of biofilm; the inset shows the model
used for the simulations. (b) Biofilm surface density vs. submersion days: each curve corresponds to
a specific surface treatment.
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Table 3. Results of finite element method (FEM) simulations.

. Biofilm
Submersion Samples Length Width (mm)  Exp fres (Hz) FEM fies Mass
Days (mm) (Hz) -
(105 g)
0 - 55 3.0 230.5 232 -
NT 6.0 3.0 201.25 201.2 18
O,_100W 6.0 3.0 225 225.5 1.5
15 O,_300W 6.0 3.0 208.28 208.4 23
0,-100W_UV-O3 6.0 3.0 196.72 196.8 25
0,-300W_UV-O3 6.0 3.0 226.25 226.1 12
NT 4.5 22 423.125 423.47 4.75
O,_100W 4.5 22 400.94 400.17 425
25 O,_300W 4.5 22 398.75 398.5 4.00
0,-100W_UV-O3 4.5 22 354.69 354.9 7.25
0,-300W_UV-O3 4.5 22 423.44 4241 2.50
NT 4.5 22 408.75 408.9 2.50
O,_100W 4.5 2.2 430.94 431.1 2.50
35 O,_300W 4.5 2.2 406.41 406.8 5.25
0,-100W_UV-O3 4.5 22 407.81 407.8 2.00
0,-300W_UV-O3 4.5 22 427.03 427 2.75

Atlonger times, acommon general decrease of the surface mass density, associated with an increase
of resonance frequency, was detected on non-treated and treated substrates due to the degradation of
biofilm and the death of microorganisms (Figure 13b).

4. Conclusions

In this study protective, barrier and anti-corrosive properties of different polymeric coatings for
applications in marine environments, were compared. The final specific use of these thin films consists
of employing them as conformal coatings for insulating flexible micro-devices adopted for harvesting
mechanical energy from fluid-induced oscillations.

The desired application poses several challenges and issues to be addressed, i.e., the risk
of short-circuit, the corrosion of metal electrodes, the water absorption and permeation into the
devices leading to delamination or damages, the adhesion of microorganisms on the device surfaces.
Therefore, the selection of the coatings to be tested was made in order to satisfy several requirements,
such as flexibility, conformability, ease of application, insulating and barrier properties.

IS analyses, corrosion tests and the measurements of the piezoelectric signal for coated submerged
devices revealed that parylene-C provides the best protecting, insulating and adhesion properties
among the other coatings, even though it is susceptible to surface crack formation more than elastomers
(PDMS-based coatings), because of its thermoplastic semi-crystalline character. Definitely, PMMA is
the worst alternative mainly because it easily undergoes exfoliation during exposure to seawater.

Therefore, parylene was also used to observe qualitatively the accumulation of microorganisms
and formation of biofilm on the surface of submerged devices: different surface treatments were
adopted as well to modify the morphology and wettability of parylene in order to correlate microbial
adhesion changes in the long-term period. The surface treatments selected for this purpose comprised
an oxygen plasma treatment and a UV/ozone treatment. The reduction in the surface mass density
of the grown biofilm, for both treated and non-treated substrates, revealed a loss of adherence for
the microorganisms which is ascribed to the local scarcity of nutrients and to the protective action
of parylene-C thin film: thus, together with its strong chemical and moisture resistance, this further
property of parylene-C makes it more attractive as a conformal passivation coating on polymeric
substrate materials and flexible micro-devices.
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Abstract: Vibration energy harvesting (VeH) techniques by means of intentionally designed
mechanisms have been used in the last decade for frequency bandwidth improvement under
excitation for adequately high-vibration amplitudes. Oil, gas, and water are vital resources that
are usually transported by extensive pipe networks. Therefore, wireless self-powered sensors are a
sustainable choice to monitor in-pipe system applications. The mechanism, which is intended for
water pipes with diameters of 2-5 inches, contains a piezoelectric beam assembled to the oscillating
body. A novel U-shaped geometry of an underwater energy harvester has been designed and
implemented. Then, the results have been compared with the traditional circular cylinder shape.
At first, a numerical study has been carried at Reynolds numbers Re = 3000, 6000, 9000, and 12,000 in
order to capture as much as kinetic energy from the water flow. Consequently, unsteady Reynolds
Averaged Navier-Stokes (URANS)-based simulations are carried out to investigate the dynamic forces
under different conditions. In addition, an Adaptive Differential Evolution (JADE) multivariable
optimization algorithm has been implemented for the optimal design of the harvester and the
maximization of the power extracted from it. The results show that the U-shaped geometry can
extract more power from the kinetic energy of the fluid than the traditional circular cylinder harvester
under the same conditions.

Keywords: energy harvesting; piezoelectric; pipelines; underwater networks; wireless sensor
networks; control algorithm

1. Introduction

Due to industrial development and the improved quality of human life, the economic and social
demand for energy is growing. In recent years, the problems arising from the use of coal, petroleum,
and other energy resources with high carbon content are becoming almost unbearable. The trend of
annual average of atmospheric CO, concentration has been increasing non-stop in the last decades.
The global average surface temperature was reported to be approximately 1 °C higher than that of the
preindustrial period [1]. The transition to an energy system that relies primarily on renewable energy
sources has become one of the greatest challenges for alleviating climate change [2,3]. Clean energy
sources such as wind, solar, geothermal, biomass, biofuels, waves, tidal, and hydropower can replace
fossil fuels. With that in mind, water value is due not only to its agricultural and domestic use, but
also to the possibility of being a source of energy, such as hydropower [4,5], ocean energy [6,7], or the
energy obtained from its distribution network, for instance [8,9].
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In this context, collecting small amounts of energy from the ambient in order to supply power to
wireless devices has been investigated for the last decades. Moreover, in some cases where batteries are
impractical, such as inaccessible remote systems, health monitoring, or body sensors, energy harvesting
technology is very promising [10]. In fact, the power supply is one of the biggest challenges regarding
the wireless sensor network applications. Frequently, the lifetime is confined to a battery supply,
which is awkward [11]. Several environmental resources that offer enough power can be studied
such as vibration, solar irradiation, thermal differences, and hybrid energy sources. Vibration energy
harvesting (VeH) transforms mechanical energy obtained from ambient sources to electricity in order
to power remote sensors. VeH technologies have been widely studied over the past decade [12-14].
Izadgoshasb et al. [15] proposed a new double pendulum-based piezoelectric system to harvest energy
from human movements. They found a high increase in maximum output voltage in comparison
to the conventional system and to an analogous system with only one pendulum. Furthermore,
they stated that the double pendulum design could be further improved by varying some design
parameters regarding dimensions or material. In a more recent work, Izadgoshasb et al. [16] proposed
a multi-resonant harvester that consists of a cantilever beam with two triangular branches. They
performed a parametric study using the finite element method (FEM) for the design optimization
in order to get close resonances at low-frequency spectrum. Experimental results showed that the
proposed harvester can harvest broadband energy from ambient vibration sources and is better than
analogous piezoelectric energy harvesters with cantilever beams.

Energy harvesting from flow-induced vibrations has also attracted attention in the past years,
and energy obtained from fluid-structure interaction (FSI) in different fluids, air, or liquid have been
investigated by Elahi et al. [17]. Under flow loads, a structure can suffer different effects, such as limit
cycle oscillations, chaotic movements, or internal resonances. From the point of view of aerodynamics,
vortex-induced vibrations or vibrations caused by flutter or galloping can occur. Using piezoelectric
devices placed in a flow field can convert large oscillations into electrical energy. An airfoil section
placed on the end of cantilever piezoelectric beam can be used as a flutter energy harvester. Flutter speed
is a critical value, from which the aerodynamic system becomes unstable. The self-excited oscillations
that appear on the aeroelastic system once the critical value is overpassed are quite beneficial from the
dynamic point of view; see Abdelkefi et al. [18]. Elahi et al. [19] modeled a nonlinear piezoelectric
aeroelastic energy harvester that works on a postcritical aerolastic regime. An analytical model was
developed taking into account the fluid-structure interaction and electromechanical performance.
They concluded that higher electromechanical factor gives better harvesting. Wang et al. [20] conducted
a study on a galloping-based piezoelectric energy harvester using isosceles triangle sectioned bluff
bodies and applying computational fluid dynamics (CFD) to simulate the aerodynamic forces. They
performed a parametric study in order to get the optimum vertex angle of the triangle and provided a
guideline for efficient design. They determined that an angle of 130 degrees was the most adequate
within the specific electromechanical coupling of their prototype. Dai et al. [21] investigated energy
harvesting obtained from wind flow-induced vibrations. They compared experimentally four different
test cases of piezoelectric energy harvesters, and based on the results they concluded which was
the best orientation of the bluff body to design efficient devices. Jia et al. [22] presented an upright
piezoelectric energy harvester (UPEH) that has a cylinder extension along its length. In the case
with low speed wind, energy is obtained by vortex-induced vibrations (VIVs) that produce bending
deformation. The UPEH can generate energy from low-speed wind by bending deformation produced
by vortex-induced vibrations (VIVs). Zulueta et al. [23] developed a new control law for a contactless
piezoelectric wind energy harvester, and afterwards, Bouzelata et al. [24] improved this wind energy
harvester as a battery charger The simulation results proved that the device could power the battery
when the wind speed is v = 2.7 m/s, taking into account that usually the moderate wind speed is
considered to be 4 m/s.

Wang and Ko [25] developed a new piezoelectric energy harvester that converted flow energy into
electrical energy by means of the oscillation of a piezoelectric film. They concluded that the obtained
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voltages based on the finite element model they proposed agree adequately with the experiment performed
with various pressure differences in the pressure chamber. Therefore, they could use the model to predict
the performance of the device, in terms of dimensions, material properties, and pressure loads. Silva-Leon
et al. [26] proposed a novel approach to collect wind and solar energy at the same time. After extensive
experiments, they founded out that their device was able to generate up to 34 mW of total power, which
is enough to power remote sensors and small-scale portable electronics. Zhong et al. [27] showed that
a type of graphene nanogenerator could generate electricity from the flow of different types of liquid,
including water. Qureshi et al. [28] developed an analytical model of a novel and scalable piezoelectric
energy harvester, where the kinetic energy from water flow-induced vibration was collected by means
of piezoceramic cantilevers. They validated the model by means of a finite element simulation. They
concluded that it is possible to install an energy harvester into the Turkey—Cyprus water pipeline with the
capability to meet the power requirements of a wireless sensor node to monitor critical parameters.

Another way of collecting energy from water flow is the power generation from fluid flow in
pipelines. This energy can be used to power wireless sensors networks; therefore, continuous monitoring
of water quality and hydraulic parameters can be performed [29]. In addition, significant leakages can be
detected in near real time [30]. Hoffmann et al. [31] presented a radial-flux energy harvester that obtained
energy from water flow in water pipelines. Experimental results showed that the obtained energy could
be used for powering smart water meter systems when the flow rate was at least 5 L/min. They pointed
out that to achieve a power output less dependent on the flow rate, a fluidic bypass could be used. Shan
et al. [32] presented a new underwater double piezoelectric energy harvesters system that consists of two
harvesters placed in series with same parameters. The results of the experimental work showed that the
performance of the double harvester can be improved by equaling the water speed, the specific gravity of
the cylinder, and the spacing distance between the two harvesters.

The major novelty of the current research is the development of an innovative U-shaped geometry
to be used as the oscillating body in an underwater energy harvester with the aim to increase the
power output by the device. Three different geometries for the oscillating body were previously
studied by Yao et al. [33]: Circular, triangular, and square. However, they concluded that the circular
shape provided the best performance in terms of power output generation. Therefore, we have
hypothesized that the proposed U-shaped geometry could improve the power generated by the
underwater piezoelectric system. In the current work, we have implemented an Adaptive Differential
Evolution (DE)-based (JADE) algorithm for the optimization of the design process of the harvester.
JADE is an optimization algorithm based on evolutionary principles that is intended to find the
maximum/minimum values of a cost function. In this analysis, a multivariable JADE algorithm
intended to maximize the power extracted from the harvester has been designed. The two parameters
optimized with the JADE algorithm are the structural spring of the harvester and the constant gain
associated to its control algorithm.

2. Differential Evolution-Based Optimization

2.1. Differential Evolution Algorithm

The Differential Evolution (DE) algorithm, first introduced by Storn et al. [34], is an optimization
technique based on evolutionary principles. As stated in [34], three main concepts are required
for the correct performance of an optimization algorithm such as the DE: The ability to find the
global optimum and not get stuck in local optimums, the fast convergence, and simplicity in the
configuration parameters.

As it is shown the pipeline in Figure 1, in order to fulfill the previously listed requirements, the
DE algorithm proposes the execution of an initial Initialization stage, and the iterative execution of
three main steps: Mutation, Crossover, and Selection.
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Stage 1: Stage 2: Stage 3: Stage &
Initialization - Mutation Crossover Selection

Figure 1. Pipeline of the operating principle of a Differential Evolution (DE) optimization algorithm.

The basic operation of a conventional DE algorithm is explained in detail in the work of Zhang et
al. [35]. The first step is the generation (normally at a random process inside certain limit values) of
the initial population of the algorithm; see Equation (1). To that purpose, the number of independent
variables N and the size of the initial population P must be defined:

%o = {Xio) )

wherei=1:1:Nandk=1:1:P.

After the initialization, the proposed iterative process is an emulation of the natural evolution.
First, some individuals suffer from mutations that can improve/worsen their survival capabilities. To
that end, different mutation strategies can be implemented in the DE algorithm. One of the most
widely used mutation strategies, known as “DE/randl1”, is shown in Equation (2):

vic = X1,6 + Fi-(Y2,6 — %13,6) @

Next, in the crossover or recombination step, the characteristics of two different individuals are
combined to form a descendant individual, as it is shown in Equation (3):
if rand(0,1) < CR; 01 j = jrana  then uj;c
u jiG = " (3)
"~ else XjiG

where jrand € (1, N) is defined randomly at each iteration and CR; is the crossover probability, which is
constant in the conventional DE algorithm.

Finally, the fitness of the individuals of the new generation is compared to the value of the fitness
of the previous generation, and the best individuals are selected.

Ujgi1 _{ if f (uf'i’G) <f (xf/"rG) then HiiG } 4)

else XjiG

This process is repeated during a defined number of generations, and after some iterations the
individuals with the best characteristics remain and the evolutionary algorithm converges toward an
optimal result.

As stated by Zhang et al. [36], DE algorithms have been widely used due to their simplicity, small
number of configuration parameters, and good performance in optimization cases. Nevertheless,
one of the problems present in these algorithms is the difficulty associated to the adequate setting
of the configuration parameters. As explained in the work of Zhang et al. [35], both theoretical and
experimental studies have been proposed for the setting of these parameters (especially the mutational
factor F and the crossover probability CR). Nevertheless, the absence of clear guidelines and the
necessity for trial and error tuning cause difficulties in achieving a good performance of the algorithm.
In order to improve the results of DE algorithms, many variants have been developed and proposed in
the literature: Self-adaptive Differential Evolution (SaDE), Self-adaptive Differential Evolution with
Neighborhood Search (SaNSDE), Self-adaptive Differential Evolution (jDE), Differential Evolution
with Global and Local neighborhoods (DEGL), Adaptive Differential Evolution (JADE), Composite
Differential Evolution (CoDE), and Improved Adaptive Differential Evolution (IJADE).
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2.2. JADE: Adaptive Differential Evolution

The JADE algorithm is a variation of the DE that belongs to the group of the adaptive parameter
control algorithms, as introduced by Zhang et al. [35]. This means that the adaption of the configuration
parameters is carried out according to the status of the search process of the algorithm. Some additional
examples of adaptive parameter control algorithms are SaDE, jDE, and SaNSDE.

The JADE algorithm was first introduced in the work of Zhang et al. [37]. Later, a second version
of the algorithm was presented by Zhang et al. [35]. The objective of the modifications introduced
in the JADE strategy with respect to the DE algorithm is the improvement of the convergence of the
algorithm and the diversification of the population that is used through the execution of it.

According to the work of Zhang et al. [37], the JADE algorithm is considered to improve the
performance of the conventional DE algorithms by implementing a novel mutation strategy referred as
“DE/current-to-p best” and a new method for the adaption of the mutational factor F and the crossover
probability CR. The recombination and selection steps of the JADE algorithm are the same of the DE
algorithm, which were presented in Equations (3) and (4), respectively.

The “DE/current-to-p best” mutation method introduced in the JADE algorithm can be expressed
as shown in Equation (5):

vy = Xi6 + Fr(xd,, c —%i6) + Fi(¥n6 — ¥3.6) )

where p is the per one value of the number of the best individuals selected for the mutation.

The adaption at each generation of the crossover probability CRi is carried out by random
generation according to a normal distribution and a predefined value of a standard deviation, as it is
shown in Equation (6):

CRi = mndn,-(yCR) (6)

Similarly, the adaption at each generation of the mutation factor Fi is carried out by random generation
according to a Cauchy distribution with predefined parameter values, as shown in Equation (7):

F; = randn;(ur) (7)

According to Islam et al. [38], with the use of the JADE algorithm, a diversity of the population,
which avoids a premature convergence of the optimization algorithm, and a more reliable performance
of the algorithm are achieved.

3. Harvester Description

The mechanism presented in the current study is connected with the work of Cottone et al. [39]
and on the computational fluid dynamics simulations of Aramendia et al. [40]. This device, which is
intended to be used inside water pipelines of 2-5 inches of diameter, contains a piezoelectric beam
assembled to an oscillating body, as shown in Figure 2.

Flow
direction

Vibrations

Figure 2. Energy harvester assembled inside a water pipe with the U-shaped geometry as the oscillating
body (not to scale).
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The impact of the water results in vibrations because of the vortices generated in the region closely
behind the oscillating body. Additionally to the cylinder geometry, an innovative U-shaped geometry
has been proposed as the oscillating body to optimize the extraction of kinetic energy from the water
incoming through the water pipe. Figure 3 shows the dimensions of both geometries used in the
present study.

D/3.2

D D

D/4

(a) (b)
Figure 3. Geometries for the oscillating body. (a) Circular cylinder and (b) U-shaped geometry.
4. Computational Setup

This section is devoted to provide a detailed description of the numerical model developed to
characterize the operation of both oscillating bodies in an underwater harvester. The length of the
computational domain consists of 40 times the body diameter (D) behind the oscillating body. This has
been considered enough to study accurately the vortices generated by the water passing around the
body. Diameters of D = 10 mm and D = 20 mm have been considered in this study for both geometries,
as illustrated in Figure 3.

A velocity inlet and pressure outlet boundary condition has been defined as well as slip condition
for the top and bottom boundaries. CFD tools require the subdivision of this computational domain
into a number of smaller subdomains to solve the flow physics. Therefore, the mesh generation is
a very relevant issue in the pre-process stage. The mesh carried out consists of 2D polyhedral cells;
most of them are placed in the area behind the body after the definition of a fully anisotropic wake
refinement. Additionally, a volumetric control has been designed to refine the mesh around the body
and to keep a y+ value less than 1. The mesh dependency study of the previous work of Aramendia et
al. [40] was used to verify the accuracy of the solution.

The Reynolds Averaged Navier-Stokes (RANS) equations have been applied to reach the numerical
solution of the unsteady state flow involved. The finite volume method has been used to discretize
the integral form of the conservation equations with the CFD commercial software STAR-CCM+ (v.
11.06.011, CD-adapco, Melville, NY, USA) [41]. An upwind scheme [42] was used to discretize the
convective terms, ensuring the robustness of the solution. The eddy viscosity models (EVM) with
two transport equations have been chosen to define the turbulence modeling by means of the k-w
shear stress transport (SST) turbulence model developed by Menter [43]. A time-step of 0.002 s and
15 inner iterations have been defined as the optimal configuration to capture the vortex shedding. A
second-order temporal discretization has been used in all the simulations presented in the current study.
The solution obtained with the simulations was considered converged when satisfactory residuals
were achieved on pressure, turbulence, and velocity quantities.
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5. Computational Results

Four Reynolds numbers have been chosen to study the cross flow (Re = 3000, 6000, 9000, and
12,000). The Re is a dimensionless number based on the oscillating body diameter (D) and was obtained
by Equation (8), where pyater and p correspond to the density and dynamic viscosity of water at a
temperature of 15 °C:

Re — Viwater X D X Pwater ®)

n

The water velocity Vyater at the inlet has been changed to achieve the different Re numbers. The
numerical solution in all cases was simulated for a period of time of 20 seconds. Tables A1l and A2 of
the Appendix A show the contour lines of the vorticity at t = 20 s for each Re number studied (Re =
3000, 6000, 9000, and 12,000) and for each geometry proposed as the oscillating body. The oscillating
vortex pattern, convection, and diffusion of the vortices are visible. The body lift is calculated by means
of CFD tools.

Figures 4 and 5 show the evolution of the lift coefficient Cy at each Re number investigated. This
dimensionless coefficient is calculated by Equation (9), where Fy, represents the force perpendicular
to the flow direction caused by the water in the oscillating body, i.e., the circular cylinder and the
U-shaped geometry, respectively.

Fy

L= 9
F T 05X Py X U X D ©)
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2 —CLCyIinder 2
——C_ U-shaped t ‘\\\
i 4 |
\M'ml \ Hl
-1 ‘ U
M 1
2
0 0.5 1 15 2 25 0 0.5 1 1.5 2 2.5
Time (s) Time (s)
Re=9000 (D=10mm) Re=12000 (D=10mm)

i w ‘\‘\H\
[ l \ M M

0 0.5 1 1.5 2 2.5 0 0.5 1 1.5 2 2.5
Time (s) Time (s)

Figure 4. Evolution of the lift coefficient at each Reynolds number (D = 10 mm).
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Figure 5. Evolution of the lift coefficient at each Reynolds number (D = 20 mm).

6. JADE-Based Underwater Piezoelectric Energy Harvester Optimization

As it was explained in Section 3, a new geometry for an underwater piezoelectric energy harvester
is presented in this document. The proposed novel geometry is considered to improve the performance
of cylindrical devices used in conventional energy harvesting systems.

A detailed model of the dynamics of an underwater piezoelectric energy harvester system is
presented in the work of Aramendia et al. [40]. The selection of the optimal parameters during the
design process of the harvester enables maximizing the power generated by the harvesting system.
The extracted power has been calculated by means of Equation (10):

sin(wot) (10)

2
7( aa )29_7( aa )Zi 10 CL.max

K, \K K
’ e \/(ﬂ4—ﬂ2w02)2+(ﬂ3w0)2

Ktrans

Thus, the mean value of the instantaneous power is determined over the period given by an
angular pulsation of the lift coefficient wy; see Equation (11):

(11)

aa )2 1 a100-ClL.max

Pmean = (
2:K
4 \/ (as—a5w02)* + (azwp)?

Ktrans

Tables 1 and 2 show the system model input parameters and variables used in the control of the
energy harvester, respectively.

264



Micromachines 2019, 10, 737

Table 1. Model parameters.

Name Definition Value Units
Pwater Fluid density 997.5 kg/m?
Ktrans Transduction gain 2 -

f Frictional coefficient 0.01 (N-m-s)/rad
a Force application distance point 0.01 m

a Voltage induced bending factor 100 A s/m

C Piezoelectric capacitance 1 nF

Table 2. Model variables.

Name Definition Units
CrLmax Maximum lift coefficient -
Vi Piezoelectric voltage \4
t Time s
0 Beam angle rad
Kspring Spring constant N/m
Kp Proportional gain ANV
Tm Moment generated by the piezoelectric N'm
THydro Hydro-mechanical torque N-m
wo Angular pulsation of the lift coefficient rad/s
Juwt Oscillating body inertia moment Kg-m2
Uy Reference of the piezoelectric deflection m

In this way, the value of the parameter Kspring and the value of the control parameter Kp stand
as two crucial variables for the optimization of the harvester. The Kspring parameter refers to the
value of the spring constant of the torsion spring introduced to the hydro-mechanical system of the
harvester. The objective of the torsion spring is to maintain the vertical equilibrium of the harvester in
the absence of piezoelectric forces. The expression that models the action of the torsion spring in the
harvester system is given in Equation (12):

d?o do
]wt'% = Thydro - KSpring‘e - fﬁ =Ty (12)

The Kp parameter refers to the proportional gain of the control law proposed for the performance
of the underwater piezoelectric energy harvester. The action of the control system of the harvester is
given by the following expression in Equation (13):

Kp'Vl = Ot'dditl - C% (13)

Due to the all the existent possibilities, the optimal setting of both Kspring and Kp parameters
could be complicated, which would result in an inefficient operation of the harvester. Consequently, in
this paper, a JADE optimization algorithm has been developed and implemented in order to obtain the
optimal values of the Kspring and Kp parameters and thus optimize the performance of the system.

The cost function selected for the JADE algorithm is the power generated by the harvester system
calculated in Equation (11). The power generated by the harvester is dependent on both Kp and the
Kspring parameters and could be expressed as in Equation (14):

P= f(KP/ KSpring) (14)

The configuration parameters defined for execution of the JADE algorithm presented in this paper
are listed in Table 3.
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Table 3. Configuration parameters of the adaptive differential evolution (JADE) algorithm.

Explanation Symbol Value
Number of variables N 2
Initial population size P 200
Number of iterations Niter 2000
Mutation ratio F Adaptive
Crossover probability CR Adaptive
Mutation ratio adaption parameter Uur 0.5
Crossover probability adaption parameter UCR 0.5
Kp maximum value Kpmax 500
Kp minimum value Kpmin 0
Kspring maximum value Kspringmax 500
Kspring maximum value Kspringmin 0
“DE/current-to-p best” mutation parameter p 0.1

Different scenarios corresponding to various harvester geometries and different Reynolds numbers
of the fluid actuating on the harvester, all of them already introduced in Section 3, have been considered
and optimized with the application of the JADE algorithm in order to find the best combination of
Kp and Kspring parameters that maximizes the energy production of the underwater piezoelectric
energy harvester.

An illustration of the progress of the JADE optimization algorithm corresponding to the cylindrical
configuration of the harvester with a D = 10 mm and a Reynolds number equal to 3000 is presented in
Figure 6.

0 =gl ¥
R 3 s 5 ok 500
300 e T ke 400
200 “ ¥ 200 300
100 o 100 Kspring [N/m]
Kp [AV] 0

Figure 6. Progress of the JADE optimization algorithm. D = 10 mm circular cylinder-based harvester
and Re = 3000.

As observed in Figure 6, the search of the optimization algorithm converges toward the optimum
combination of the input parameters, Kp and Kspring, until the best solution that maximizes the power
generated by the energy harvester is obtained.

7. Results

The search of the optimal combination of the Kp and Kspring parameter values for the maximization
of the power generated by the harvester system through the implementation of a JADE algorithm has
been proposed in Section 6. The results obtained for each one of the analyzed scenarios are represented
in Tables 4 and 5 for D = 10 mm and D = 20 mm, respectively. The last column of each table represents
the increment of the power APower (%) generated by the U-shape underwater energy harvester with
respect to the traditional underwater harvester based on a cylindrical oscillating body.
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Table 4. Results of the JADE optimization algorithm for the cylinder and U-shaped oscillating bodies
with D = 10 mm.

Cylinder D = 10 mm U-shape D =10 mm
. Power . Power APower
Re Kspring Kp (W] Kspring Kp (W] (%)
3000 9.41 x 10720 4.4585 225 352 x 1071 4.4574 1.75 —28.57
6000 2.77 x 10719 4.4585 135.76 3.14x 1071 44574 237.8 4291
9000 7.96 x 10720 4.4585 560.16 2.58 x 10720 4.4574 842.75 33.53
12,000 1.74 x 1072 4.4585 1848.3 222 %1071 4.4574 5321.7 65.27

Table 5. Results of the JADE optimization algorithm for the cylinder and U-shaped oscillating bodies
with D = 20 mm.

Cylinder D = 20mm U-shape D = 20mm
. Power . Power APower
Re Kspring Kp [uW] Kspring Kp [uW] (%)
3000 225 x 1071 4.5054 3.03 336 x 10717 4.4886 4.63 34.56
6000 2.72 x 107V 4.5054 49.857 3.76 x 10717 4.4886 94.54 47.26
9000 3.03 x 1071 4.5054 218.59 3.08 x 1071 4.4886 543.02 59.75
12,000 238 x107Y 4.5054 640.74 3.48 x 1071 4.4886 1553 58.74

The power generated by the harvesting system is considerably improved with the application of
the proposed U-shaped geometry, especially for cases at higher Reynolds numbers, as observed in
Tables 4 and 5. In general, the power achieved by the U-shaped geometry is larger than the cylinder
for both diameters considered. However, for the lowest Reynolds number studied, Re = 3000 and D =
10 mm, the power achieved by the U-shaped based harvester is lower than the one obtained by the
cylinder. The largest power output is achieved at Re = 12,000 and D = 10 mm for both geometries. The
cylinder oscillating body reaches a power of 1848.3 uW, and the U-shape geometry gets the maximum
power with a value of 5321.7 uW, as shown in Table 4. Nevertheless, it must be taken into account that
the water velocity associated at this high Reynolds number is difficult to obtain in the water pipes
considered in this study from 2 to 5 inches of diameter. A graphical comparison of the optimal power
generated by the analyzed four different harvester geometries for different Reynolds number values is
presented in Figure 7. The present U-shaped harvester with an oscillating body size of D = 10 mm
generates up to 5.2 mW at Re = 12,000. This result shows a significant improvement from the literature;
please see the model presented on a review on mechanisms for piezoelectric-based energy harvesters
for an underwater harvester [17], which is able to produce merely 0.9 mW at the same Re number.

g x10°
—— Cylinder_10mm
5+ — Cylinder_20mm
——U-shaped_10mm
4+ U-shaped_20mm .
S
g3r
<}
o
2k
1+
0> 1
3000 6000 9000 12000

Reynolds number [-]

Figure 7. Comparison of the optimal power generated by the proposed four different energy harvesting
system geometries.
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Similarly, a comparison of the optimal values of the Kp and Kspring parameters for each one
of the four analyzed harvester geometries and for different Reynolds number values is presented in

Figure 8.
x107® 5
—Cylinder_10mm
— Cylinder_20mm
U-shaped_10mm
U-shaped_20mm
5
s 2
2 5 5 4.5 <
a X
@
X
0.5 |

4
3000 6000 9000 12000
Reynolds number [-]
Figure 8. Comparison of the optimal values of the Kp and Kspring parameters for the proposed four
different energy harvesting system geometries.

There are slight differences in the optimal value of the Kp and Kspring parameters, especially for
the geometries with D = 10 mm. This could be translated in a non-optimal performance of the system
and in a reduction in the power generation of the harvesting system, with its subsequent decrease
of energy yield. These increased power generation of the harvesting system and the differences in
the optimal values of the Kp and Kspring parameters prove the correct performance of the proposed
harvester geometry and the JADE optimization algorithm presented in this paper.

8. Conclusions

In the current work, a numerical study of an underwater piezoelectric energy harvester has been
carried out for the extraction of kinetic energy from the water flow. The mechanism, which is planned
to be used inside water pipelines of 2-5 inches of diameter, contains a piezoelectric beam assembled
to an oscillating body. Two different geometries for the oscillating body have been considered. The
first one is the traditional circular cylinder, and the second one is a novel U-shaped geometry. Both
geometries have been studied for two different diameters: D = 10 and 20 mm. Thus, 2D numerical
simulations have been performed around each proposed geometry at Reynolds numbers Re = 3000,
6000, 9000, and 12,000. Simulations in unsteady-state conditions were made during a period of time
of 20 seconds in order to evaluate the vortex shedding generated in the region behind the oscillating
bodies. The lift coefficient of the oscillating bodies obtained in the simulations has been used as an
input variable in the control system.

Furthermore, a multivariable JADE-based optimization algorithm has been designed to optimize
the design process of the harvester and maximize the power extracted from it. The two parameters
optimized with the JADE algorithm are the structural spring of the harvester and the constant gain
associated to its control algorithm. According to the obtained results, the power generated by the
U-shape-based energy harvester is always larger than the one obtained by the circular cylinder for all
the Reynolds numbers studied except for Re = 3000 and D = 10 mm. The maximum power extracted
from the harvester is 5321.7 uW and corresponds to the case with Re = 12,000 and D = 10 mm. The
results show that thanks to the U-shaped geometry of the oscillating body and to the JADE optimization
algorithm, the power output of the harvester has significantly improved.
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The power generated by the underwater piezoelectric energy harvester follows an exponential law
for all the cases investigated, including the U-shaped geometry. Additionally, the proportional gain of
the control law maintains approximately constant at the water speeds studied in the current work.
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Appendix A

Table Al. Vortex shedding comparison behind the circular cylinder and the U-shaped geometry at
different Reynolds numbers where D = 10 mm.
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Table A2. Vortex shedding comparison behind the circular cylinder and the U-shaped geometry at
different Reynolds numbers where D = 20 mm.

Re Wake Development (Cylinder) Wake Development (U-Shaped)
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Abstract: The electroacoustic transducer with the performances of low frequency, small size, and high
power is desired in the application of the acoustic telemetry system while drilling. In order
to fulfill the severe requirements, a novel cascade-connected transducer with multi-segment
is developed. The essential framework of such a transducer is to add the cross-beams in the
multi-segment cascade-connected arrangement, based on the fundamental configuration of the
longitudinal transducer. The flexural vibrations of cross-beams help the transducer to present the
appropriate coupling between longitudinal and flexural vibrations, which provide many benefits
in keeping the advantages of the longitudinal transducer and lowering the resonance frequency.
Tt is the finite element method to be used for simulating the mode shapes of the cascade-connected
transducer, especially the behavior of the cross-beams, and some performances of transducer are
also predicted. Several prototypes of cascade-connected transducers with different segments are
manufactured. Their related tests show a good agreement with the finite element simulations and
analyses. Their characteristics of low frequency, small size, light weight, and high power are attractive
for the transmitting or receiving application in the acoustic telemetry system while drilling.

Keywords: cascade-connected transducer; low frequency; small size; finite element; acoustic telemetry;
measurement while drilling

1. Introduction

During the drilling operations for exploration and development of oil and gas, the measurements
play an important role in obtaining the physical parameters of geologic formations and the monitoring
of downhole conditions [1]. This valuable information can be derived in different ways. For example,
the drill bit can be withdrawn from the borehole and a “wireline logging tool” can be lowered into
the borehole to take measurements [2]. Obviously, such a wireline logging after drilling will not be
advantageous in obtaining the real-time and reliability data, as well as in the convenient operation of
measurements and drilling [3]. Alternatively, the approach called measurement while drilling (MWD)
or logging while drilling (LWD) with real-time data transmission increasingly attracts the attention in
the oil and gas industry [4].

MWD is a technology of obtaining real-time measurement of various data at the bottom of the
well during the drilling process [5]. Compared with conventional wireline logging, MWD is helpful to
avoid the shortages in application [6]. This benefits from the measurement without stopping drilling.
In the process of MWD, the communication and transmission between a downhole drilling assembly
and a surface of a well are the key technology. A wireless system for telemetering data from downhole
to surface will be an effective solution. The available approaches include utilizing such as mud pressure
pulse, insulated conductor, electromagnetic wave, or acoustic wave [7]. For example, an acoustic
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telemetry system (ATS) by means of acoustic waves propagating along drill strings was commercialized
in 2000 [8,9]. This demonstrates the value of acoustic telemetry. In ATS, the electroacoustic transducer is
an indispensable apparatus. Its performances play a determinative role in transmitting or receiving the
acoustic waves, and its further impact may be related to the effect of acoustic telemetry [10]. Obviously,
the importance of the transducer cannot be ignored.

In the practical applications, considering the special function and severe downhole situation [11,12],
the stringent demands for transducers are derived from confined space to assemble in drill collar,
adaptability to acoustic channel along drill strings, high downhole pressure and temperature, strong
shock and vibration, etc. These limitations facilitate the transducers to implement the performances of
small size, light weight, low frequency, high power, pressure-resisting, heat-resisting, reliability, etc.

However, the acoustic telemetry transducers that fulfill all the requirements are difficult to develop.
There have been some types of transducers to be developed for ATS while drilling, since the use of
telemetry by acoustic waves through the drill strings was suggested in the 1940s due to steel tubular
such as drill pipe with good and effective acoustic propagation [13]. In 1961, a magnetostrictive
cylinder was invented by Woodworth for generating and/or receiving acoustic waves, and it had
a low impedance of about 4000 ohms at the frequencies of 10 to 20 kHz [14]. In 1982, an acoustic
well-logging transmitting and receiving transducer was invented by Dennis, which comprised the
stacked piezoceramic rings and a resonating metallic plate, and operated at a desirable frequency lower
than 15 kHz [15]. In 1989, a rare earth acoustic transducer was utilized by Liu to provide low-frequency
acoustic energy in an acoustic well logging apparatus. That was attributed to the low acoustic velocity
of the Terfenol-D alloys, so it was possible to produce a lower frequency below 10 kHz without
increasing the transducer length [16]. In 1997, one acoustic transducer using PZT-8 type piezoelectric
ceramic was provided by Drumbheller for use in an acoustic telemetry system. The transducer was
capable of delivering 10 W of acoustic energy at the frequency of 1.2 kHz, and its efficiency of energy
conversion was approximately 40% [17]. In 2015, a transducer comprised of piezoelectric ceramic
rings and thin metallic electrodes was tested in the drill strings for the acoustic telemetry by Zhao.
The transducer had the performances of broad bandwidth and low frequency below 3.1 kHz [18].

In addition, there are some other types of transducers to be used in ATS. Their different
configurations and characteristics were present in references [6,19-24]. All the studies provide good
guidance. In respect of function realization, many of them can be used as a low-frequency acoustic
source. While in respect of special requirements of ATS, some types of transducers still have much
room for improvement, especially in miniaturizing the transducer to assemble in drill collar. As a
practical application, for the most common drill pipe with a diameter of 178 mm, the maximum
transverse size will be only about 40 mm to be provided for the electroacoustic transducer. Figure 1
illustrates the limitations subject to a drill collar of 178 mm in diameter. Obviously, it is difficult to
develop the low frequency, high power acoustic source in such a restricted size.

Transducer

Groove

Drill collar

Figure 1. The schematic diagram of a drill collar with a groove to assemble the transducer.

Many types of transducer, such as Tonpilz transducers, flextensional transducers,
flexural transducers, Piezoelectric rings, magnetostrictive transducers, piezoelectric ultrasonic
transducers [25,26], are not suitable to MWD application because of the requirements of configurations,
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vibration modes, radiation field, acoustic impedance matching layers, etc. [27,28]. Under these
restrictions of MWD application, the available types of transducer used in an acoustic telemetry system
while drilling are few. If just considered as a receiver, MEMS may be an available alternative for
detecting the acoustic signals propagated in drill strings. While as a transmitter with high power,
the Tonpilz transducer is comparatively suitable because of its longitudinal vibration mode [29].
Generally, Tonpilz transducer can work effectively in the frequency range above 10 kHz. According to
the advantages of the acoustic channel in drill strings, low frequency of the transducer will be desired
in order to achieve a long-distance transmission, especially below 10 kHz and even lower [30]. In order
to overcome the limitations in the ATS application, a type of novel longitudinal-flexural complex-mode
low-frequency transducers will be presented.

2. Cascade-Connected Transducer with Coupled Longitudinal and Flexural Vibrations

The novel type of low-frequency piezoelectric transducer is called “cascade-connected transducer”,
which couples the longitudinal and flexural vibrations. Its longitudinal vibration mode is along the
direction of drill strings, which is just in accordance with drill collar. Therefore, the acoustic energy
can be transmitted forward along drill strings in the close match between the radiating head of the
transducer and the drill collar. This characteristic will offer possibilities to take full advantage of the
acoustic channel in drill strings. Its flexural vibration mode plays an important role in lowering the
resonance frequency of the transducer. Hence, the above coupling makes it possible to implement the
characteristics of low frequency, miniaturization, and high power.

The essential framework of the cascade-connected transducer is the multi-segment
cascade-connected arrangement connected by the cross-beams, based on the conventional longitudinal
transducer. The roles of the beam lie in not only its connection purpose as a structural part but also its
flexural vibration as a functional component. Therefore, the Tonpilz configuration is fundamental,
the multi-segment cascade-connected arrangement is essential, while the bending beam is the key.
Figure 2 illustrates the configuration of the cascade-connected transducer. Its main components
include piezoelectric stacks, bending beams, radiating head, tail mass, prestressed bolts, and other
appurtenances. The radiating head is the region of transmitting the acoustic energy. Generally,
its material should be similar to the drill collar, because the more approximate the characteristic
impedances of materials are, the more smoothly the acoustic energy will propagate [31]. Typically,
the tail mass should be comparatively heavy metal. A large tail-to-head mass ratio is desirable because
it will yield a large head velocity. As the derivation, the more acoustic energy will be transmitted
from the head. Every piezoelectric stack is glued closely together in series and wired in parallel.
The configuration of multi-segment in a cascade-connected arrangement will be designed to match
the length of the groove in the drill collar. There are eight segments in Figure 2. Every segment
includes two columns of piezoelectric stacks, fastened to the bending beams alongside each other
by a prestressed bolt. A type of cross-beam will be accepted to ensure the cross-connection between
the adjacent segments. Compared with the other types of bending beams, this type of cross-beam
will provide sufficient benefits to optimize the performances of the cascade-connected transducer,
especially to lower the resonance frequency.
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Figure 2. The cascade-connected transducer with eight segments.

3. Finite Element Analysis of the Cascade-Connected Transducer

The models and methods used in transducer analysis and design are always desired. However,
it is difficult to develop an ideal solution because the piezoelectric transducer is an integrated system,
which needs to be described in three different domains. A piezoelectric transducer is part acoustical at
its moving surface in contact with the acoustic medium, part mechanical as a moving body controlled
by forces, and part electrical as a current controlled by voltage [32]. So far, the equivalent circuit
method (ECM) and finite element method (FEM) are comparatively comprehensive and effective,
especially FEM is the prevailing method in the engineering development of transducer.

As a numerical method, the mathematical fundamentals of FEM are variational principle,
subdivision, and interpolation [33]. After the whole piezoelectric transducer system is divided into
finite elements connected at nodes, the matrix equations of the whole system will be formed. The key
to these matrix equations are the governing equations, which can describe the behavior of piezoelectric
coupled field. The computer solution of the whole system will be obtained, and the response of any
position in the system will be calculated by interpolating. Then, a comprehensive explanation of how
the system acts as a whole will be provided. Generally, FEM can model a complicated transducer
without large-scale assumptions [34]. The other advantages of convenient modeling, rapid solution,
accuracy result, and intuitive illustration are also attractive. Anyway, FEM has become one of the most
effective methods to design or simulate the piezoelecteic transducers, especially for the sophisticated
configurations, or the complex boundary conditions.

For the piezoelectric finite elements of the transducer model, their inclusion is the governing
equation, which can describe the electric structure coupled field problem, written as [35]

M o[ colleg K -KZ][ & F
R AR RR R P M R
where [£] is vector of nodal displacements, [U] is the vector of nodal electrical potential, [M] is the mass
matrix, [C] is the damping matrix, [K] is the stiffness matrix, [KZ] is the piezoelectric coupling matrix,
[K9] is the dielectric conductivity matrix, [F] is the nodal force vector, [q] is the electrical load vector.

For the finite element program, the complete material properties should be specified. Table 1 lists
the details as follows.

During the typical process of FEM solution, it is the most important step to build the finite
element model. In some ways, the closer to the transducer prototype the model is, the more accurate
the solution will be. However, in practice, in order to reduce the modeling difficulties or save the
calculation time, simplifying the model without influencing the accuracy of the solution will be helpful.
For our cascade-connected transducer, a 1/4 symmetrical finite element model will be built according
to some assumptions. The following will present two results of finite element analysis, based on
two different configurations of cascade-connected transducers including twelve segments and ten
segments respectively.
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Table 1. Material properties of cascade-connected transducer.

Components Material Quantity Material Property [32]
Density (kg/m?) 7600
139 778 743 0 0 0
778 139 743 0 0 0
Stiffness coefficients E_| 743 743 115 0 0 0
matrix (x1010 N/m2) =l 0o o o0 306 0 0
0 0 0 0 25 0
PZT-4 0 0 0 0 0 256
Piezoelectric stack piezoelectric 0 0 =52
ceramic 0 0 =52
Piezoelectric stress _ 0 0 151
matrix (C/m2) €=l o 0 0
0 127 0
127 0 0
. e 730 0 0
Relativ rmittivit s
¢ fnl:;frix Y %0 - [ 0 730 0 }
0 0 635
Radiating head Density (kg/m®) 7840
Tail mass Steel Young’s modulus (N/m?) 2.16 x 10"
Cross-beam Poisson’s ratio 0.28

3.1. Cascade-Connected Transducer with Twelve Segments

Figure 3 illustrates the finite element model of the cascade-connected transducer, which is
symmetrical to the XOZ and YOZ plane. The model includes 45,499 nodes and 22,519 elements.
The different colors show the different components of the transducer. Its detailed sizes are as follows.
The radiating head is 38 x 38 x 15 mm, the tail mass is 38 x 38 x 30 mm, the thickness of cross-beam is
5 mm and the piezoelectric ceramic ring is ® 14 X 4 mm with a hole of ® 6 mm. The cascade-connected
transducer includes twelve segments, every segment includes two columns of piezoelectric stacks, and
every piezoelectric stack includes four piezoelectric ceramic rings.

CROSS_BEAM (Elems)
INSULATION_SPACER (Elems)
PIEZOELECTRIC_CERAMIC (Elems)
PRESTRESSED BOLT (Elems)
RADIATING_HEAD (Elems)
TAIL_MASS (Elems)

Figure 3. Finite element model of cascade-connected transducers with twelve segments.

When the finite element model is assumed to be free at both the head and tail end, Figure 4
illustrates the mode of vibration. The modal frequency is near 957 Hz, which is the resonance frequency
of the cascade-connected transducer with twelve segments. On the whole viewpoint, the mode shape
is longitudinal. Essentially, the piezoelectric stacks, the head, the tail, and the bolts are all longitudinal,
while the cross-beams are flexural (their mode shape will be shown in Section 4). The obvious vibrations
occur at the ends of the transducer, and comparatively the radiating head section is stronger than the
tail mass section. This indicates that more energy is transmitted from the head.
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FREQ=957.5
MIN=.141E-07
MAX=.742E-05

R —————— L ——
.141E-07 .166E-05 .330E-05 .495E-05 .659E-05
.837E-06 .248E-05 .413E-05 .577E-05 .742E-05

Figure 4. Vector illustration of vibration at 957.5 Hz (cascade-connected transducer with twelve segments).

Figure 5 presents the admittance performances of the cascade-connected transducer. The curves
show that the peak of the conductance curve appears at 957.5 Hz, which is near the resonance frequency
derived from the coupled longitudinal and flexural vibrations. The sharp peak of the conductance
curve also predicts that the bandwidth of the cascade-connected transducer is narrow. Therefore,
this type of transducer cannot be used as a broadband transducer individually.

80 T T T T T T T 450

701 ——Conductance —400
——Susceptance

60 350

50

)
S
S

3 3
= 40 250 =
®
3 3
& 30 200 &
S 8
: 5
O
S 20 150 9
3 3
10 100
0 50
“of 1o

I I I I I I I
700 800 900 1000 1100 1200 1300 50

Frequency (Hz)
Figure 5. Admittance curves of the cascade-connected transducer with twelve segments.
3.2. Cascade-Connected Transducers with Ten Segments

A similar cascade-connected transducer, which includes ten segments, is also presented.
All the configurations are the same except the number of segments. The finite element model of
the cascade-connected transducer with ten segments is the same as the above. The results are also
similar. Figure 6 shows the mode of vibration and Figure 7 shows the admittance curves. They predict
that the resonance frequency is near 1092 Hz.

FREQ=1092
MIN=.956E-08
MAX=.630E-05

.956E-08 .141E-05 .281E-05 .420E-05 .560E-05
.709E-06 .211E-05 .350E-05 .490E-05 .630E-05

Figure 6. Vector illustration of vibration at 1092 Hz (cascade-connected transducer with ten segments).
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Figure 7. Admittance curves of the cascade-connected transducer with ten segments.

4. Cross-Beams

The bending beams are one of the main differences between the cascade-connected transducer
and the conventional Tonpilz transducer. The beams should be helpful for enhancing the longitudinal
vibration, and also for lowering the resonance frequency of the transducer. Therefore, the bending
beams need to be designed and optimized. The cross-beam is a good alternative. The material and the
thickness of the beam are the major factors to control the flexural mode of cross-beam. The flexural
mode, as an indispensable vibration of the whole, plays an important role in the cascade-connected
transducer. Hence, its performances need to be comprehended.

For the cascade-connected transducer with twelve segments, there need to be eleven cross-beams.
The serial number of each beam is shown in Figure 8, where the beam near the tail is assigned as
No. 1 and the beam near the head is assigned as No. 11. According to the above analysis, a vector
illustration of vibration of cross-beams is shown in Figure 8, which is separated from the whole system
in Figure 4. The result shows that the move of the cross-beams near the ends of the transducer is
significant, while the move of the middle cross-beam is low. The vibrations of both ends are opposite.
All of the performances agree with the longitudinal vibration of the cascade-connected transducer.
Although the longitudinal move of the cross-beam is real, it disguises the fact of flexural vibration.
The reason is that each cross-beam is attached to a constant move of longitudinal vibration, which is
provided by the whole system. This constant longitudinal move of each beam is different, but every
one is larger than the scope of its other vibrations. If the constant longitudinal move of each beam is
separated, only the flexural vibration will be left.

FREQ=957.5

MIN=.141E-07
MAX=.742E-05

.141E-07 .166E-05 .330E-05 .495E-05 .659E-05
.837E-06 .248E-05 .413E-05 .577E-05 .742E-05

Figure 8. Vector illustration of vibration at 957.5 Hz (cross-beams).
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Figure 9 illustrates that the clear flexural vibration happens to each cross-beam. Their distinctions
are just the vibration intensity. Unlike the before-mentioned longitudinal move of the cross-beams,
the flexural vibrations of the cross-beams near the ends of the transducer are weak, while those of
the middle cross-beam are strong. The strongest flexural vibration occurs at No. 5 beam. Figure 9
illustrates its mode shape. If the undeformed edge is assigned as the reference, it is clear that the two
orthogonal branches of the cross-beam vibrate respectively along opposite directions. This mode shape
is propitious to enhance the longitudinal vibration of the cascade-connected transducer, and also to
achieve the low resonance frequency. This is the advantage of cross-beam.

\

FREQ=957.5
MIN=.750E-08
MAX=.804E-06

undeformed edge

.750E-08 .185E-06 .362E-06 .539E-06 .716E-06
.960E-07 .273E-06 .450E-06 .627E-06 .804E-06

Figure 9. Vector illustration of flexural vibration at 957.5 Hz (cross-beams).

If the maximum relative displacement between the two orthogonal branches of each cross-beam is
defined as D;, shown in Figure 9, and the subscript “;” stands for the serial number of each cross-beam,
the value of D5 is maximum. Figure 10 illustrates the relative displacements of all the cross-beams.
Its Y-axis label is the normalized relative displacement [%, and its X-axis is the serial number of beams.

D; of the beams at the two ends are dissymmetric because the masses of the head and tail are different.

1.1

1

0.9

0.8]

0.7]

0.6

normalized relative displacement

serial number of cross-beams

Figure 10. Normalized relative displacements of all the cross-beams.
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5. Test and Discussion

Some cascade-connected transducer prototypes have been manufactured according to the above
designs. Two kinds of cascade-connected transducer have the external size of 38 x 38 mm. The prototype
with twelve segments is 310 mm long and weighs 1.23 kg, while the one with ten segments is 266 mm
long and weighs 0.88 kg. Figure 11 shows the prototypes of cascade-connected transducers, which are
encapsulated in polyurethane rubber.

Figure 11. Prototypes of cascade-connected transducers.

The admittance curves are obtained from the precision impedance analyzer Agilent 4294A
(Agilent, Santa Clara, CA, USA). Figure 12 shows the curves of the cascade-connected transducer
with twelve segments. The curves show that the resonance frequency is near 985 Hz, which is slightly
higher than the result of FEM. The admittance curves of the cascade-connected transducer with ten
segments are shown in Figure 13. Its resonance frequency is near 1112 Hz. The comparison between the
measurements and the simulations illustrated respectively in Figure 5 or Figure 7 shows consistency.
In practice, the two kinds of cascade-connected transducers can be wired together in parallel to broaden
the bandwidth. Figure 14 illustrates the admittance curves of four wired cascade-connected transducers
(two for twelve segments and two for ten segments, shown in Figure 11). There are two adjacent peaks.
Their coupling can optimize the performances of transducers, which will provide higher power and
wider bandwidth to achieve a better effect in the acoustic telemetry system while drilling.

Based on the measurements of resonance frequency, f;, and anti-resonance frequency, f;,
the transducer’s effective electromechanical coupling coefficient, k.¢, can be calculated. The two kinds
of cascade-connected transducer have kgﬁ of 10.11% and 11.93%, respectively.

For a transmitting transducer, the performance of high power is always desired. The power
consumption of two kinds of cascade-connected transducers is monitored from a small excitation
signal to high driving voltage. The increasing response is basically linear. A safe operating state is
as follows. The power consumption of single cascade-connected transducer with twelve segments
is 30.9 watts at the frequency of 970 Hz, where the driving voltage is 1188 V p—p (peak to peak),
the current is 243 mA p-p, and the current leads the voltage by 64.6 degrees. The power consumption
of a single cascade-connected transducer with ten segments is 31.3 Watts at the frequency of 1110 Hz,
where the driving voltage is 1188 V p—p, the current is 234 mA p-p, and the current leads the voltage
by 63.2 degrees. These is not the maximum power consumption for the transducers because of the
limitation of the power amplifier.
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Figure 12. Admittance curves of cascade-connected transducers with twelve segments (obtained from

Agilent 4294A).
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Figure 13. Admittance curves of cascade-connected transducers with ten segments (obtained from
Agilent 4294A).
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Figure 14. Admittance curves of four wired cascade-connected transducers (two for twelve segments
and two for ten segments).

6. Conclusions

A novel type of cascade-connected transducer is present. Its performances are predicted through

finite element method, especially the behavior of cross-beams. Several prototypes with different
segments are manufactured. The relevant tests show that the cascade-connected transducer can satisfy
the requirements for the transmitting or receiving application in the acoustic telemetry system while
drilling. In summary, the following conclusions can be obtained.

1.

The major configuration of the proposed transducer is the multi-segment cascade-connected
arrangement connected by the cross-beams, based on the conventional longitudinal transducer.
Such design not only keeps the advantages of longitudinal radiation and high power, but also
provides the characteristics of low frequency and small size.

The cascade-connected transducer utilizes longitudinal and flexural complex mode. The coupling
of two vibration modes is the key to achieve the desired electroacoustic performances. During this
process, the cross-beam plays a pivotal role based on its flexural vibration. Therefore, the design
and optimization of the bending beams is an important research point.

The simulation and test show that the cascade-connected transducer has a resonance frequency of
approximately 1 kHz. If the number of segments in the cascade-connected transducer increases,
the operating frequency will be lowered. Hence, besides the bending beam, the number of
segments is also the deciding factor to lower the resonance frequency.

The simulation based on the finite element method shows that cascade-connected transducer can
lower the resonance frequency by approximately 80% more than the conventional Tonpilz type
transducer when the two transducers have the same length.

The relevant tests show that the effective electromechanical coupling coefficient, ke,
of cascade-connected transducer is approximately 11%. It is less than the value of conventional
Tonpilz type transducer. There are many factors which can affect k. in practice. One possible
reason is that the small radiation surface leads to the small radiation resistance at low frequency.
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Abstract: Energy harvesting from human-body-induced motion is mostly challenging due to the
low-frequency, high-amplitude nature of the motion, which makes the use of conventional cantilevered
spring-mass oscillators unrealizable. Frequency up-conversion by mechanical impact is an effective
way to overcome the challenge. However, direct impact on the transducer element (especially,
piezoelectric) increases the risk of damaging it and raises questions on the reliability of the energy
harvester. In order to overcome this shortcoming, we proposed a transverse mechanical impact driven
frequency up-converted hybrid energy harvester for human-limb motion. It utilizes the integration
of both piezoelectric and electromagnetic transducers in a given size that allows more energy to
be harvested from a single mechanical motion, which, in turn, further improves the power density.
While excited by human-limb motion, a freely-movable non-magnetic sphere exerts transverse
impact by periodically sliding over a seismic mass attached to a double-clamped piezoelectric
bimorph beam. This allows the beam to vibrate at its resonant frequency and generates power
by means of the piezoelectric effect. A magnet attached to the beam also takes part in generating
power by inducing voltage in a coil adjacent to it. A mathematical model has been developed and
experimentally corroborated. At a periodic limb-motion of 5.2 Hz, maximum 93 uW and 61 uW
average powers (overall 8 WW-cm™> average power density) were generated by the piezoelectric and
the electromagnetic transducers, respectively. Moreover, the prototype successfully demonstrated the
application of low-power electronics via suitable AC-DC converters.

Keywords: transverse impact; frequency up-conversion; piezoelectric bimorph; human-limb motion;
hybrid energy harvester

1. Introduction

With the ongoing development of microelectronic technologies, multiple low-power consuming
wireless sensor devices are being embedded within hand-held and wearable consumer electronics.
These devices are mainly powered by an external power source (e.g., electrochemical batteries) of
the consumer electronics and their continuous use allows it to run out of power quickly. Compared
to device technologies, the development of the power sources (i.e., batteries) are still slower, even
though the devices require less power to operate. Electrochemical batteries have a limited lifespan,
and require periodic charging that is inconvenient or sometimes impossible. Moreover, since most
batteries contain toxic chemicals, disposal of the expired batteries produces hazardous waste that
enhances environmental pollution and poses threats to human and animal health. Therefore, there is
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great interest in developing self-powered electronics for uninterruptible and long-lasting operation
by eliminating the need for recharging or replacing the power source. In recent years, energy
harvesting from surrounding energy sources (e.g., light, heat, sound, vibration, etc.) has drawn
much attraction to address these circumstances [1-3]. Among these sources, vibration is the
most attractive physical energy source due to its versatility, incorruptibility, and abundance in
nature [4]. However, different vibration sources (e.g., human and machine motion, water and wind
flow, rotary motion etc.) generate vibrations of different frequencies and amplitudes, and mostly
exhibit low-frequency, large-amplitude characteristics with various cyclic movements in different
directions [5-7]. These vibrations, in the form of kinetic energy, can effectively be converted into
electrical energy by employing compatible electromechanical transduction mechanisms that include
piezoelectric [8], electromagnetic [9], electrostatic [10], magnetostrictive/magnetoelectric [11], and
triboelectric [12] mechanisms.

The performance of a vibration energy harvester greatly depends on the characteristics of
vibration, the type of transducer, and how the transducer is coupled to the mechanical system.
Generally, vibration energy harvesters utilize an inertial mechanism employed by a cantilevered
spring-mass system, having a specific resonant frequency. Harvested energy (power) is at its maximum
when the harvester’s resonant frequency matches the applied vibration frequency. Unfortunately, the
power output decreases dramatically as the frequency of excitation (i.e., the resonant frequency of the
harvester) decreases [13]. Moreover, employing a cantilevered spring-mass system for low-frequency
(<10 Hz) energy harvesting is quite challenging due to the size constraints for specific application.
Human-body-induced motion (e.g., walking, running, shaking limbs, etc.) also generates low-frequency
(<6 Hz) vibrations, which do not allow the cantilever structure to be employed conveniently [14]. Hence,
efficient energy harvesting from human-body-induced motion for hand-held and wearable smart
devices requires clever design choices. Micro/nano-structured triboelectric nanogenerators [15,16],
flexible piezo-composite based piezoelectric nanogenerators [17,18] etc. have shown great application
potential in wearable biomechanical energy harvesting and motion sensing. However, they require
huge efforts in material development, which was not of our interest. Our primary interest was to design
and develop inertial based, low-frequency (e.g., human-body-induced motion) energy harvesters.

The mechanical frequency up-conversion mechanism [19], among numerous design approaches
over the past few years, has become the mainstream approach for human-motion based energy
harvesting. It allows the transducer element (in the form of a spring-mass system) to actuate at its
own resonant frequency (considerably high) by a low-frequency oscillatory or rotary system that
responds to the external low-frequency vibration generated by human-motion. Commonly used
methods of mechanical frequency up-conversion include mechanical impact and plucking [20-23].
Impact excitation transfers an instantaneous momentum into the transducer element whereas plucking
excitation implies a slow deflection of the transducer element followed by its sudden release. In general,
these methods exert direct force straight to the transducer element that could potentially lead to damage,
especially in the case of piezoelectric devices. In order to overcome these issues with piezoelectric
energy harvesters, we introduced the transverse impact-based frequency up-conversion mechanism
in a human handy-motion driven electromagnetic energy harvester by employing a double-clamped
FR4 cantilever beam as a high-frequency oscillator and a freely movable sphere as a low-frequency
oscillator [24]. The transverse impact mechanism meets the reliability challenge and the freely-movable
sphere allows the device to operate efficiently at extremely low frequencies (with sufficiently large
amplitudes) of handy-motion vibration, meaning its non-resonant behavior [25]. However, the device
generates low power and its average power density is poor.

In order to improve its performance, we attempted to hybridize our previous work by incorporating
a piezoelectric transducer without cost to the harvester volume. A hybrid energy harvesting technology
combines two or more types of transducers that simultaneously capture energy from the same
excitation [26-28]. In this paper, we present the theoretical modeling and experimental characterization
of a piezoelectric (PE) and electromagnetic (EM) hybrid energy harvester for human-limb motion by
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utilizing the transverse mechanical impact-based frequency up-conversion strategy. Transverse impact,
created by a sliding sphere over the parabolic tip of a mass attached to a clamped-clamped piezoelectric
beam, eliminates the reliability issue from rapid damage of the piezoelectric cantilever due to direct
impact. Moreover, simultaneous power generation from both PE and EM transducers offers a higher
power density. A theoretical model for the hybrid generator under transverse impact was developed
and experimentally validated with a prototype device. The proposed approach has the potential of
reliable operation under low-frequency and high-amplitude excitation of human-body-induced motion
toward the development of self-powered portable and wearable smart devices.

2. Design and Modeling

2.1. Harvester Structure and Its Operation

Figure 1a shows the schematic structure of the proposed transverse-impact driven hybrid energy
harvester for human-limb motion. A PE transducer in the form of a clamped-clamped lead zirconate
titanate (PZT) bimorph beam and an EM transducer consisting of one cylindrical magnet attached
to the center of the piezo-beam and a hollow cylindrical multi-turn copper coil fixed to the housing
constituted the hybrid generator structure. An additional mass with a parabolic-top was attached to
the piezo-beam, opposite to the magnet. A hollow rectangular channel that contained a freely-movable
spherical ball was placed on top of the piezo-beam in parallel. The channel had an opening at the
center of its bottom wall that allowed the parabolic-top of the mass to be positioned through it, so that
the ball was able to slide over the parabolic-top while the device was operated.

(a) Freely movable (b) DO Back and Forth KK

sphere

Mass with
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i Beam vibration
= <— PZT bimorph

Magnet
Coil
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impact

A “”wz o Time
Backward
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Figure 1. Schematics of the proposed transverse-impact driven frequency up-converted hybrid energy
harvester (a) and its operation principle (b).
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The principle of frequency up-conversion by transverse impact in the proposed hybrid energy
harvester is illustrated in Figure 1b. When the device is excited by a low-frequency vibration with a
sufficiently large amplitude (i.e., human-limb motion), the ball moves back and forth along the length
of the channel. In its back and forth motion, the ball slides over the parabolic-top of the mass and
produces a transverse impact on it that pushes mass as well as the piezo-beam downward, allowing
it to vibrate freely at its own resonant frequency in a direction perpendicular to the direction of the
ball movement. As a result, stresses are generated on the surfaces of the piezo-beam that generate
voltage by virtue of the piezoelectric effect. Simultaneously, the magnet attached to the piezo-beam
vibrates with respect to the adjacent coil and an electromotive force (e.m.f) voltage is generated by
electromagnetic induction between them. The frequency (resonant) at which the beam vibrates is
much higher than that of the excitation applied by human-limb motion and can be determined by the
material and structural parameters of the beam. As shown in Figure 1b, the ball exerts transverse
impact twice in one cycle of its back and forth motion; each time the system undergoes an impulse
excitation, resulting in an exponentially decayed oscillatory motion between two consecutive impacts,
so the output responses from both piezoelectric and electromagnetic transducers will be.
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2.2. Electromechanical Modeling

The system is considered as a single-degree-of-freedom (SDOF) forced spring-mass-damper
system excited by a periodic force F(t). When the ball slides over the parabolic-top of the cantilevered
proof-mass, the collision between them is stated as the low-velocity transverse impact of a rigid body
on a flexible element [20]. Accordingly, when the bodies (ball and proof-mass) come into contact, they
tend to interpenetrate each other, and a local compression force develops in their interface, which
increases as the ball slides over the parabolic-top of the proof-mass, resulting in bending of the beam.
When the compression force is large enough, the ball slides over the parabolic-top before the force
becomes large enough. However, the curvatures of both the ball and parabolic-top as well as the
overlap between them plays crucial roles on the transverse impact mechanism. Finally, the bodies
are separated and each vibrates independently until the next collision occurs. According to the force
diagram of the transverse impact mechanism [20], the force experienced on the proof-mass in the
transverse direction is F(L, t) = py F(t) sin0 and the governing equation of motion of the proposed
system can be expressed as

L/2
mi(t) + cy(t) +ky(t) = ;th(t)sinGL @(x)dx 1

where m is the mass (including the masses of the attached proof-mass and magnet); y(t) is the mass
displacement; c is the equivalent damping coefficient; k is the stiffness of the beam; L is the length of
the beam; 1 is the coefficient of kinetic friction while the ball slides over the parabolic-top; and ¢(x) is
the mass normalized eigenfunction of the first vibration mode for the boundary condition x = L/2,

which is [29]
A [ [cos h—x — cos %x g(sm hﬁx —sin %x)] 2)

where m; is the mass per unit length; A is the dimensionless frequency parameter for the first mode;
and ¢ = (sinhA —sinA)/(coshA + cos A).

The beam is a piezoelectric bimorph and generates voltage when lateral stress is generated on the
surfaces of the piezoelectric material due to the transverse impact. The cross-section of the beam with a
metallic shim sandwiched between two piezoelectric layers is shown in Figure 2. Each piezo-material
is poled along its thickness direction and are connected in parallel. During bending of the beam, the
stresses in the top and bottom piezoelectric layers will be in opposite directions: one is in tension and
the other is in compression. An equivalent moment of inertia of the bimorph beam is defined as [30]

Eswh?
12E,

wh3
Leg = 2[ + whyhl, |+ ] €)
where Es and E,, are the Young’s modulus of the shim and piezoelectric materials; iis and h are the
thickness of the shim and piezoelectric layers; and w and ke, (: (hS + hp)/ 2) are the width and the
equivalent thickness of the beam, respectively. The maximum stress on the piezoelectric surface due to
the transverse impact at the center of the beam (x = L/2) can be calculated as [31]

M(x)(hp + }%) - {JkaaxL(hp + %)
Ieq - 8lyq

Omax = 4)
where M(x) is the bending moment and Fyux(= k¥/max) is the magnitude of the transverse force
determined by Hook’s law where k is the stiffness and yqx is the maximum displacement of the
bimorph beam. Now, the generated peak open circuit voltage can be determined as

—d31h o
Voo = — P 10X (5)
EQEr
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where —d3; and ¢ are the piezoelectric charge constant and dielectric constant of the piezoelectric
material, respectively and ¢, is the permittivity of free space. According to the dynamics of the
transverse mechanical impact by the freely movable spherical ball described earlier, the output voltage
from the piezoelectric transducer can be written as a function of time t as

. 2 2
Vpe(t) = Voee @ tsin(wqt); nw—” <t<(n+ 1)w—”, (n=0,1,2,3,...) ®)
d d

where 7 is the number of impacts; w;, wy, and (;; are the resonant frequency, damped resonant
frequency, and mechanical damping ratio, respectively, which are defined as [31,32]

[k A [Epleq 2 —n_
o=y = 5 — 0= @y (1 —Cm)i Cn = 2maw, @
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Figure 2. Cross-section of the piezoelectric bimorph beam.

As the magnet attached to the piezoelectric beam also vibrates simultaneously, it induces voltage
in the coil due to relative motion between them. According to Faraday’s law of electromagnetic
induction, the induced open circuit e.m.f voltage generated by the electromagnetic transducer is [33]

[ (= ~ .
Vem(t) = —Na[ f B.dA] = —NBIj(t) ®)

where N is the number of coil turns and f Ed;{ indicates the net magnetic flux through the differential
element area dA of the magnet-coil assembly. B is the magnetic flux density; ! is the coil length across the
magnetic flux lines; and y(#) is the relative velocity between the magnet and coil, which is determined
by solving Equation (1) as

Pkanxwr[LL/z (P(x)dx]
(o) = - et sin(g) ©)
kA1-2,

In the case of both transducers, the instantaneous power delivered to corresponding load resistance

R; can be expressed as
1 (Tv)?
P(t) = 7 fo R (10)

It is to be noted that the damping (Cr) for each standalone (either piezoelectric or electromagnetic)
transducer includes the mechanical damping C;; and the electrical damping C, of the corresponding
transducer: (r = Gy + G, (PE) for the piezoelectric transducer and Cr = (i + G, (EM) for the
electro-magnetic transducer. However, for coupled transducers (when both transducers are terminated
to corresponding loads simultaneously), the damping values are the same: Cr = G + G, (pg) + Ce (M)
for both transducers.
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2.3. Simulation

Based on the above discussion on the electromechanical modeling of the proposed energy harvester,
we performed time domain simulations using an appropriate simulation tool (MATLAB) to predict
the output voltage generated by both PE and EM transducers simultaneously while operated by
low-frequency excitation (i.e., human-limb motion). The parameters used in the simulation were
calculated from the geometry and material parameters of the device components and will be discussed
in the following sections. In the simulation, it was considered that the system was excited periodically
in the horizontal direction at 5 Hz frequency and 2 g (g = 9.8 ms~2) peak acceleration. It was also
assumed that the sphere started moving from the left end of the rectangular channel and moved back
and forth periodically in response to the applied excitation.

Figure 3 shows the simulated open circuit voltage waveforms generated by the PE and EM
transducers. In each voltage waveform, two consecutive maximum peaks occurred due to the
transverse impact when the sphere slid over the proof-mass during its forward and backward motion
in one cycle and the process continued as long as the excitation existed. The positive half cycle of the
acceleration waveform indicates the forward motion and the negative half cycle indicates the backward
motion of the sphere. Since both transducers generated voltage simultaneously, the frequency of both
open circuit voltage waveforms was the same, which was the resonant frequency of the vibrating
piezoelectric beam. As seen in the figure, the amplitudes of the instantaneous voltage waveforms
(in both cases) decayed exponentially with time due to mechanical damping and became almost zero
until the next impact occurred.
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Figure 3. Simulated open circuit voltage waveforms of the piezoelectric (a) and electromagnetic
(b) transducers at 5 Hz excitation frequency and 2 g peak acceleration.

3. Prototype and Test Setup

3.1. Prototype Fabrication

A macro-scale prototype of the proposed hybrid energy harvester was fabricated and tested.
The PE transducer of the prototype comprised a piezoelectric (PZT) parallel bimorph (SMBA4510T05M,
STEMINC, Davenport, FL, USA), a neodymium (N52) cylinder magnet, and a cubic iron mass of 6 mm
length with a 1 mm high parabolic top, both glued to the middle of either sides of the bimorph beam.
A suitable assembly of a cylinder magnet and a 1000-turn coil (0.1 mm diameter laminated copper
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wire) attached to a printed circuit board (PCB) constituted the EM transducer. A 316 stainless steel
ball was enclosed in a rectangular shaped aluminum channel (inner area 10.5 x 10.5 mm?) with a
square (7 x 7 mm?) opening at the middle of its bottom wall, which was assembled on top of the PE
transducer. The channel opening was occupied by the parabolic-top of the cubic mass with a 0.4 mm
overlap with the ball. Figure 4 shows a photograph of the fabricated prototype device along with
the schematics of the electrical connection of the piezoelectric bimorph and the magnet-coil assembly.
The geometric parameters and material properties of the components are tabulated in Table 1.
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Figure 4. Photographs of the prototype components (a), fabricated prototype (b), schematics of the
parallel bimorph connection (c), and the magnet-coil assembly (d).

Table 1. Geometric parameters and materials properties of the harvester components.

Parameter Value
Dimension of the Piezoelectric bimorph 40 X 6 X 0.5 mm?>
Thickness of each piezoelectric (PZT) layer 0.2 mm
Thickness of middle shim (copper) layer 0.1 mm
Young’s modulus of PZT 72 GPa
Dimension of the cylinder magnet @6 x 5 mm?
Remnant flux density of the magnet 1.18T
Mass of the magnet 1lg
Mass of the attached proof-mass 173 g
Diameter of the sphere 10.3 mm
Mass of the sphere 4.36 gm
Length of the channel 30 mm
Inner diameter of the coil 8 mm
Outer diameter of the coil 10 mm
Number of coil turns 1000
Height of the coil 5mm
Resistance of the coil 84 0)
Dimension of the fabricated prototype 40 x 30 x 16 mm?

3.2. Human-Limb Motion Test Setup

Our fabricated energy harvester was tested by human-limb motion to observe its power generation
capability under a real-world situation. In order to achieve a robust test setup, it required convenient
(small and portable) measuring equipment to record the characteristics (frequency and amplitude) of
the excitation generated by human-limb motion. An EVAL-ADXL326Z (Analog Devices Inc., Norwood,
MA, USA) tri-axial MEMS accelerometer kit (mounted on the harvester prototype) in conjunction with
a XR5-SE (Pace Scientific Inc., Mooresville, NC, USA) data logger was used to record the excitation
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profile of human-limb motion for further analysis. The outputs of both PE and EM transducers were
connected to a digital storage oscilloscope (TDS 5052B, Tektronix Inc., Beaverton, OR, USA) to observe
and record the output responses. Furthermore, benchtop tests using an electrodynamic shaker were
conducted to observe the damping behavior of both transducers and to determine the optimal overlap
(+d) between the magnet and coil, as described in our previous work [24].

4. Experimental Results and Discussion

4.1. Optimal Overlap and Damping Measurements

In order to generate maximum possible voltage and power from the prototype, it was important
to determine the optimum overlaps between the magnet and coil as well as between the freely-movable
sphere and parabolic-top of the proof-mass. The optimum magnet-coil overlap was determined by
a benchtop test setup [24] using an electrodynamic shaker whereas the overlap between the sphere
and the mass-top was determined by the human-limb vibration test setup (due to the limitation of the
shaker to generate low-frequency, large-amplitude excitation). As seen from Figure 5a, the optimum
magnet-coil overlap was —1 mm. The lateral gap between the magnet and coil was also 1 mm. Since
the absolute values were not primarily of interest in determining the optimum magnet-coil overlap,
normalized values were used. Figure 5b shows the change in the open circuit voltages generated by
both the PE and EM transducers with the change in the overlap between the sphere and the mass-top.
As seen from the figure, the sphere could not make significant contact with the parabolic top when the
overlap was 0.2 mm as the clearance between the ball and inner surface of the channel was 0.2 mm.
On the other hand, the sphere could not slide over the mass-top and was captured in the middle
when the overlap was 0.5 mm because the speed/force of the sphere was not sufficient to pass through.
The 0.4 mm overlap between the sphere and mass-top was considered as the optimum value since
the open circuit voltages were the maximum for both the PE and EM transducers. The error bars in
Figure 5b indicate the range of voltages generated for multiple attempts as the characteristics of the
excitation (frequency and amplitude) applied by human-limb were not always the same.
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Figure 5. Normalized open circuit voltages for different magnet-coil overlaps (a) and open circuit
voltages of the transducers for various overlaps between the freely movable sphere and the parabolic
top of the proof-mass (b).

The damping behavior of both PE and EM transducers were determined by the impulse response
test using an electrodynamic shaker [24]. A high amplitude impulse (30.3 ms~2 with 50 ms pulse
period and 500 ps pulse width) was applied to the harvester. Then, the mechanical damping ratio
(Cm) and total damping ratio (Cr) of both transducers were estimated from the open circuit and loaded
impulse response signals, respectively. The logarithmic decrement method was used to calculate the

damping ratio as
1 ay )
= —In[= 11
¢ 21 n(az an
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where a1 and a; are the amplitudes of two consecutive peaks in the impulse response plot of the
transducer. Subtraction of the mechanical damping ratio (C;;) from the total damping ratio (Cr) gives
the electrical damping ratio (C.). By conducting this experiment, the mechanical damping ratio was
found to be 0.011. On the other hand, the electrical damping ratio for the piezoelectric transducer and
electromagnetic transducer were 0.017 and 0.016, respectively. It should be noted that the electrical
damping values were determined by the impulse response across the corresponding optimum load
resistances of the transducers, which were determined by measuring the voltage across various load
resistors and calculating the power delivered to them. The power is experimentally equal to V;%—p /4R;,
where V), is the peak-peak value of the measured voltage across each load resistance R;.

4.2. Transducer Outputs

Figure 6 illustrates the measured peak—peak voltages and peak powers delivered to the load
resistances connected to the PE and EM transducers, while the prototype was excited by human-limb
motion. Error bars indicate the range of voltage and power values measured for multiple attempts.
On average, the maximum of 0.98 mW and 0.64 mW peak power were delivered to 40 k() and 85 ()
load resistances connected to the PE and EM transducers, respectively. Note that the optimum load
resistances for the PE and EM transducers were in the range of k() and (), respectively. The resistance
of the coil was measured as 84 (), which closely matches that of the measured optimum load of 85 ().
On the other hand, the source resistance (Rsource) of a piezoelectric material depends on its vibration
frequency (f) and capacitance (C), according to Rsource = 1/(27fC). The capacitance of the piezoelectric
beam (doubly clamped parallel bimorph) was measured as 16 nF and the frequency of its vibration was
calculated as 815 Hz (measured as 818 Hz). This gives the calculated Rsource as 38.3 k(2, which closely
matches the measured optimal load resistance of 40 k(). Figure 7 shows the instantaneous voltage
and power waveforms across 40 k() optimum load resistances of the PE transducer. The voltage and
power waveforms generated by the EM transducer also followed the same trend. The maximum
peak—peak voltages across the corresponding optimum load resistances generated by the PE and EM
transducers were 12.53 V and 0.47 V, respectively. However, the peaks of both voltage and power
waveforms decayed exponentially with time due to the damping, which, in turn, reduced their rms
(1.92V for PE and 72 mV for the EM transducers) and average values (93 uW for the PE and 61 ptW EM
transducers), respectively. Peak amplitudes of the instantaneous power were reduced to almost zero as
the time passed, and before the next impact occurred. As a result, the values of average power reduced
dramatically. It is to be noted that the waveforms were collected simultaneously, therefore, the overall
damping was composed of mechanical damping and the electrical damping of both transducers, as
discussed earlier. As seen from the figure, the amplitude decays were not perfectly exponential due to
process variation in assembling the harvester components. Two consecutive maximum peaks were
generated in one cycle of the applied excitation since the sphere exerted transverse impact on the
mass-top twice during its back and forth movement in one cycle. It should be noted that there was no
significant change in the peak values of the voltage and power with the change in the frequency of
human-limb motion as the variation in the acceleration amplitude was small, however, the values of
the rms voltage and average power output changed with the change in the frequency of excitation [34].
This occurred because of the change in the time interval between two consecutive impacts with the
change in the frequency and was also due to the exponentially decaying behavior of the voltage
waveform generated by the transducer.
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Figure 6. Measured voltage and power vs. load resistances connected to the piezoelectric (a) and
electromagnetic (b) transducers while excited by human-limb motion.
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Figure 7. Instantaneous voltage and power waveforms measured across the 40 k(2 optimum load
resistance of the piezoelectric transducer during the human-limb motion test.

The input excitation characteristics (frequency and amplitude of human-limb motion) were
measured along each axis of the accelerometer mounted on the prototype during the test. As the
harvester prototype was driven along the accelerometer’s Y-axis, the peak acceleration amplitude
was maximum in this direction (~2 g), whilst those in other directions were relatively low (~0.95 g
along X-axis and ~0.75 g along Z-axis). Data were collected at the 50 Hz sampling rate. The frequency
components of both applied acceleration and the generated voltage waveforms were determined by
Fast Fourier Transform (FFT) analysis. Figure 8 shows that the frequency of the applied excitation was
5.2 Hz whereas the frequency of the voltage waveform generated by the PE transducer (same for the
EM transducer) was 818 Hz, indicating the frequency up-conversion behavior of the harvester.
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Figure 8. Frequency components (FFT) of the applied excitation (along Y-axis) obtained from the
accelerometer data (inset) during the test (a) and the voltage waveform generated by the piezoelectric
transducer (b).
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4.3. AC-DC Conversion

The voltage generated by the proposed harvester has alternating (AC) characteristics due to the
time-varying characteristic of the input excitation. Most electronic devices are driven by DC voltage
source. Therefore, AC-DC conversion is necessary before using the harvested energy. Generally,
a full bridge rectifier using four diodes is used to rectify the ac voltage generated by the harvester
unit. In our prototype harvester, the voltage generated by the EM transducer was very low when
compared to that of the PE transducer. Therefore, a conventional bridge rectifier cannot satisfy the
need for rectification and significant voltage generation to drive an electronic load. This is why, a
4-stage Villard’s voltage multiplier circuit was used with the EM transducer whereas a bridge rectifier,
on the other hand, was used with the PE transducer for AC-DC conversion, as shown in Figure 9a.
The voltage multiplier rectifies the voltage output with voltage multiplication based on the number of
stages used [35]. The bridge rectifier used four Schottky barrier diodes whereas the voltage multiplier
circuit used four pairs of Schottky barrier diodes (HSMS-2852-BLKG, Broadcom Inc., San Jose, CA,
USA) and 10 pE 50 V capacitors, soldered on a printed circuit board (PCB) designed by a professional
PCB design tool (Proteus 8.0). The outputs of both bridge rectifier and multiplier circuit were connected
to a 33 uF, 50 V storage capacitor (Cs) to accumulate the rectified and multiplied DC electrical energy
that was used to power a number of parallelly connected LEDs that demonstrated its application
potential, as shown in Figure 9b.
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Figure 9. Schematic of the hybrid energy harvester circuit diagram (a), photographs of a bridge rectifier,
4-stage voltage multiplier as the AC-DC converters and LEDs powered by the harvester as electronic
load (b).

Figure 10a shows the output AC voltage waveforms of the PE and EM transducers of the prototype
harvester (with the rectifier and multiplier connected) while excited by human-limb motion, to be
converted to DC and stored in the storage capacitor (Cs). The charging characteristics of the storage
capacitor (Cs) was also observed at the same time, as presented in Figure 10b. The charging behavior
is influenced by the inherent output characteristics (voltage and current) of the piezoelectric and
electromagnetic transducers where the voltage determines the maximum limit of charging and the
current determines the charging speed. As a result, the high output current and low output voltage of
the electromagnetic transducer charges the capacitor relatively faster than the low output current and
high output voltage of the piezoelectric transducer. When the DC outputs from both transducers were
coupled together, the storage capacitor was charged even faster and reached over 2 V DC voltage and
was able to turn on the LEDs used as the electronic load.
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Figure 10. Voltage waveforms generated by each transducer (a) and accumulated rectified
and multiplied voltages across the storage capacitor (b) as a function of time while excited by
human-limb motion.

5. Conclusions and Future Works

This paper presents a human-limb motion driven, piezoelectric and electromagnetic hybrid energy
harvester that utilized the frequency up-conversion technique by the transverse impact mechanism.
Instead of using any resonant structure (e.g., compliant cantilever beam), a freely movable non-magnetic
metallic sphere was used as the low-frequency oscillator, which overcomes the limitations of designing
energy harvesters for human-body-induced motion. Use of two transducers allows simultaneous
power generation from a single mechanical excitation, which increases the power density of the
harvester. The theoretical model was derived based on its working principle, and then a macroscale
prototype was fabricated and tested. A series of tests were carried out to partially optimize its
parameters and to observe its output performances. The piezoelectric and electromagnetic transducers
of the prototype energy harvester simultaneously generated maximum 93 uW and 61 uW average
powers, respectively, while excited by human-limb motion at ~2 g peak acceleration. Analysis of
the measured voltage and acceleration data shows that the frequency was up-converted to 818 Hz
from 5.2 Hz human-limb motion. In order to utilize the harvested energy for practical low-power
electronics applications, suitable AC-DC converters (rectifier for PE and voltage multiplier for EM
transducers) were constructed and demonstrated. For a functional volume of 19.2 cm?, the average
power density of the hybrid energy harvester prototype was 8 uW cm~3, which is ~1.5x higher than
its electromagnetic only counterpart (5.4 pW cm™3). However, the generated power and the power
density of the harvester was still low as the size, mass, and diameter of the ball, height and curvature
of the attached mass-top, stiffness of the piezoelectric beam, etc. were chosen arbitrarily, which are all
significantly related to power generation. Further optimization of these parameters would be able
to deliver higher power within a reduced volume. A more portable design and lighter packaging
material should be adopted for its intended use. Our future work will include further optimization of
the design parameters (e.g., spring stiffness, mechanical and electrical damping, transverse impact,
magnet-coil assembly, etc.) through finite element analysis (FEA) tools, and to fabricate a compact and
smaller device with improved output performances to be efficiently used in powering portable and
wearable smart devices from human-body-induced motion.
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Abstract: Point-of-care ultrasound systems are widely used in ambulances and emergency rooms.
However, the excessive heat generated from ultrasound transmitters has an impact on the
implementation of piezoelectric transducer elements and on battery consumption, thereby affecting
the system’s sensitivity and resolution. Non-linear power amplifiers, such as class-C amplifiers,
could substitute linear power amplifiers, such as class-A amplifiers, which are currently used in
point-of-care ultrasound systems. However, class-C power amplifiers generate less output power,
resulting in a reduction of system sensitivity. To overcome this issue, we propose a new diode
expander architecture dedicated to power amplifiers to reduce the effects of sinusoidal pulses toward
the power supply. Thus, the proposed architecture could increase the input pulse amplitudes applied
to the main transistors in the power amplifiers, hence increasing the output voltage of such amplifiers.
To verify the proposed concept, pulse-echo responses from an ultrasonic transducer were tested with
the developed class-C power amplifier using a resistor divider and the designed diode expander
architecture. The peak-to-peak amplitude of the echo signals of the ultrasonic transducers when using
a class-C power amplifier with a diode expander architecture (2.98 Vj,_;,) was higher than that for
the class-C power amplifier with a resistor divider architecture (2.51 Vp_p,). Therefore, the proposed
class-C power amplifier with diode expander architecture is a potential candidate for improving the
sensitivity performance of piezoelectric transducers for point-of-care ultrasound systems.

Keywords: class-C power amplifier; diode expander; piezoelectric transducers; point-of-care
ultrasound systems

1. Introduction

Ultrasound has been widely used for patient diagnosis because it is a non-ionizing, real-time,
non-invasive, and inexpensive imaging modality [1]. Especially, point-of-care ultrasound systems have
been used to diagnose acute diseases for immediate treatment in ambulance vehicles and emergency
rooms with remote help from physicians [2,3]. However, the performance of point-of-care ultrasound
systems typically suffers from a limited number of ultrasonic array transducer elements, overheating,
and battery issues, thereby affecting the sensitivity and resolution of such ultrasound systems [3,4].
To overcome overheating and battery issues, manufacturers need to use cooling systems such as cooling
fans and aluminum heat pipe structures even though the internal structures of point-of-care ultrasound
systems are much smaller than conventional bench-top ultrasound machines [3].

Conventional ultrasound systems are composed of ultrasound transmitters, ultrasonic
(piezoelectric) transducers, and ultrasound receivers [5-7]. Most of the overheating issues come
from the power amplifiers in the ultrasound transmitters and by the analog-to-digital converter or
digital-to-analog converter in the ultrasound receivers [8]. However, the excessive heat could be
resolved by employing non-linear power amplifiers in the ultrasound transmitters owing to their
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different transition period between voltage and current [9]. Among non-linear power amplifiers,
class-C power amplifiers could achieve relatively low DC current consumption while lowering the
gain [10]. Therefore, the scheme to increase the gain would be beneficial for class-C power amplifiers
in low-sensitivity ultrasonic transducers.

Several non-linear power amplifiers have been developed using different types of ultrasonic
transducers to improve the performance of ultrasound instruments. A class-E inverter was proposed
for inductive piezoelectric transducers to determine the optimal resonance frequency based on the
equivalent circuit model [11]. A class-D half-bridge driving power amplifier was proposed for
piezoelectric transducers to find the optimal conversion frequency operation [12]. A class-E power
amplifier was proposed to reduce power dissipation in Langevin transducers [13].

Figure 1 describes how input signals in power amplifiers affect the bias circuit and how the power
supply controls the power amplifiers through the bias circuit. Positive and negative pulse signals can
pass through the bias circuit and get into the power supply while the power supply is applied to DC
voltages through the bias circuit to the power amplifier [10]. In the output, the amplified positive and
negative pulse signals trigger the ultrasonic transducer. The bias circuit needs to be stabilized during
signal amplification through control of the power supply. Therefore, the pulse signals should not affect
the bias circuit operation. Otherwise, it could generate output signals with high noise and harmonic
distortion or reduce the output signal amplitudes. These scenarios directly affect the resolution and
sensitivity performance of ultrasound systems [2,14].

Bias circuit Power supply

—

Output

Ultrasonic
transducer

Class-C power
amplifier

Figure 1. Concept for class-C power amplifiers with input pulse signals and bias circuit.

To reduce the effects of pulse signals on bias circuits, different architecture using an analog-to-digital
converter, a digital-to-analog converter, and a look-up table have been used for wireless applications [15].
This method needs to regulate several DC bias voltages to properly operate the transistors. This might
not be suitable for point-of-care ultrasound systems because of their higher DC current consumption.
Additionally, a number of ultrasonic transducers are required for combination with each transmitter
channel to achieve a limited size of point-of-care ultrasound systems. However, the proposed method
is a much simpler approach for easy regulation of a single power amplifier, thereby increasing the
output voltages of the power amplifiers for point-of-care ultrasound systems.7

A power metal-oxide semiconductor field-effect transistor (MOSFET) simulation model has been
developed to estimate the expected performance in a high-voltage environment [9]. Given that a
power MOSFET simulation library for a high-voltage environment provides inaccurate performance
for sub-decibel level operation, the performance of power amplifiers needs to be verified through
real measurements [15,16]. Therefore, in Section 2, we report the detailed experimental circuit design
analysis in DC and AC levels rather than calculated and simulated results. The equivalent circuit
model with measured parameters for power amplifiers is provided. Section 3 shows the measured
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performance results for the power amplifier including pulse-echo response with ultrasonic transducers.
Section 4 concludes the paper.

2. Materials and Methods

Diode expanders placed after power amplifiers have originally been used to reduce unwanted ring
down signals generated from class-A power amplifiers in ultrasound instruments. Class-A amplifiers
produce a higher gain compared to class-C power amplifiers while consuming a higher DC current.
Therefore, class-A power amplifiers can use relatively lower input voltage signals compared to class-C
power amplifiers. In ultrasound instruments, the maximum allowable input voltages are generally
limited to 1 Vpp, [17,18]. Therefore, the bias circuits in class-A power amplifiers would be less affected
by input pulse signals. However, class-C power amplifiers produce a relatively lower voltage gain
compared to class-A power amplifiers and also consume a lower DC current. Consequently, higher
input voltage signals could affect the bias circuit operation for class-C power amplifiers. Overall, a
diode expander architecture is proposed for bias circuits of class-C power amplifiers because higher
input pulse signals can pass through the bias circuits while the power supply controls the bias circuits
and the amplified pulse signal reaches the ultrasonic transducers. The proposed diode expander
architecture is intended to suppress unwanted input pulse signals into the bias circuits, resulting in
stabilization of the DC current and improvement of the output voltages of class-C power amplifiers.

Figure 2 shows a schematic diagram and implemented printed circuit board of the developed
class-C power amplifier with a resistor divider and with a diode expander architecture. The printed
circuit board was fabricated from a manufacturing service (ExpressPCB LLC, Mulino, OR, USA).
The mounting holes were tied to reduce parasitic effects. The signal traces were not perpendicularly
cross the ground plane. Given that high-voltage pulse signals are needed to trigger ultrasonic
transducers, power film resistors, capacitors, inductors, choke inductors, and power transistors are
usually selected because they tolerate high voltages. The selected power transistors (T;, PD57018-E,
STMicroelectronics Inc., Geneva, Switzerland) were lateral-diffusion metal-oxide semiconductor
field-effect transistors (LDMOSFETs) that can be used for high voltages up to 65 V and high currents
up to 2.5 A operations. A small-size (1 cm length and width) heat-sink was attached on the top of
the LDMOSFET devices. Electrolytic capacitors (Cg; = 10 pF and Cgp = 220 pF) including additional
ceramic capacitors (Cp; = 0.1 uF, Ci = 1 nF, and C;3 = 47 pF) admitting up to 200 V were used
to stabilize the DC voltages from the power supplies. A radio frequency (RF) choke inductor with
a self-resonant frequency at 190 MHz (L. = 1 uH) admitting high currents up to 2 A was selected.
The power film resistors (R; to Rs) operated up to 250 V. The input and output matching circuits
were used in the input and output sides, respectively, to match the operating frequency of the power
amplifier. In the input matching circuit, one resistor, two capacitors, and one inductor were used. In
the output matching circuit, three capacitors and two inductors were employed. In both matching
circuits, the resistors, capacitors, and inductors also admitted high voltages, up to 100 V. Cooling fans
were used for accurate measurement, though class-C power amplifiers generate less heat than class-A
power amplifiers. Table 1 provides component values for the power amplifiers.

Table 1. Component values for class-C power amplifiers.

Components Values  Components Values Components Values Components Values
Ry 5kO Cpa 220 uF Cs 150 pF Ce 100 pF
Ri2 0.5k0 Cr1 0.1 uF Cra 0.1 uF Lc 1 uH
Ry 56 Q) Cro 1nF Cis 1nF L, 560 nH
Cgy 10 uF Ci3 47 pF Cie 47 pF Ls 220 nH
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Figure 2. (a) Schematic diagram and (b) implemented printed circuit board of the developed class-C
power amplifier with a resistor divider and diode expander architecture.

Figure 3 shows the operating mechanisms of the resistor divider and diode expander architecture
including thermal resistances. Although the manufacturers did not provide the thermal model
parameters of the power film resistors, diodes, and LDMOSFETSs, their thermal resistances were
included to estimate thermal effects in the resistor divider and diode expander architecture. In the
resistor divide architecture, the DC bias voltages were obtained by the ratio of two power film resistors
(Ry1 =5 kO and Ryp = 500 Q) with their corresponding thermal resistances (Rjjc and Rypjc). In the
diode expander architecture, the DC bias voltages were obtained by two power film resistors, diode
equivalent resistance (Rp), and drain-source resistance of one of the LDMOSFET (T5) including their
thermal resistances (Rsjc, Ryjc, Rpjc, and Rrzjc)-

Rr1 + Rr1J¢.‘.

V +
R.+R b R+ Ruwe Rrz2+ Rrasc
r2+ Rrasc
' Rp + Royc
(a) (b)

Figure 3. DC Operating mechanisms of the (a) resistor divider and (b) diode expander architecture.
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In Figure 3a, the resistor divider architecture used two power film resistors (R;; and Ryp). The bias
voltage of the resistor divider (Vy,) is expressed as:

Rz + Rpge 1

Vg =
R + Ruyjc +Re2 + Rpgye dd 14 W
T2 12]C

Vir = Vad 1)

Here, V44 is the supply voltage from the DC power supply and Ryjc, Rojc, and Rygjc are the
thermal resistances of the power film resistors (R, Ry, and R,3, respectively).

The power MOSFET equivalent circuit model has been used to estimate the performance of diode
expander architecture [19,20]. The diode expander architecture in Figure 3b used double cross-coupled
diodes. The bias voltage of this architecture (Vii,g) is expressed as:

1 1
1+ R3 + Rgic Vaa ~ 14 R3 + Rgic Vad @
(Rr2 + Rryyc)//(Ry + Rygc+Rp + Rpye) Rrz + Ryyye

Vbd =

where R3jc, Rrjc, Ryjc, and Rpjc are the thermal resistances of the power film resistors (R3 and Ry),
the diode equivalent resistance (Rp), and the drain-source resistance of LDMOSFET T5.

The thermal effect on the bias voltages for the resistor divider architecture is dependent on
the two power film resistors (Ry; and Ry,) with their corresponding thermal resistances (R;qjc and
Rigjc). Conversely, the thermal effect on the bias voltages for the diode expander architecture is
dependent on a single power film resistor (R3) and the drain-source resistance of LDMOSFET R,
with their corresponding thermal resistances (Rsjc and Ryojc). Therefore, the drain-source resistance of
LDMOSEFET Rty is less insensitive to sudden temperature changes compared to power film resistors
because temperature changes are dependent on resistance values [21]. To confirm these temperature
dependences, the bias voltages for each architecture were measured after 1 min and 1 hr. At 1 min,
the measured bias voltage of the class-C power amplifier when using the resistor divider and diode
expander architecture was the same, i.e., 2.3 V. After 1 h, the measured bias voltage of the class-C
power amplifier with the resistor divider and diode expander architecture did not coincide anymore;
they were 2.25 V and 2.29 V, respectively. Therefore, we confirm that class-C power amplifiers with
diode expander architecture are less dependent on temperature variations.

Figure 4 shows the AC operating mechanisms to predict the expected input signal paths of class-C
power amplifiers with the resistor divider and diode expander architecture. As shown in Figure 4a,
the pulse signals from the input port (path 1) could be transmitted to two power film resistors (R,; and
Ryp, paths 3 and 4) through one power film resistor (Rp). Likewise, Figure 4b shows that the pulse
signals from the same input port (path 1) could be split into one capacitor (C3, path 3), one power
film resistor with cross-coupled diode pairs (R4, D; to Dy, path 4), and one LDMOSFET (T, path 5).
We estimated that there are more paths to alleviate the burden into the DC power caused by unwanted
AC signals. Therefore, we expect that more AC input signals could get to LDMOSFET T; for a class-C
power amplifier with a diode expander architecture. To confirm this idea, the input voltages at the
gate of the LDMOSFET (V},) were measured as depicted in Figure 4c. The arbitrary function generator
produced 5 V;,, pulsed signals at 25 MHz for class-C power amplifiers with the resistor divider and
diode expander architecture using a 10:1 voltage probe (TPP0200, Tecktronics Inc., Beaverton, OR,
USA) from a digital oscilloscope (MDO4104C, Tecktronics Inc., Santa Clara, CA, USA). The measured
bias voltages of the class-C power amplifier with resistor divider and diode expander architecture
were 0.21 V and 0.24 V,,, respectively. Therefore, we can confirm that the class-C power amplifier
with a diode expander architecture would be more suitable to reduce the voltage attenuation, resulting
in higher output voltage amplification.
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Figure 4. The AC operating mechanisms of the (a) resistor divider and (b) diode expander architecture;
(c) measurement setup for input voltage attenuation in the class-C power amplifier; and the (d)
measured AC input voltages at the gate of the LDMOSFET Tj;.

The gain (Vg) and DC current consumption (Pp) of the class-C power amplifiers can be
expressed [9,22] as:

. Ry .
Ve = 20-L0g10(10~m(296 —sin26.)) (3)
Ip = I;O(Sin 0. — 0ccos 0.) )

Here, iy, Ry, Vi, and 6. are the output current, load resistance, input voltage, and conduction
angle of the class-C power amplifiers.

The gain and DC current consumption equations for class-C power amplifiers with resistor divider
and diode expander architecture coincide [22]. However, the output current (i,) and conduction angles
(6.) are different given that those values are dependent on the DC bias voltages [22]. The LDMOSFET
T cannot provide the expected parameter for low DC bias voltage in class-C-type power amplifiers.
There are no simulation model parameters either for power film resistors (CADDOCK Electronics Inc.,
Roseburg, OR, USA) and LDMOSFET T in the diode expander. Therefore, modeled equations of the
gain and DC current consumption are provided without simulation data. The measured performance of
the class-C power amplifier with resistor divider and diode expander architecture is characterized next.

3. Results and Discussion

To estimate the performance of the class-C power amplifier with a resistor divider and diode
expander architecture, the measurement setup shown in Figure 5a for voltage gain versus input voltage
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of power amplifiers was employed. A 25 MHz five-cycle sinusoidal pulse signal with up to 5 V,,
was generated from an arbitrary function generator (DG5701, Rigol Inc., Beijing, China) and applied
to the designed class-C power amplifiers to measure the output peak-to-peak voltage amplitude
in a digital oscilloscope (MDO4104C). One DC power supply (2231A-3-30, Keithley Instruments,
Cleveland, OH, USA) provided gate-source DC voltage and another power supply (E3647A, Agilent
Technologies, Santa Clara, CA, USA) provided drain-source DC voltage for the class-C power amplifiers.
The voltage gain in each case was obtained by dividing the measured output peak-to-peak voltage by
the corresponding measured input peak-to-peak voltage. The pulse-echo mode is a standard method
to evaluate the performance of the developed electronic components or ultrasonic transducers [23].
In the pulse-echo mode, the voltage amplitude of the echo signal generated by ultrasonic transducers
is typically measured in terms of peak-to-peak voltage [24]. Therefore, voltage gain was measured
through peak-to-peak voltages for ultrasound systems.

Figure 5b,c show the measured voltage gain versus input voltages of a class-C power amplifier
with resistor divider and diode expander architecture. The voltage gain of the amplifier with diode
expander architecture (14.96 dB) was higher than that of the amplifier with resistor architecture
(12.04 dB) at 5 Vp, input. Additionally, the gain deviation of the amplifier with diode expander
architecture (16.17 dB) was lower than that of the amplifier with resistor architecture (24.43 dB) at5 V.,
input. Therefore, the class-C power amplifier with a diode expander architecture exhibited higher
voltage gain compared to that with a resistor divider architecture. Figure 5e,f show the measured
voltage gain versus frequencies of the class-C power amplifier with the resistor divider and diode
expander architecture. The voltage gain of the class-C power amplifier with the diode expander
architecture (1.81 dB) was higher than that of the amplifier with the resistor architecture (-52.39 dB) at
50 MHz. Additionally, gain deviation of the amplifier with diode expander architecture (-0.38 dB)
is lower than that of the amplifier with resistor architecture (—20.69 dB) at 50 MHz. Therefore, the
class-C power amplifier with the diode expander architecture exhibited a relatively wider bandwidth
compared to that with the resistor divider architecture.

Arbitrary function generator
—— Ground connector

(+) power connector

DC power supply

DC power supply Class-C power
amplifiers

Attenuator

Figure 5. Cont.
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Figure 5. (a) Measurement setup sketch and (b) an image of its actual realization for measurement of
voltage gain and DC current consumption of the power amplifiers; measured voltage gain of the class-C
power amplifier versus input voltage with the (c) resistor divider and diode expander architecture;
(d) measured voltage gain deviation of the class-C power amplifier versus input voltage with resistor
divider and diode expander architecture; measured voltage gain of the class-C power amplifier versus
frequency with the (e) resistor divider and (f) diode expander architecture.

Measured data for DC current consumption versus input voltages and frequencies of the class-C
power amplifiers with the resistor divider and diode expander architecture are depicted in Figure 6a,b.
In Figure 6a, a 25 MHz sinusoidal pulse signal with up to 5 V,_, was applied to the designed class-C
power amplifier to measure the current consumption. In Figure 6b, a 5 V},, sinusoidal pulse signal up
to 50 MHz was applied to the designed class-C power amplifiers to measure the current consumption.
The measured current consumption of the class-C power amplifier with resistor diode and diode
expander architecture was less than 1 A. The measured current consumption of the amplifier with the
diode expander architecture (0.52 A) was a bit higher than that of the amplifier with the resistor divider
architecture (0.36 A). Therefore, both class-C power amplifiers still generated low current consumption
such that it can produce relatively low heat, resulting in lower battery consumption for point-of-care
ultrasound systems.

The currently designed class-C power amplifier with the diode expander architecture had a
reasonable gain between 15 MHz and 35 MHz. To re-design the amplifier to cover the bandwidth
between 1 MHz and 25 MHz, the input and output matching circuits need to be removed and series
capacitors may be used. For such a case, the bandwidth between 1 MHz and 25 MHz could be covered
in the class-C power amplifiers. However, the voltage gain could be decreased or increased as the
frequency increased. To flat the bandwidth, the linearizer circuit would be helpful [25]. Therefore,
the diode expander architecture needs to be replaced with another linearizer circuit. Therefore, each
architecture has some trade-offs in terms of performance, such as voltage gain and bandwidth.
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Figure 6. (a) Current consumptions of the class-C power amplifier versus input voltage and (b)
frequency with the resistor divider and diode expander architecture.

There is more research that needs to be done for the use of higher frequencies for a variety of
applications, such as skin, eye, and intravascular imaging [23,26]. The future direction of point-of-care
ultrasound systems could utilize a frequency range higher than 25 MHz, since current commercial
bench-top ultrasound machines are already doing so [2]. Higher frequency operation in ultrasound
machines will be more demanding due to the higher spatial resolution while scarifying the penetration
depth [2].

Figure 7a shows a typical setup for pulse-echo response measurement using class-C power
amplifiers with a resistor divider and diode expander architecture [18]. A 25 MHz five-cycle 5 Vy,_;,
sinusoidal waveform from a generator (DG5701) was the input of the designed class-C power amplifiers.
This input triggered the ultrasonic transducer (V324, Olympus Scientific Solutions Americas Inc.,
Waltham, MA, USA). Ultrasonic transducers transmitted acoustic waveforms into a circular quartz
target. The reflected weak acoustic waveforms were converted into electrical waveforms by ultrasonic
transducers. The resulting waveforms were then amplified by a 36 dB preamplifier (AU-1526, L3
Narda-MITEQ Inc., Hauppauge, NY, USA) to be displayed on a 1 GHz digital oscilloscope with a 5 GS/s
sampling rate (MDO3102). Figure 7b,c show echo signal amplitudes and their normalized spectrum
when using the class-C power amplifier with a resistor divider and diode expander architecture.
The echo signal amplitude is related with the sensitivity of ultrasonic transducers [27-29]. In Figure 7b,
echo signal amplitudes when using the class-C power amplifiers with resistor divider (2.51 Vpp) is
a little bit smaller than that when using the amplifiers with diode expander architecture (2.98 Vp,p).
The —6 dB bandwidth is related with the image resolution of ultrasonic transducers in point-of-care
ultrasound systems [30-32]. In Figure 7c, the echo signal spectrum when using class-C power
amplifiers with a resistor divider (17.51%) was smaller than that when using the amplifiers with a
diode expander architecture (18.52%). Therefore, the class-C power amplifier with a diode expander
architecture outperformed the class-C power amplifier with a resistor divider architecture when it
came to improving the sensitivity of point-of-care ultrasound systems.
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amplitudes when using the class-C power amplifier with a (c) resistor divider and (d) diode expander
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and (f) diode expander architecture.
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4. Conclusions

In point-of-care ultrasound systems, excessive overheating critically reduces the performance
of piezoelectric transducers because class-A power amplifiers in ultrasound transmitters generate
unwanted heat during the entire operation. To reduce excessive overheating, non-linear power
amplifiers such as class-C power amplifiers can be used given that these amplifiers have on and off
transition periods during its entire operation. Because of pulse signals affecting bias circuits, class-C
power amplifiers could be affected by bias circuits, resulting in the generation of sensitive outputs for
ultrasonic transducers. Therefore, a new diode expander architecture dedicated to improving input
signal conditions for class-C power amplifiers was proposed. The diode expander architecture could
reduce the effects of unwanted input pulse signals toward bias circuits, thus reducing the attenuation
of the input pulse signals for class-C power amplifiers. As a result, higher input signals could be
transferred to the class-C power amplifiers. We have shown that the gain of a class-C power amplifier
with a diode expander (14.96 dB) was higher than that with a resistor diode expander (12.04 dB) for a 5
Vp-p input. However, the current consumption of a class-C power amplifier with a diode expander
architecture (1.02 W) was a little bit higher than that with a resistor divider architecture (0.75 W).

To confirm the proposed idea, typical one-way pulse-echo response measurements were taken.
The echo signal amplitude and its —6 dB bandwidth when using a class-C power amplifier with diode
expander architecture (2.98 V., and 18.25%) was higher and wider than those of a class-C power
amplifier with resistor divider architecture (2.51 Vp, and 17.51%). The limitation of the developed
class-C power amplifier with a resistor divider architecture made it difficult to block the unwanted
pulse input signals. The limitation of the developed class-C power amplifier with a diode expander
architecture is that the maximum voltage of the LDMOSFET in the diode expander needs to be much
higher than the power supply with unwanted pulse signals. However, a class-C power amplifier with
diode expander architecture can be a useful way to improve the output voltage amplitude. In the
future, the developed architecture combined with a multiplexer/de-multiplexer will be applied to
the array transducers because the sensitivity in point-of-care ultrasound systems is one of the critical
performance issues.

Funding: This research was supported by the Basic Science Research Program through the National Research
Foundation of Korea (NRF) funded by the Ministry of Science, ICT and Future Planning (NRF-2017R1C1B1003606).

Conflicts of Interest: The author declares no conflict of interest.

References

1. Shung, K.K. Diagnostic Ultrasound: Imaging and Blood Flow Measurements; Taylor Francis: Boca Raton, FL,
USA, 2015.

2. Szabo, T.L. Diagnostic Ultrasound Imaging: Inside Out; Elsevier Academic Press: London, UK, 2013.

3. Daniels, ].M.; Hoppmann, R.A. Practical Point-of-Care Medical Ultrasound; Springer: New York, NY, USA,
2016.

4. Choi, H.; Choe, S.W. Therapeutic Effect Enhancement by Dual-bias High-voltage Circuit of Transmit Amplifier
for Immersion Ultrasound Transducer Applications. Sensors 2018, 18, 4210. [CrossRef] [PubMed]

5. Choi, H. Prelinearized Class-B Power Amplifier for Piezoelectric Transducers and Portable Ultrasound
Systems. Sensors 2019, 19, 287. [CrossRef] [PubMed]

6. Shin, S.-H.; Yoo, W.-S.; Choi, H. Development of Public Key Cryptographic Algorithm Using Matrix Pattern
for Tele-Ultrasound Applications. Mathematics 2019, 7, 752. [CrossRef]

7. Zhu, B.; Fei, C; Wang, C.; Zhu, Y.; Yang, X.; Zheng, H.; Zhou, Q.; Shung, K.K. Self-focused AlScN film
ultrasound transducer for individual cell manipulation. ACS Sens. 2017, 2, 172-177. [CrossRef] [PubMed]

8. Choi, H.; Yoon, C.; Yeom, J.-Y. A Wideband High-Voltage Power Amplifier Post-Linearizer for Medical
Ultrasound Transducers. Appl. Sci. 2017, 7, 354. [CrossRef]

9. Kazimierczuk, M.K. RF Power Amplifier; John Wiley Sons: Hoboken, NJ, USA, 2014.

10.  Albulet, M. RF Power Amplifiers; SciTech Publishing: London, UK, 2001.

311



Micromachines 2019, 10, 697

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.
22.

23.

24.

25.

26.

27.
28.
29.
30.
31.

32.

Yuan, T.; Dong, X.; Shekhani, H.; Li, C.; Maida, Y.; Tou, T.; Uchino, K. Driving an inductive piezoelectric
transducer with class E inverter. Sens. Actuators A 2017, 261, 219-227. [CrossRef]

Mortimer, B.; Du Bruyn, T.; Davies, J.; Tapson, ]. High power resonant tracking amplifier using admittance
locking. Ultrasonics 2001, 39, 257-261. [CrossRef]

Dong, X.; Yuan, T.; Hu, M.; Shekhani, H.; Maida, Y.; Tou, T.; Uchino, K. Driving frequency optimization of a
piezoelectric transducer and the power supply development. Rev. Sci. Instrum. 2016, 87, 105003. [CrossRef]
Choi, H.; Park, C.; Kim, J.; Jung, H. Bias-Voltage Stabilizer for HVHF Amplifiers in VHF Pulse-Echo
Measurement Systems. Sensors 2017, 17, 2425. [CrossRef]

Kenington, P.B. High Linearity RF Amplifier Design; Artech House, Inc.: Norwood, MA, USA, 2000.

Vuolevi, J.; Rahkonen, T. Distortion in RF Power Amplifiers; Artech House: London, UK, 2003.

Choi, H.; Woo, P.C.; Yeom, J.-Y.; Yoon, C. Power MOSFET Linearizer of a High-Voltage Power Amplifier for
High-Frequency Pulse-Echo Instrumentation. Sensors 2017, 17, 764. [CrossRef]

Jeong, J.J.; Choi, H. An impedance measurement system for piezoelectric array element transducers.
Measurement 2017, 97, 138-144. [CrossRef]

Minasian, R.A. Power MOSFET dynamic large-signal model. IEE Proc. I Solid-State Electron Device 1983, 130,
73-79. [CrossRef]

Rohde, U.L.; Rudolph, M. RE/Microwave Circuit Design for Wireless Applications; John Wiley Sons: Hoboken,
NJ, USA, 2013.

Razavi, B. RF Microelectronics; Prentice Hall: Upper Saddel River, NJ, USA, 2011.

Lee, T.H. The Design of CMOS Radio-Frequency Integrated Circuits; Cambridge University Press: Cambridge,
UK, 2006.

Zhou, Q.; Lam, K.H.; Zheng, H.; Qiu, W.; Shung, K. K. Piezoelectric single crystal ultrasonic transducers for
biomedical applications. Prog. Mater. Sci. 2014, 66, 87-111. [CrossRef] [PubMed]

Choi, H.; Yeom, ].Y.; Ryu, ].M. Development of a Multiwavelength Visible-Range-Supported Opto-Ultrasound
Instrument Using a Light-Emitting Diode and Ultrasound Transducer. Sensors 2018, 18, 3324. [CrossRef]
[PubMed]

Choi, H.; Jung, H.; Shung, K.K. Power Amplifier Linearizer for High Frequency Medical Ultrasound
Applications. . Med. Biol. Eng. 2015, 35, 226-235. [CrossRef] [PubMed]

Wang, X.; Seetohul, V.; Chen, R.; Zhang, Z.; Qian, M.; Shi, Z.; Yang, G.; Mu, P,; Wang, C.; Huang, Z.
Development of a mechanical scanning device with high-frequency ultrasound transducer for ultrasonic
capsule endoscopy. IEEE Trans. Med. Imaging 2017, 36, 1922-1929. [CrossRef] [PubMed]

Choi, H.; Choe, S.W. Acoustic Stimulation by Shunt-Diode Pre-Linearizer Using Very High Frequency
Piezoelectric Transducer for Cancer Therapeutics. Sensors 2019, 19, 357. [CrossRef] [PubMed]

Qiao, Y,; Zhang, X.; Zhang, G. Acoustic radiation force on a fluid cylindrical particle immersed in water near
an impedance boundary. J. Acoust. Soc. Am. 2017, 141, 4633-4641. [CrossRef]

Choi, H.; Ryu, J.; Kim, ]. A Novel Fisheye-Lens-Based Photoacoustic System. Sensors 2016, 16,2185. [CrossRef]
Choi, H. Class-C Linearized Amplifier for Portable Ultrasound Instruments. Sensors 2019, 19, 898. [CrossRef]
Choe, S.W.; Choi, H. Suppression Technique of HeLa Cell Proliferation Using Ultrasonic Power Amplifiers
Integrated with a Series-Diode Linearizer. Sensors 2018, 18, 4248. [CrossRef] [PubMed]

Choi, H.; Ryu, J.M.; Yeom, J.Y. Development of a Double-Gauss Lens Based Setup for Optoacoustic
Applications. Sensors 2017, 17, 496. [CrossRef] [PubMed]

@ © 2019 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution
BY

(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

312



. . 24
. micromachines m\p\py
P

Article

A Modified Duhem Model for Rate-Dependent
Hysteresis Behaviors

Jingiang Gan, Zhen Mei, Xiaoli Chen, Ye Zhou and Ming-Feng Ge *
School of Mechanical Engineering and Electronic Information, China University of Geosciences, Wuhan 430074,
China; ganjq@cug.edu.cn (J.G.); mz@cug.edu.cn (Z.M.); gysjdd@163.com (X.C.); yezhou72@163.com (Y.Z.)
* Correspondence: fmgabc@163.com; Tel.: +86-027-6788-3273

Received: 18 September 2019; Accepted: 7 October 2019; Published: 9 October 2019

Abstract: Hysteresis behaviors are inherent characteristics of piezoelectric ceramic actuators.
The classical Duhem model (CDM) as a popular hysteresis model has been widely used, but cannot
precisely describe rate-dependent hysteresis behaviors at high-frequency and high-amplitude
excitations. To describe such behaviors more precisely, this paper presents a modified Duhem model
(MDM) by introducing trigonometric functions based on the analysis of the existing experimental data.
The MDM parameters are also identified by using the nonlinear least squares method. Six groups of
experiments with different frequencies or amplitudes are conducted to evaluate the MDM performance.
The research results demonstrate that the MDM can more precisely characterize the rate-dependent
hysteresis behaviors comparing with the CDM at high-frequency and high-amplitude excitations.

Keywords: piezoelectric ceramic materials; Duhem model; hysteresis model

1. Introduction

Piezoelectric ceramic, a new type of functional material, plays an important role in many real-world
applications due to its superior performance in converting electrical energy into mechanical energy [1-4].
Piezoelectric ceramic actuators (PCAs) are ones of the most important applications of the piezoelectric
ceramic material owing to their small size, high accuracy, and fast response. Hysteresis behavior is an
inherent characteristic of PCAs and has already become a bottleneck in developing the applications
of the PCAs. Therefore, it is of great significance to develop more precise hysteresis models for
characterizing hysteresis behaviors.

The existing models of PCAs can be generally divided into the rate-independent and
rate-dependent hysteresis models [5]. The rate-independent hysteresis models include the Preisach
model [6,7], Prandtle-Ishlinskii model [8,9], Maxwell-slip model [10,11] and polynomial-based
hysteresis model [12,13], and can be used to describe the nonlinear relationship between the input
voltage and the output displacement of PCAs. However, the input rates of these models are generally
lower than that of the rate-dependent hysteresis models, such as the Bouc-Wen model [14,15] and
Dahl model [16-18]. That is mainly because, unlike the rate-independent hysteresis model, the
rate-dependent one can describe the dynamic relationship between the input rate and the output.
However, the existing rate-dependent hysteresis models generally have low prediction precision and
high complexity of model equations. Therefore, how to construct a new, simpler rate-dependent
hysteresis model is an urgent and challenging issue of great significance.

Due to its differential equations, the Duhem model has been used to describe and compensate
piezoelectric hysteresis behaviors [19-22]. For example, C.-J. Lin and P.-T. Lin [23] combined the
Bouc-Wen model, Dahl model and Duhem model as a modified Duhem model and presented a
feedforward controller. Wang et al. [24] identified the Duhem model by neural network methods and
designed a robust adaptive controller to compensate hysteresis behaviors. Xie et al. [25] presented an
observer-based adaptive controller based on the Duhem model for piezoelectric actuators.
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The classical Duhem model only characterizes symmetrical hysteresis loops while the actual
hysteresis loops of piezoelectric actuators are non-symmetrical. It is worth mentioning the fact that
the higher the frequency or the amplitude of the input excitation is, the more serious the hysteresis
behaviors are [26,27]. When the frequency or amplitude of input excitation signal is increasing, the
non-symmetrical of hysteresis loops is more serious. Therefore, the classical Duhem model already
cannot precisely describe rate-dependent hysteresis behaviors at high-frequency and high-amplitude
excitations. Thus, Oh and Bernstein [28] proposed the rate-independent and rate-dependent semilinear
Duhem models without analyzing the modeling errors in detail at high-frequency and high-amplitude
excitations by using a complex model. So far, few efforts have been devoted to developing new
hysteresis models based on Duhem model.

Motivated by the aforementioned discussions, this paper proposes a modified Duhem model to
describe rate-dependent hysteresis behaviors by introducing trigonometric functions. The proposed
model has a simple expression and can detailly characterize rate-dependent hysteresis behaviors
precisely at high-frequencies and high-amplitude input excitations. The parameters of models can
be easily identified by the nonlinear least squares method. The validity of the proposed model is
demonstrated via simulation experiments. The rest of this article is organized as follows: In Section 2,
the hysteresis system is constructed to introduce the expression of the classical Duhem model. Section 3
introduces the proposed model and the identification of corresponding parameters. Section 4 aims
to verify the validity of the established model, and compares it with the classical Duhem model.
The results of the analysis are obtained immediately. The conclusion of this paper is placed in Section 5.

2. Classical Duhem Model (CDM)

In 1986, Coleman and Hodgdon [29] proposed a hysteresis model for ferromagnetic materials,
which describes the relationship between the magnetic field H(t) and magnetic flux B(t) as follows:

B(t) = aff1(n)] - [B(H(D) - B®)] + yH() M

where @, f and y are the parameters controlling the shape and size of the hysteresis loop. According to
the relationship between single-input and single-output [28], the hysteresis system is given by

x(t) = f(x(t),u(t),u(t))x(0) = xo,t 2 0, @

y(£) = h(x(6), u(t)) ®)

where u(t) is the input, y(t) is the output and x(t) is a part of it. When this hysteresis model is used to
describe hysteresis system of PCAs, the classical Duhem model (CDM) is proposed and expressed
as follows:

Y(#) = X(t) - h(t)

X(t) =k-u(t) (4)

h(t) = ai(t) = Blie(t)|(t) + y[i(t)]u(t)
where X(t) is the linear component and /(t) is the hysteretic component, u(#) is the input voltage and
u(t) is the derivative of voltage, and k, o,  and y are the model parameters.

To evaluate the performance of the CDM, two groups of experiments were conducted. First of all,
asinusoidal input signal u, () = sin(27 - £)+1 with the frequency of 1 Hz was taken as a reference signal
to identify the CDM parameters. The corresponding CDM parameters were identified by utilizing
the nonlinear least squares method as k = 0.261, @ = 0.062, § = 0.131 and y = 0.001. The first group of
experiments, called Exp-a, adopted an input excitation signal i, (t) = 8sin(27 - fit) + 6sin(27 - fot) + 14
with f1 =15 Hz and f, =40 Hz. Figure 1 shows the corresponding comparison between the experimental
and simulation results. The results reveal that the error of one point of the CDM (the dotted line) is
nearly 2 um (20% of the displacement range). The maximum modeling error is about 2 um, which
is undoubtedly big. In the second group of experiments, called Exp-b, an input excitation signal
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ug(t) = 20sin(2m - t) + 20 was used. Figure 2 shows the corresponding comparison between the
experimental and simulation results of the CDM. The maximum error is about 0.5 um. It should also
be noticed that the point with the maximum modeling error is the point with #(t) — 0. These actual
experimental results demonstrate that the CDM cannot precisely describe the rate-dependent hysteresis
behaviors at high-frequency and high-amplitude excitation signals.
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Figure 1. Comparison of the output displacements between experimental data (Exp-a) and simulation
of the classical Duhem model (CDM).

Y(t) um

Time/ s

Figure 2. Comparison of the output displacements between experimental data (Exp-b) and simulation
of CDM.

3. Modified Duhem Model (MDM)

The main components of CDM are linear component X () and hysteretic component /(t), the former
having large influence on the output. Thus, the optimization based on the linear component X(t)
is an important research hotspot [30,31]. It should be noted that the main structures of CDM are
kept, which can still describe the fundamental characteristics of hysteresis behaviors. With respect
to the direct relationship between the input and output, there is an important variation #(t), which
has large influences on the whole model when the input frequency is high. The special points
1(t) = 0 are the demarcation points where the input voltage curves go up and down. These important
points decide the final shape of hysteresis loops, which has been demonstrated in the previous
literature [12,13]. The CDM only characterizes symmetrical hysteresis loops while the actual hysteresis
loops of piezoelectric actuators are non-symmetrical. When the frequency or amplitude of input
excitation signal is increasing, the non-symmetrical of hysteresis loops is more serious, Therefore, the
corresponding errors of the CDM are higher at high-frequency excitations, especially the special points
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u(t) = 0. Figure 2 also demonstrates that the points with 1(t) — 0 have bigger errors. The actual
output displacement of PCA varies little when the value of it varies greatly at high-frequency excitations.
The trigonometric function also has the similar characteristics. Its output varies little when the input
varies greatly. Therefore, the trigonometric function as a periodic function has the special points where
their derivatives are zero, which can be easily used to compensate the bigger errors of the special points
1(t) = 0. Furthermore, it has a simple expression. Thus, it is a good try to introduce the trigonometric
function based on the CDM. Lastly, a modified Duhem model (MDM) based on CDM is proposed and
expressed as follows:

Y(t) = X(t) - h(t)
X(8) = k-u(t) +p-u(t) -cos{[in(t)]] + q - i(t) )
h(t) = a-1i() = B [is(t)] - h(t) +y - u(t) - fia(t)| + e - ie(t) - sinfie(#)]]

where p, g, €, k, a, f and y are constants. It must be noticed that when u(t) — 0, there is cos”ii(t)” -1
and p-u(t) - cos[iu(t) ” — p-u(t), which can be perfectly used to compensate for the bigger errors of
the special points u(t) — 0.

Over the past decade, several methods for parameters identification of models [19,24,32] have
been developed, but their identification processes are generally complex. In our previous work [15,33],
the nonlinear least squares method is proposed to identify Bouc-Wen model. The nonlinear least
squares method adopts the trust-region-reflective algorithm and take the nonlinear least squares
function for optimization through the MATLAB/Simulink Optimization Toolbox. Compared with
the previous methods, the method is much simpler and can be more easily applied to identify other
models. In this paper, the nonlinear least squares method is adopted to identify the MDM and CDM.
The objective function F is defined as follows:

F=Min) | f(u) 6)
i=1
flu) =Y =y 7)
In CDM, there is
YPM(T) = X(iT) - h(iT)
X(iT) = k-u(iT) ®)
h(iT) = a-u(iT) = - |u(iT)|- h(iT) +y - u(iT) - [u(iT)|
In MDM, there is

YHM(iT) = X(iT) - h(iT)
X(iT) = k-u(iT) + p- u(iT) - cos|[(iT)|| + - i(iT) )
h(iT) = a-i(iT) = B |iu(iT)|- h(T) +y - u(iT) - [i(iT)| + & - i(iT) - sin| i (iT)

wherei=1,2,3,---,nis the number of sample experiments, T is the period of a sample, Y; is the i-th
output displacement of the PCAs obtained from experiments, and Yf’ M is the i-th output simulated by
the hysteresis model. The corresponding identification steps of the nonlinear least squares method
were carried out offline as follows:

(1) Data collection: Experimental data including output displacements and input voltages for
piezoelectric actuators were obtained and recorded.

(2) Model implementation: Classical and modified Duhem models were implemented using the
MATLAB/Simulink blocks as shown in Figures 3 and 4, respectively. In these figures, block
Inl represents the input voltage u(iT) and block Outl represents the output displacement
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YfHM (iT) predicted by the CDM or MDM. Equations (8) and (9) are expressed using
MATLAB/Simulink blocks.

(8) Parameter estimation: The trust-region-reflective algorithm was used to identify the parameters
of hysteresis models based on experimental data.

(4) Validation: Comparison of the measured and simulation results predicted by hysteresis models
were shown, and the corresponding modeling errors were obtained.

D

In1

V Product1

Figure 3. Classical Duhem model implemented with Matlab/Simulink.

Jos

=

ey

Product
In1 Derivative2
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Figure 4. Modified Duhem model implemented with Matlab/Simulink.

4. Experimental Results

4.1. Experiment Setup

To demonstrate the validity of the proposed model, there are some groups of experiments
conducted. Figure 5 shows the experimental setup, where a 1-DOF compliant mechanism stage was
actuated by a stack piezoelectric ceramic actuator (PST 150/7/60VS12, Coremorrow, Harbin, China).
Its nominal displacement was 60 um for the maximum input voltage of 150 V. This piezoelectric
ceramic actuator was made of PZT (Pb-based Lanthanum-doped Zirconate Titanates), whose detailed
information is shown in Table 1. The strain gauge position sensor (SGS) included in the piezoelectric
ceramic actuator measured the output displacement. dSPACE-DS1104 rapid prototyping controller
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board equipped with a 16-bit analogue-to-digital converter (ADC) and 16-bit digital-to-analogue
converter (DAC) was used to control this 1-DOF compliant mechanism. In addition, an XE-500
controller (Coremorrow, Harbin, China) equipped with an amplifier with 15 times and a signal
conditioner was also adopted. A computer with Control Desk 5.0-dSPACE and MATLAB/Simulink
was used to conduct all experiments and obtain all experimental data. The detailed experimental steps
were carried out as follow:

(1)  Building the experimental platform: Connecting all the devices as shown in Figure 5;

(2) Model implementation: Constructing the input excitation signals and designing the control
system for the piezoelectric ceramic actuators by using the MATLAB/Simulink blocks;

(3) Experiment start: Actuating piezoelectric ceramic actuators by using control desk 5.0-dSPACE;

(4) Data collection: Obtaining and recording experimental data including output displacements and
input voltages for piezoelectric actuators.

Complaint
-mechanism

Le

PCA

Figure 5. Experimental setup.

Table 1. Information about the piezoelectric ceramics actuator (PCA).

Material PZT
Nominal stroke (um) +15% 60
Stiffness (N/um) +20% 15
Length (mm) +0.3 64
Nominal thrust/tension (N) 1800/300
Electrical capacitance (uF) £20% 54
Resonant frequency (kHz) 15
Stiffness (N/um) +20% 15

4.2. Experiment Results and Discussion

In order to evaluate the MDM performance comprehensively, six groups of experiments with
different frequencies or amplitudes were conducted. The first and second groups of experiments
adopted high-frequency and high-amplitude excitation signals. These two groups had the same
amplitudes, but different frequencies. The third and fourth groups adopted low-frequency and
low-amplitude excitation signals. The above four groups used multi-frequency signals. The fifth and
sixth groups adopted high-frequency and low-amplitude excitation signals. The last two groups used
single-frequency signals. The piezoelectric actuator used in our experiments was made of encapsulated
stacked piezoelectric ceramics. It must be noted that its input frequency was controlled under 150 Hz
to avoid a high dynamic force for security protection. The maximum input voltage of the actuator
was 150 V. In the product manuals, it is recommended to control the input voltage within 120 V to
guarantee the service life. Therefore, in the experiments, the six groups needed to follow this rule
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and its input frequencies and amplitudes were generally not high. Finally, the input frequencies
including 1, 5, 10, 15, 20, 30, 40 and 50 Hz, and the amplitudes including 3, 5, 6, 8 and 10, were selected
randomly following the rule above. In each group of experiments, the chosen excitation signal was
used to actuate the PCA in the experimental setup and the experimental output displacements would
be recorded and obtained. Subsequently, the displacements predicted by the CDM and MDM were
obtained by using the MATLAB/Simulink. Lastly, the comparison results were obtained and drawn.

In the first group of experiments, the excitation signal was u1 () = 10sin(27 - t) + 8 sin(27 - 10t) +
6sin(27 - 20t) + 24 with multi-frequency 1, 10 and 20 Hz. The excitation signal in the second group
of experiments was u(t) = 10sin(27 - t) + 8sin(27 - 15¢) + 6 sin(27 - 40t) + 24 with multi-frequency
1,15 and 40 Hz. The excitation signal in the third group of experiments was u3(t) = 10sin(2m - 5¢) +
6sin(27 - 10t) 4+ 16 with multi-frequency 5 and 10 Hz. In the fourth group of experiments, the
excitation signal was u4(t) = 5sin(27 - t) + 3 sin(27 - 5¢) + 8 with multi-frequency 1 and 5 Hz. The fifth
group of experiments took the excitation signal us(t) = 5sin(27-30¢)+5 at a frequency of 30 Hz
to actuate the piezoelectric actuator. The last group of experiments took another excitation signal
ug(t) = 5sin(2m - 50t) + 5 at a frequency of 50 Hz.

To further demonstrate the effectiveness of the MDM, the CDM is set as a comparison. In addition,
the modeling errors between the predicted output displacements of the two models and experimental
displacements were drawn. In theory, any experimental signals can be used to identify the parameters of
the MDM using the nonlinear least squares method. To get better prediction performances of hysteresis
models including both the CDM and MDM, the more complex signals were generally adopted for
identification, which is acceptable. In this work, the signals of both the first and second group of
experiments, which were more complex than the others, were adopted to identify the parameters of
the MDM and CDM. The detailed identified parameters of MDM and CDM are shown in Table 2.

Table 2. Identified parameters of CDM and modified Duhem model (MDM).

Parameters CDM MDM

k 0.39854 0.46992

a 0.18695 0.24599

B 0.049939 0.016074

y 0.0056835 0.0027751

€ \ —0.030389
[4 \ —0.00072364
q \ —0.00035258

Figure 6 shows the comparison of the experimental and simulation results of the CDM and MDM.
Figure 6a gives the input voltage at each moment, Figure 6b shows the simulation and experimental
results and Figure 6¢ presents the final modeling errors of the CDM and MDM. The blue dotted line
represents the predicted results of the CDM. Meanwhile, the red solid line represents the predicted
results of the MDM. It can clearly be seen that the simulation results of the MDM are closer to the
experimental data. The modeling errors of the MDM are obviously smaller than that of the CDM.
Figures 7-11 show the experimental results of the last five groups of experiments. These results further
reveal that the MDM simulation results are much closer to the experimental output displacement than
the CDM simulation results. The corresponding modeling errors of MDM are much smaller than
that of the CDM. In addition, it should be also noted that though the second group of experiments
has higher frequency and higher amplitude compared with the other three groups, the MDM still
maintains better stability and accuracy compared with the CDM.
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To evaluate further the modeling performance of the MDM, the root mean square error E,;,
the relative root mean square error & and optimization ratio ¢ between the CDM and MDM were
employed in comparing the errors of two models as follows:

n

i=1

X [Yexp (i) = Ypre(i)]

2
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g:—E”“s — X 100% 11)
max[YeXp(z)]

_ LB~ BN oo 12

- ECDM x ¢ 12)

rms

where 7 is the total number of the sample and i is the i-th value in the sample, Y,y is measured from
experiments, Y represents the displacements predicted by the hysteresis models, and ESPM and
EMDM represent the root mean square error of the CDM and MDM, respectively. The details modeling

errors are shown in Table 3.

Table 3. The simulation errors of the CDM and MDM.

) CDM MDM Optimi%ation

Experiment Ratio

Ejms (um) 3 Ejms (um) 3 @ (%)
Exp1: uy(t) 0.3789 3.1 0.2467 1.96 34.89
Exp2: uy(t) 0.5845 4.6 0.4008 3.1 31.43
Exp3: uz(t) 0.2166 2.84 0.1187 1.56 45.20
Exp4: uy(t) 0.1426 3.6 0.0916 12 35.76
Exp5: us(t) 0.3313 15.94 0.2899 13.95 12.50
Exp6: 16 (t) 0.3868 18.86 0.3325 16.21 14.04

It can be seen from Table 3 that in the fifth group of experiments (Expb) at the single-frequency
of 30 Hz, E, ;s and & of the MDM were 0.2899 um and 13.95%,respectively, while those of the CDM
were 0.3313 um and 15.94%, respectively. Compared with the CDM, the MDM can predict more
precisely the output displacements and the optimized ratio was 12.50%. In the last group (Exp6)
at the single-frequency of 50 Hz, the optimized ratio was up to 14.04%. In the fourth group of
experiments (Exp4) with low frequency and amplitude, E;;s and & of the MDM were 0.0916 um and
1.2% respectively, while those of the CDM were 0.1426 um and 3.6%, respectively. Compared with the
CDM, the optimized ratio was 35.76%. With the increasing of frequency and amplitude, E, ;s and & of
the CDM in the third group of experiments (Exp3) increased to 0.1181 pm and 1.56%, respectively. The
corresponding optimization ratio was up to 45.2%. Compared with the two groups above, the first and
second groups of experiments (Expl and Exp2) had higher amplitude and frequency. The optimization
ratios of Expl and Exp2 were 34.89% and 31.43%, respectively. Compared with the other three groups,
the second group of experiments (Exp2) had the biggest amplitude and frequency, whose E;;;s and & of
MDM were 0.5845 um and 4.6%, respectively. It was found that the modeling errors of both the CDM
and MDM increase with the increasing of frequency and amplitude.

These experimental and simulation results clearly reveal that the MDM can describe more precisely
rate-dependent hysteresis behaviors at high-frequency and high-amplitude excitations compared with
the CDM.

5. Conclusions

In this paper, a modified Duhem model (MDM) is proposed to describe rate-dependent hysteresis
behaviors at high-frequency and high-amplitude excitations. The MDM combines trigonometric
functions and derivatives of input signal based on the classical Duhem model (CDM). The MDM
parameters can be identified easily by the nonlinear least squares method. Six groups of experiments
were conducted and the experimental and simulation results show that the MDM can more precisely
describe rate-dependent hysteresis behaviors at high-frequency and high-amplitude excitations than
the CDM. It is demonstrated that the MDM is effective and useful.

Author Contributions: Conceptualization, ].G., ZM., X.C.,, M.-EG. and Y.Z.; methodology, ].G. and Z.M.; software,
J.G and Z.M,; validation, ].G. and Z.M.; formal analysis, ].G. and Z.M.; investigation, J.G.; resources, ].G. and Z.M.;

323



Micromachines 2019, 10, 680

data curation, J.G. and Z.M.; writing—original draft preparation, ].G and Z.M.; writing—review and editing, ].G.,
ZM., X.C., M.-EG. and Y.Z.; visualization, ].G. and Z.M.; supervision, ].G. and M.-EG.; project administration, J.G.
and M.-E.G.; funding acquisition, ].G and M.-F.G.

Funding: This work was supported by the National Natural Science Foundation of China (Grant Nos. 51805494
and 61703374), the Fundamental Research Funds for the Central Universities (Grant Nos.CUGL180819), and
the Open Foundation of Guangdong Provincial Key Laboratory of Precision Equipment and Manufacturing
Technology (PEM201702).

Conflicts of Interest: The authors declare no conflict of interest.

References

1.

10.

11.

12.

13.

14.

15.

16.

17.

18.

Aggogeri, F.; Al-Bender, F,; Brunner, B.; Elsaid, M.; Mazzola, M.; Merlo, A.; Ricciardi, D.; Rodriguez, M.D.L.O.;
Salvi, E. Design of piezo-based AVC system for machine tool applications. Mech. Syst. Signal Process. 2013,
36, 53-65. [CrossRef]

Grossard, M.; Rotinat-Libersa, C.; Chaillet, N.; Boukallel, M. Mechanical and control-oriented design of a
monolithic piezoelectric microgripper using a new topological optimization method. IEEE/ASME Trans.
Mechatron. 2009, 14, 32-45. [CrossRef]

Song, C.; Prasad, G.; Chan, K.; V, M. Characterization and optimization of illumination translation vector for
dimensional parameters measurement of surface form and feature using DSPI. Rev. Sci. Instrum. 2016, 87,
63116. [CrossRef] [PubMed]

Haridas, A.; Song, C.; Chan, K.; Murukeshan, V.M. Nondestructive characterization of thermal damages and
its interactions in carbon fibre composite panels. Fatigue Fract. Eng. M 2017, 40, 1562-1580. [CrossRef]
Gan, J.; Zhang, X. A review of nonlinear hysteresis modeling and control of piezoelectric actuators. AIP Adv.
2019, 9, 40702. [CrossRef]

Mayergoyz, 1.D.; Friedman, G. Generalized Preisach model of hysteresis. [EEE Trans. Magn. 1988, 24,
212-217. [CrossRef]

Song, G.; Zhao, J.Q.; Zhou, X.Q.; de Abreu-Garcia, J.A. Tracking control of a piezoceramic actuator with
hysteresis compensation using inverse Preisach model. IEEE/ASME Trans. Mechatron. 2005, 10, 198-209.
[CrossRef]

U-Xuan, T.; Win, T.L.; Cheng, Y.S.; Riviere, C.N.; Wei, T.A. Feedforward controller of ill-conditioned hysteresis
using singularity-free Prandtl-Ishlinskii model. IEEE/ASME Trans. Mechatron. 2009, 14, 598-605. [CrossRef]
Tan, U.X; Win, TL.; Ang, W.T. Modeling piezoelectric actuator hysteresis with singularity free
Prandtl-Ishlinskii model. In Proceedings of the 2006 IEEE International Conference on Robotics and
Biomimetics, Kunming, China, 17-20 December 2006.

Goldfarb, M.; Celanovic, N. Modeling piezoelectric stack actuators for control of micromanipulation. IEEE
Control Syst. 1997, 17, 69-79.

Tri, V.M.; Tjahjowidodo, T.; Ramon, H.; Van Brussel, H. A new approach to modeling hysteresis in a pneumatic
artificial muscle using the Maxwell-slip model. IEEE/ASME Trans. Mechatron. 2011, 16, 177-186.

Ru, C.H.; Sun, L.N. Hysteresis and creep compensation for piezoelectric actuator in open-loop operation.
Sensor Actuat. A Phys. 2005, 122, 124-130.

Changhai, R.; Lining, S. Improving positioning accuracy of piezoelectric actuators by feedforward hysteresis
compensation based on a new mathematical model. Rev. Sci. Instrum. 2005, 76, 95111.

Zhu, W.; Wang, D.H. Non-symmetrical Bouc-Wen model for piezoelectric ceramic actuators. Sensor Actuat.
A Phys. 2012, 181, 51-60. [CrossRef]

Gan, J.; Zhang, X. An enhanced Bouc-Wen model for characterizing rate-dependent hysteresis of piezoelectric
actuators. Rev. Sci. Instrum. 2018, 89, 115002. [CrossRef] [PubMed]

Dahl, PR. A solid friction model. In Proceedings of the Technical Report Tor-0158(3107-18)-1, The Aerospace
Corporation, EI Segundo, CA, USA, 1968.

Xu, Q.; Li, Y. Dahl model-based hysteresis compensation and precise positioning control of an XY parallel
micromanipulator with piezoelectric actuation. J. Dyn. Syst. Meas. Control 2010, 132, 041011. [CrossRef]
Shome, S.K.; Prakash, M.; Mukherjee, A.; Datta, U. Dither control for dahl model based hysteresis
compensation. In Proceedings of the 2013 IEEE International Conference on Signal Processing, Computing
and Control (ISPCC), Solan, India, 26-28 September 2013.



Micromachines 2019, 10, 680

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

Chen, H.; Tan, Y.; Zhou, X.; Dong, R.; Zhang, Y. Identification of dynamic hysteresis based on Duhem model.
In Proceedings of the 2011 International Conference on Intelligent Computation Technology and Automation
(ICICTA), Shenzhen, China, 28-29 March 2011.

Feng, Y.; Rabbath, C.A.; Chai, T.; Su, C. Robust adaptive control of systems with hysteretic nonlinearities:
A Duhem hysteresis modelling approach. In Proceedings of the AFRICON 2009, Nairobi, Kenya, 23-25
September 2009.

Padthe, AK; Oh, J.; Bernstein, D.S. Counterclockwise dynamics of a rate-independent semilinear Duhem
model. In Proceedings of the 44th IEEE Conference on Decision and Control, Seville, Spain, 15 December
2005.

Zhou, M.; Wang, J. Research on hysteresis of piezoceramic actuator based on the Duhem model. Sci. World J.
2013, 2013, 1-6. [CrossRef] [PubMed]

Lin, C; Lin, P. Tracking control of a biaxial piezo-actuated positioning stage using generalized Duhem model.
Comput. Math. Appl. 2012, 64, 766-787. [CrossRef]

Wang, X.; Wang, X.; Mao, Y. Hysteresis compensation in GMA actuators using Duhem model. In Proceedings
of the 2008 7th World Congress on Intelligent Control and Automaiton, Chongqing, China, 25-27 June 2008.
Xie, W.; Fu, J.; Yao, H.; Su, C.Y. Observer based control of piezoelectric actuators with classical Duhem
modeled hysteresis. In Proceedings of the 2009 American Control Conference, St. Louis, MO, USA, 10-12
June 2009.

Al Janaideh, M.; Su, C.Y.; Rakheja, S. Development of the rate-dependent Prandtl-Ishlinskii model for smart
actuators. Smart Mater. Struct. 2008, 17, 035026. [CrossRef]

Gu, G.Y.; Zhu, L.M. Modeling of rate-dependent hysteresis in piezoelectric actuators using a family of
ellipses. Sensor Actuat. A Phys. 2011, 165, 303-309. [CrossRef]

Oh, J.; Bernstein, D.S. Semilinear Duhem model for rate-independent and rate-dependent hysteresis. IEEE
Trans. Automat. Contr. 2005, 50, 631-645.

Coleman, B.D.; Hodgdon, M.L. A constitutive relation for rate-independent hysteresis in ferromagnetically
soft materials. Int. |. Eng. Sci. 1986, 24, 897-919. [CrossRef]

Gu, G.; Yang, M.; Zhu, L. Real-time inverse hysteresis compensation of piezoelectric actuators with a modified
Prandtl-Ishlinskii model. Rev. Sci. Instrum. 2012, 83, 65106. [CrossRef] [PubMed]

Ming, M.; Feng, Z.; Ling, ].; Xiao, X. Hysteresis modelling and feedforward compensation of piezoelectric
nanopositioning stage with a modified Bouc—-Wen model. Micro Nano Lett. 2018, 13, 1170-1174. [CrossRef]

Wang, G.; Chen, G. Identification of piezoelectric hysteresis by a novel Duhem model based neural network.
Sensor Actuat. A Phys. 2017, 264, 282-288. [CrossRef]

Gan, J.; Zhang, X. Nonlinear hysteresis modeling of piezoelectric actuators using a generalized Bouc-Wen
model. Micromachines 2019, 10, 183. [CrossRef]

@ © 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution
BY

(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

325






. . 24
. micromachines m\p\py
P

Article

A Low-Frequency MEMS Piezoelectric Energy
Harvesting System Based on Frequency
Up-Conversion Mechanism

Manjuan Huang ', Cheng Hou !, Yunfei Li !, Huicong Liu "*, Fengxia Wang *, Tao Chen ?,
Zhan Yang !, Gang Tang 2 and Lining Sun !

1 School of Mechanical and Electric Engineering, Jiangsu Provincial Key Laboratory of Advanced Robotics,

Soochow University, Suzhou 215123, China; szdxhmj@126.com (M.H.); livehc@126.com (C.H.);
liyunfei3321@foxmail.com (Y.L.); chent@suda.edu.cn (T.C.); yangzhan@suda.edu.cn (Z.Y.);
Insun@hit.edu.cn (L.S.)

Jiangxi Province Key Laboratory of Precision Drive & Control, Department of Mechanical and Electrical
Engineering, Nanchang Institute of Technology, Nanchang 330099, China; tanggang@nit.edu.cn

*  Correspondence: hcliu078@suda.edu.cn (H.L.); wangfengxia@suda.edu.cn (EW.)

2

Received: 22 August 2019; Accepted: 20 September 2019; Published: 24 September 2019

Abstract: This paper proposes an impact-based micro piezoelectric energy harvesting system (PEHS)
working with the frequency up-conversion mechanism. The PEHS consists of a high-frequency
straight piezoelectric cantilever (SPC), a low-frequency S-shaped stainless-steel cantilever (SSC),
and supporting frames. During the vibration, the frequency up-conversion behavior is realized
through the impact between the bottom low-frequency cantilever and the top high-frequency
cantilever. The SPC used in the system is fabricated using a new micro electromechanical system
(MEMS,) fabrication process for a piezoelectric thick film on silicon substrate. The output performances
of the single SPC and the PEHS under different excitation accelerations are tested. In the experiment,
the normalized power density of the PEHS is 0.216 uW-g~1-Hz 1-cm~3 at 0.3 g acceleration, which is
34 times higher than that of the SPC at the same acceleration level of 0.3 g. The PEHS can improve the
output power under the low frequency and low acceleration scenario.

Keywords: MEMS; piezoelectric vibration energy harvester; frequency up-conversion mechanism;
impact; PZT thick film

1. Introduction

In recent years, with the rapid development of micro electromechanical systems (MEMSs) and the
Internet of things (IoT), various micro wireless sensor nodes (WSNs) have been developed. These nodes
are widely used in military surveillance, structural health monitoring, road traffic monitoring, and so
on [1-4]. However, the limited lifetime of traditional batteries restricts the application of WSNs
in complex environments and increases the working load of changing the batteries periodically.
To overcome this restriction, some environmental energy harvesters dedicated to collect solar, thermal,
wind, ocean wave, and vibration energies have been developed [5]. Among these, vibration energy
is ubiquitous, such as structural vibrations, human activities, and fluid flows. The mechanical
vibration energy can be converted into electrical energy through four transduction mechanisms,
which are electromagnetic [6,7], piezoelectric [8-10], triboelectric [11,12], and electrostatic [13,14].
Piezoelectric vibration energy harvesters (PVEHSs) have received significant attention due to their
simple configuration, high energy conversion efficiency, and precision controllability of the mechanical
response [15-17].

Some piezoelectric materials are widely used in MEMS energy harvesters, which are aluminum
nitride (AIN) [18,19], zinc oxide (ZnO) [20,21], and Pb(ZrxTi;.)O3 (PZT) [22-27]. Among these,
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PZT has a higher electromechanical coupling coefficient compared with AIN and ZnO. Cui et al. [26]
developed a multi-beam energy harvester with a PZT thin-film layer using a sol-gel deposition
method. The maximum output power of 16.74 nW was obtained under an acceleration of 1 g
and resonant frequency of 1400 Hz. Generally, PZT thin-film deposition requires a specific and
complicated fabrication recipe, and the output performance of the PZT thin-film is limited. Therefore,
PZT thick-film-based energy harvesters were developed. Xu et al. [28] proposed a screen-printed
PZT/PZT thick-film bimorph cantilever for energy harvesting. However, the screen-printed PZT thick
films are not dense enough, which means their piezoelectricity is low compared with that of bulk PZT.
Thus, preparing a high-quality PZT thick film on silicon (Si) substrate through wafer bonding of bulk
PZT has been proposed [29-31]. Janphuang et al. [30] demonstrated a wafer-level fabrication process
of piezoelectric energy harvester using a spin-on polymetric adhesive WaferBOND as a bonding layer
between bulk PZT and Si. The harvester exhibited an average power of 82.4 uW under an excitation of
1 g at 96 Hz. The above studies indicate that the MEMS PVEHs with thinned bulk PZT thick films have
the potential for high output performance.

Another challenge for MEMS PVEHs is that the resonant frequencies of piezoelectric cantilevers
are higher than most ambient vibration sources. Most of the natural vibration sources are random
and at a low-frequency, typically ranging from 30 to 200 Hz [32-34]. In order to effectively utilize the
low-frequency environmental vibrations, lowering the resonant frequency and widening the operating
bandwidth have been the major target for the small-scale PVEHs. The frequency up-conversion
mechanisms provided a good solution to address these issues and have aroused great research
interest [35-38]. In general, the frequency up-conversion technologies can be divided into non-impact
and impact types. Galchev et al. [36] demonstrated a non-impact piezoelectric generator that utilized a
magnetic latching mechanism to convert the ambient low frequency to a higher internal operation
frequency. However, the average power of the device was 3.25 uW at 1 g. Improvement of the
output power needs to be considered. Jung et al. [39] introduced an energy harvester that uses the
snap-through buckling action of a pre-buckled beam for frequency-up conversion instead of magnetic
coupling. A maximum output power of 131 uW was generated using a 3 g acceleration. Ando et al. [40]
proposed a snap-through buckling based vibrational energy harvester by adopting a flexible buckled
beam, which was able to generate power in the excess of 400 uW under an acceleration of 13.35 m/s2.
However, large accelerations are generally required to drive the beam to induce snap-through
buckling, and it is difficult to fabricate the buckled beam with standard technologies. In addition
to these non-impact frequency up-conversion approaches, Umeda et al. [37] first demonstrated the
impact-based frequency up-conversion approach for energy harvesting by investigating the power
transformation of a steel ball impacting on a piezoelectric membrane. Halim et al. [38] proposed a
mechanical impact-driven PVEH consisting of two series-connected PZT cantilevers and a flexible
driving cantilever. A peak power of 734 uW from two series connecting PZT beams was achieved at
the resonant frequency of 14.5 Hz. The impact-driven frequency up-conversion technology effectively
increases the output power of the energy harvester at low frequency. Liu et al. [8] developed a PZT
thin-film MEMS-based frequency up-converted PVEH system by utilizing the periodic impact between
an S-shaped, low-frequency driving cantilever and a straight, high-frequency PZT generating cantilever.
The PVEH system realized a low operating frequency under 37 Hz and the volume was very small.
However, the maximum output power was only 0.12 uW with a 0.8 g acceleration. So far, there have
been few studies on silicon-based PVEH fabricated at the scale of MEMS for harvesting energy from
low-frequency vibration through an impact-based frequency up-conversion mechanism.

Therefore, this study has carried out research and discussion targeting a low-frequency MEMS
PVEH by using a frequency up-conversion mechanism. First, a new wafer-level micromachining process
for fabricating the PZT thick-film cantilever energy harvester was put forward. Then, the piezoelectric
energy harvesting system (PEHS) with a low-frequency S-shaped stainless-steel cantilever (SSC) and a
high-frequency straight piezoelectric cantilever (SPC) was incorporated. The output performances
of the system and the single SPC were investigated and compared by using a vibration control and
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testing system. The experimental results indicated that the impact-based frequency up-conversion
mechanism was able to improve the output performance of the harvester under a low-frequency and
low-acceleration vibration environment.

2. Design and Simulation

2.1. Device Configuration

In order to harvest the low frequency vibration, a PEHS working with a frequency up-conversion
mechanism was designed and is shown in Figure 1a. As can be seen, the PEHS was designed as a
parallel-cantilever structure, which consisted of a top high-frequency SPC and a bottom low-frequency
S-shaped SSC assembled within a predefined space. Figure 1b,c shows the schematic diagrams of the
SPC and the SSC. The surface area of the SPC was 15 x 14 mm? and the dimensions of the whole chip
was 22 mm X 21 mm X 0.6 mm. The S-shaped structure of the SSC was used to achieve a low-stiffness
beam within a small space. At the free end of the SSC, two nickel proof masses were assembled to
further reduce the resonant frequency of the cantilever. The SSC was mounted on a piece of printed
circuit board (PCB). The SPC was mounted on another piece of PCB, assembled on the top of the
SSC. The top and bottom electrode pads of the SPC were connected to the lead interfaces of the PCB
using gold thread. A rectangular hollow spacer was fixed between the two PCBs, and the initial gap
distance between the SPC and SSC could be adjusted by changing the thickness of the spacer. During
the vibration of the PEHS, the frequency up-conversion was realized through the periodic collision
between the SSC and SPC. Figure 1d shows the sectional view of the multi-layer SPC. The cantilever
consisted of a top Cu electrode layer, a PZT thick film layer, a bottom Cn/Sn electrode layer, a Si
supporting layer, and a Si proof mass at the cantilever tip. The thickness of the PZT layer and Si layer
were f, and f5, respectively. The free end of the cantilever was fixed with a Si mass of thickness t,, and
length Ly, to reduce the resonance frequency. Figure e shows the sectional view of the SSC, where the
thickness of the stainless-steel was 100 um. Table 1 lists the detailed geometric parameters of the SPC
and the SSC.

Table 1. Structural parameters and material properties of the straight piezoelectric cantilever.

Parameters Description Value
L Total length of the chip 22 mm
w Total width of the chip 21 mm
Ly Length of the cantilever beam 15 mm
L Length of the Si proof mass 5mm

Wi Width of the Si proof mass 14 mm
Ly Length of the nickel proof mass 15 mm
Wiy Width of the nickel proof mass 5mm
Ws Width of the S-shaped cantilever 1.5 mm
te Thickness of the top Cu electrode 1 um
tp Thickness of the PZT layer 65 um
e Thickness of the bottom electrode 9 um
ts Thickness of the Si substrate 200 um
tm Thickness of the Si proof mass 300 um
ty Thickness of the nickel proof mass 3 mm
b Thickness of the stainless-steel cantilever 100 pm

Figure 2 shows the collision process in one cycle, which can be divided into three states:
approaching, impacting, and separating. Assume that the PEHS is excited by a sinusoidal external
vibration, and the frequency of the vibration is close to the resonant frequency of the SSC. In the
approaching state, the SSC bends and moves upward to the SPC due to the external force. Since the
deformation of the SPC is much smaller than that of the SSC, the SPC would hinder the displacement
of the SSC. In the impacting state, the SSC impacts on the SPC and then moves upward together with
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the SPC. After that, the two cantilevers move downward and separate, then vibrate independently at
their own resonant frequency until the next collision. As a result, the low-frequency vibration of the
SSC is transformed into the high-frequency resonation of the SPC.

Cu electrode

PZT tt,

L"»' Stainless-steel
t f
t

Cu/Sn electrode s; mr= Nickel proof masses

(d) (e)
Figure 1. (a) 3D schematic of the piezoelectric energy harvesting system. (b) Schematic diagrams of the

straight piezoelectric cantilever and (c) the S-shaped stainless-steel cantilever. (d) Sectional views of
the piezoelectric cantilever and (e) the stainless-steel cantilever.
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Figure 2. Schematic diagram of the collision process in one cycle: (a) approaching, (b) impacting,
and (c) separating states.

2.2. Modal Analysis Using COMSOL

The resonant modes of the SPC and SSC were simulated using the finite element analysis software
COMSOL 5.4a (Stockholm, Sweden), as shown in Figure 3. In the simulation, since the top and bottom
electrode layers in SPC were too thin, which would lead to an increase in the calculation amount
of the mesh division, the simulation model was simplified. The materials of the SPC in the model
were defined as Si and PZT-5H. Meanwhile, the materials of the SSC were defined as stainless-steel
and nickel. Figure 3a,b show the first-order vibration mode shapes (mode I) and eigenfrequencies
of the SPC and SSC, respectively. The simulated resonant frequencies of the high-frequency SPC
and the low-frequency SSC were 964.26 and 46.65 Hz, respectively. As can be seen, the maximum y
displacements of the SPC and SSC both occurred at the end of the cantilever beam.
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Figure 3. Modal analysis of (a) the straight piezoelectric cantilever, and (b) the S-shaped

stainless-steel cantilever.
3. Micro Fabrication Process

As mentioned above, the PZT thick-film SPC was a PZT/Si composite structure with a Si proof
mass on the free end. A schematic illustration of the wafer-level micro fabrication process of the SPC is
shown in Figure 4, which mainly included the bonding of bulk PZT and Si wafer, thinning of PZT
thick film, electrodes preparation, proof mass etching, and cantilever releasing.
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ﬁg [ Jsi lllsio. Bt Mlce [Msn [pzr

)

Figure 4. Schematic illustration of the fabrication process of the straight piezoelectric cantilever.
(a) Sputtering Ti/Cu seed layer and (b) electroplating Cu/Sn layer on Si substrate. (c) Sputtering Ti/Cu
seed layer and electroplating Cu layer on PZT wafer. (d) Bonding PZT wafer and Si substrate together.

(e) Laser cutting the electrode pads and thinning the bulk PZT by mechanical lapping. (f) Sputtering Cu
top electrode layer. (g) Top electrode patterning through lithography and IBE process. (h) Depositing
SiO; by PECVD. (i) Welding spots patterning through lithography and RIE process. (j) Si proof mass
patterning and backside DRIE to release cantilever.

The fabrication process began with a 4-inch double-side-polished bare Si wafer with a thickness
of 500 pm. Then, a 500 nm thick silicon dioxide (SiO;) layer was grown on both sides of the Si wafer
using plasma enhanced chemical vapor deposition (PECVD), which served as a mask layer during
the etching process. A Ti (20 nm)/Cu (50 nm) seed layer was sputtered on the cleaned Si substrate
through magnetron sputtering, as shown in Figure 4a. The seed layer helped to enhance the adhesion
of the metal to the Si wafer during the next electroplating. A 5-um thick Cu layer and a 4.5-pm thick
Sn layer were electroplated onto the Si wafer (Figure 4b). Another Ti (20 nm)/Cu (50 nm) seed layer
was sputtered on the cleaned 4-inch bulk PZT wafer with a thickness of 400 um, followed by a 5-um
thick Cu layer electroplated onto the PZT wafer (Figure 4c). Then, the PZT wafer and Si substrate
were bonded together by means of Cu-Sn-Cu eutectic bonding (Figure 4d). The metal bonding layer
also functioned as the bottom electrode layer. After bonding, the shape of the cantilever and bottom
electrode pads were cut on the surface of the PZT wafer using laser cutting. The cutting depth of the
bottom electrode pads should be exactly stopped at the metal bonding layer, and the cutting depth of
the cantilever boundary should be deeper than the binding layer. Then, the bulk PZT was thinned
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from 400 um to 65 um using mechanical lapping (Figure 4e). Subsequently, a 1-um thick Cu layer
as the top electrode was sputtered onto the polished surface of the PZT using magnetron sputtering
(Figure 4f). The top Cu electrode was patterned using ultraviolet (UV) lithography and etched using
ion beam etching (IBE) (Figure 4g). A 500-nm thick SiO, layer was deposited on the PZT surface using
PECVD. This layer was used to prevent the top electrode Cu from being oxidized in the air (Figure 4h).
Next, the welding spots of the top and bottom electrodes were patterned using UV lithography and the
Si0; layer was etched using reactive ton etching (RIE) (Figure 4i). Finally, the structure of the Si proof
mass on the backside of the Si wafer were patterned using UV lithography, and then etched through
the 500-nm thick SiO, using RIE. After the oxide layer was etched, a deep reactive ion etching (DRIE)
dry etching process was utilized to ultimately release the cantilever (Figure 4j).

In the above MEMS process, a new bonding method for the bulk PZT and Si wafer was proposed,
and the metal bonding layer was employed as the bottom electrode as well, which reduced the step of
fabricating the bottom electrode and simplified the process. Preparation of the PZT thick film on the Si
substrate was the key technique. It mainly consisted of two steps, which were bonding the bulk PZT
wafer with the Si wafer and thinning the bulk PZT to the desired thickness, as shown in Figure 4d,e.
Figure 5a shows the photograph of the wafer after being bonded. The Cu-5n-Cu eutectic bonding
method was developed to bond the bulk PZT and Si wafer at 270 °C for 30 min. Since the melting
point of Sn is 231.9 °C, in order to ensure that Cu and Sn were sufficiently mutually fused, the bonding
temperature should be higher than the melting point of Sn, which produces a high bonding strength.
However, the Curie temperature of the PZT material is 295 °C [32]. A high bonding temperature may
result in a reduction of the voltage output performance of the PZT thick film, in addition to forming
large thermal stresses in the PZT layer. To prevent the PZT layer from cracking due to excessive
thermal stress during the thinning process, some grooves were laser-cut on the surface of the PZT layer
before the thinning to release the thermal stress in the wafer. In order to further solve these problems,
subsequent research should be focused on the development of low-temperature, high-strength bonding
methods. The photograph of the wafer after being thinned is shown in Figure 5b. It can be seen
that due to the uneven thickness of the bonding layer, the PZT layer on one side of the wafer was
completely worn through during the mechanical lapping. Therefore, when placing the device structure
on the wafer, it should be placed in the middle as much as possible. Subsequently, in order to facilitate
the patterning of the top Cu electrode, the shape of the device was cut out using laser cutting on
the surface of the PZT layer. The PZT layer was then polished, and the polished wafer is shown
in Figure 5¢c. Figure 5d shows the photograph of the wafer after being etched, where the shape of
the top electrode was patterned using lithography and IBE. The advantage of this new wafer level
MEMS process is the ability to simultaneously fabricate PZT thick film energy harvesters of different
structures, reducing manufacturing costs and enabling mass production.

Figure 5. Photographs of the wafer after being (a) bonded, (b) thinned, (c) polished, and (d) etched.

The photograph of the PEHS prototype is shown in Figure 6a. Figure 6b shows the cross-section
scanning electron microscope (SEM) image of the SPC. The multilayer piezoelectric cantilever consists
of a 65-um PZT layer with a 1-um Cu electrode layer coated on it, a 9-um intermediate Cu-Sn-Cu
bonding layer, and a 200-um Si substrate. The thickness of the cantilever was controlled using a DRIE
process to about 275 pm. Figure 6¢c shows the photomicrograph of the top and bottom electrode pads.
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The bottom electrode pad was obtained using laser cutting. The area of the electrode pad was 0.5 mm
x 0.5 mm.

X \ PZT [66;1"1
£2

CW/Sn =—_—— T 9um

Bottom electrode pad

Figure 6. (a) Photograph of the PEHS. (b) Cross-section SEM image of the piezoelectric cantilever.
(c) Photomicrograph of top and bottom electrode pads.

4. Experimental Results and Discussion

Figure 7 shows the experimental setup for the dynamic characterization of the fabricated device.
The PVEH prototype (see Figure 6a) was mounted onto a TIRA vibration exciter (TIRA GmbH,
Thuringia, Germany) which can generate different external sinusoidal excitations. The sinusoidal
excitation signal of the shaker was created using the signal generator and adjusted using the power
amplifier. An accelerometer (model 3035BG, DYTRAN, Los Angeles, CA, USA) was fixed on the
vibration shaker to monitor the excitation acceleration. The electrical output of the device was recorded
via dynamic signal analyzer software on the computer. In this study, in order to verify the effectiveness
of the frequency up-conversion mechanism, the output performance of the SPC and the assembled
PEHS were tested using a frequency up-sweep method and compared.

\
' CEIEUE ) Accelerometer

Power amplifier

Figure 7. Experimental setup.
4.1. The Output Performance of the SPC

First, Figure 8a shows the open-circuit voltage at various frequencies from 920 Hz to 1100 Hz
under different acceleration levels. It can be seen that the resonant frequencies of the SPC gradually
decreased as the acceleration increased; when the applied accelerations were 0.1g,0.5¢g,1.0g,and 1.5 g,
the resonant frequencies were 1013 Hz, 1011 Hz, 1009 Hz, and 1008 Hz, respectively. This was because
of the nonlinear change in the Young’s modulus of PZT under a large stress [24,41]. According to the
previous modal analysis using COMSOL, the first order resonant frequency of SPC was expected to be
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964.26 Hz, which was close to the experimental results. The discrepancy between the simulation and
the experimental results may be due to the simplification of the simulation model.
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Figure 8. Output performance of the single piezoelectric cantilever. (a) The open-circuit voltage versus
frequency at different acceleration levels. (b) The open-circuit voltage output versus time at various
accelerations from 0.1 g to 1.5 g. (c) The peak load voltage, and (d) the maximum instantaneous output
power versus load resistance at accelerations of 0.1 g,0.5g,1.0g,and 1.5 g.

Figure 8b shows the open-circuit voltage output versus time at accelerations from 0.1 g to 1.5 g.
It is clear that the peak open-circuit voltage increased with the increase of the acceleration, which were
12 mV, 54 mV, 94 mV, and 129 mV at the accelerations of 0.1 g, 0.5 g, 1.0 g, and 1.5 g, respectively.
To determine the maximum output power of the SPC with the optimal resistance, the voltage output
signal was connected to a varying resistor to obtain the relationship between load resistance and
output voltage under different vibration conditions. The instantaneous power delivered by the energy
harvester can be expressed as:
P=V}/R 1)

where V), is the voltage across the load, and R is the value of the external load resistance.

Figure 8c shows the peak load voltage (V) of the SPC versus the load resistance at different applied
acceleration amplitudes of 0.1 g, 0.5 g, 1.0 g, and 1.5 g. Comparing the load voltages under different
accelerations, it can be seen that the load voltage increased as the acceleration increased. Furthermore,
under a constant acceleration condition, the load voltage clearly increased with the increasing of the
load resistance. Based on Equation (1), the maximum output power for different load resistances was
calculated and depicted in Figure 8d. A maximum output average power appeared at the optimal
matched load resistance, which should be the same as the internal resistance of the device. The value
of the optimal matched resistance was related to the acceleration amplitude. For instance, the optimal
load resistance under 0.5 g, 1.0 g, and 1.5 g acceleration conditions were 4.2 k(}, 4.0 k), and 3.6 k),
respectively. A conclusion can be drawn that within a certain range of acceleration, the optimal load
resistance decreased gradually with the increasing acceleration. As shown in Figure 8d, the maximum
output power was 2.12 uW and occurred at the quite high resonance of 1008 Hz and acceleration of
15¢g.
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4.2. The Output Performance of the PEHS

Figure 9a shows the simplified 3D models of the PEHS. The resonant frequency of the SSC
was about 40 Hz, obtained using frequency sweep test, which was close to the simulated resonant
frequency of 46.65 Hz in COMSOL. Some factors, such as the gap distance between the SPC and the
SSC, as well as the vibration acceleration amplitudes, have an influence on the output performance of
the PEHS. In order to investigate the effects of the gap distance on the output performance of the PEHS,
the output voltages under three gap distance values dy, dy, and d3 were tested using up-sweep. The gap
distance should be limited such that the SSC can impact the SPC during low-frequency vibration.
However, the gap cannot be equal to zero, because the high-frequency SPC would limit the ability of
the low-frequency driving beam SSC to respond to an external low acceleration and low frequency
excitation [42]. Here the values of dy, d, and d3 were set as 0.6 mm, 0.9 mm, and 1.2 mm, respectively.
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Figure 9. (a) The simplified models of the piezoelectric energy harvesting system. (b) The open-circuit
voltage in the frequency domain at various acceleration levels under the gap of 0.6 mm. (c) The
open-circuit voltage output in the time domain at various accelerations under different gaps of 0.6 mm,
0.9 mm, and 1.2 mm. (d) Relationship between the maximum open-circuit voltage and the initial
gap distance.

The measured open-circuit voltage of the PEHS against operating frequencies at various
acceleration levels under the gap distance of 0.6 mm is shown in Figure 9b. The maximum open-circuit
voltages at the acceleration of 0.1 g, 0.2 g, and 0.3 g were 64 mV, 180 mV, and 208 mV, respectively.
It was observed that under a certain gap and a certain acceleration condition, the open-circuit voltage
output increased steadily as the operating frequency increased and then fell abruptly. Figure 9b shows
that at an acceleration of 0.3 g, the half-bandwidth of the PEHS at a gain of 0.5 was approximately 5 Hz
(from 40 Hz to 45 Hz). The reason for the wide operating bandwidth was that the SSC impacted with
the SPC, resulting in a hindrance of the motion of the SSC. The frequency response of the SSC deviated
from its normal linear behavior and exhibited nonlinearity in the overall stiffness of the SSC [43].

Figure 9¢ shows the time domain open-circuit voltage output waveforms of the PEHS under three
different gaps at accelerations of 0.1 g, 0.2 g, and 0.3 g. The maximum peak voltages were approximately
208 mV, 241 mV, and 238 mV for the distances of 0.6 mm, 0.9 mm, and 1.2 mm, respectively, at an
acceleration of 0.3 g. The maximum voltage of the waveforms for a 0.9 mm gap was higher than those
under the other gap conditions. However, considering the bandwidth of the voltage waveforms under
the three gap conditions, the maximum bandwidth was achieved under a small gap distance of 0.6 mm.
It was observed that under the large gap of 1.2 mm, the SSC could not hit the SPC at all at the low
vibration acceleration of 0.1 g. Figure 9d shows the fitted curves of the maximum output voltages
under three different gap distances at a certain acceleration amplitude, which indicates the relationship
between the output performance of the PEHS and the gap distance. Under the condition that the base
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acceleration was 0.3 g, the voltage continued to increase slightly as the distance increased from 0.6 mm
to 1.2 mm. However, the tendency of the voltage curve at 0.1 g and 0.2 g was to increase slightly over a
certain distance range and then decrease. The maximum voltage of 238 mV appeared at 0.3 g for a
distance of 0.9 mm. It can be inferred that at a certain vibration acceleration, there may exist an optimal
distance under which the maximum output voltage can be obtained.

Figure 10a shows the peak load voltage and the maximum output power of the PEHS versus load
resistance at a 0.3 g acceleration under the resonant frequency of 40 Hz. The gap distance was 0.9 mm.
With the increasing of the load resistance, the load voltage clearly increased, while the corresponding
power increased to a maximum value and then decreased. The maximum value of the output power
was 0.2 uW at the optimal load resistance of 11 k(). The power density of the PEHS normalized by the
input acceleration and frequency was 0.216 uW-g~!-Hz !-em~3. To verify the effectiveness of the PEHS,
the load voltage output of the SPC was also measured at the same acceleration level of 0.3 g under its
resonant frequency of 1012 Hz. The peak load voltage and the calculated output power of the SPC
for different load resistances is shown in Figure 10b. The tendencies of the voltage and power curves
of the SPC were the same as that of the PEHS. However, both the maximum load voltage and the
maximum power of the SPC were smaller than those of the PEHS. The maximum output power of the
SPC at 0.3 g was 0.15 uW, and the corresponding optimal load resistance was 4.7 k(). The normalized
power density of the SPC was 0.006 uW-g~'-Hz .cm~3 at a vibration acceleration of 0.3 g. It can be
seen that the normalized power density of the PEHS (0.216 pW-g~1-Hz"!-cm~3) was 34 times higher
than the normalized power density of the SPC at the same acceleration level of 0.3 g.
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Figure 10. The output load voltage and power versus load resistance of (a) the piezoelectric energy
harvesting system at 40 Hz, and (b) the single straight piezoelectric cantilever at 1012 Hz with a
0.3 g acceleration.

5. Conclusions

In summary, this work presented the design, fabrication, and experimental testing of a MEMS
PEHS. As a parallel structure, the PEHS consisted of a piezoelectric cantilever, a stainless-steel S-shaped
cantilever with proof mass, and supporting frames. By employing the parallel-cantilever structure,
the bottom low-frequency SSC would impact on the top SPC during vibration and realize a frequency
up-conversion. The piezoelectric cantilever chip used in the harvester was fabricated using a PZT thick
film MEMS fabrication process. Furthermore, the key techniques during fabrication were Cu-Sn-Cu
eutectic bonding, mechanical lapping, and electrode layer etching. Experimental results showed that
the SPC vibrated at an acceleration of 0.3 g could generate the maximum output power of 0.15 pW at
the resonant frequency of 1012 Hz, and the normalized power density was 0.006 uW-g~1-Hz l.cm=3.
The output performances of the PEHS were also investigated under different initial gap distances
and accelerations. Under a gap distance of 0.9 mm, the normalized power density of the PEHS was
measured to be 0.216 uW-g~!-Hz"!-cm~3 at an acceleration of 0.3 g and resonant frequency of 40 Hz,
which was much higher than that of the SPC. Moreover, the half-bandwidth of the PEHS broadened
to 5 Hz due to the collision between SSC and SPC. It was proven that combining the PEHS with a
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frequency up-conversion mechanism can increase the output power under low frequency and low
acceleration vibrations.
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Abstract: Detecting the depth and size of debonding in composite structures is essential for assessing
structural safety as it can weaken the structure possibly leading to a failure. As composite materials
are used in various fields up to date including aircrafts and bridges, inspections are carried out to
maintain structural integrity. Although many inspection methods exist for detection damage of
composites, most of the techniques require trained experts or a large equipment that can be time
consuming. In this study, the possibility of using the piezoelectric material-based non-destructive
method known as the electromechanical impedance (EMI) technique is used to identify the depth of
debonding damage of glass epoxy laminates. Laminates with various thicknesses were prepared and
tested to seek for the possibility of using the EMI technique for identifying the depth of debonding.
Results show promising outcome for bringing the EMI technique a step closer for commercialization.

Keywords: debonding; non-destructive testing; piezoelectric; electromechanical impedance;
damage detection; impedance-based technique; damage depth

1. Introduction

The high stiffness and strength to weight ratio of composite materials has led to a wide range
of applications including the field of aerospace, civil, and mechanical engineering. For this reason,
ensuring the safety and reliability of composite structures has always been an important factor. Damage
in composite structures such as debonding can cause a serious problem if it goes undetected as it may
significantly reduce structural integrity. Thus up to date, many researches have been conducted to
detect the damage of composite structures where a well summarized list of contact and non-contact
NDT (non-destructive testing) methods can be found in [1]. Thorough review work can be found
in previous studies written by various authors including vibration-based model dependent methods
for detecting damage in composite structures [2], failure modes that exist in composite materials with
a brief discussion on both the destructive and NDT methods [3], applicability of NDT methods on
thick walled composites [4], and assessment of debonding subjected to drilling [5].

In this study, a non-destructive testing method known as the electromechanical impedance (EMI)
technique is used to study the possibility of detection debonding depth. Up to date, the technique has
been proved to be effective for monitoring changes in structural property where some of the recent
work can be found in [6-15]. Furthermore, various authors have studied related to debonding and
delamination of composites such as modifying the EMI model of piezoelectric (PZT) actuator-sensors
to detect debonding of composite patches [16], carbon fiber reinforced polymer (CFRP) and concrete
surface debonding detection [17], 2D model and a set of experiments subjected to debonding of RC
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beams strengthened with FRP strips [18], assessment of three different cases of possible weak CFRP
bonding [19], and localization of artificially created delamination in CFRP samples [20].

The technique uses a single PZT patch to act as both actuator and sensor, simultaneously which is
a major advantage compared to other contact based non-destructive testing methods. For a successful
damage detection process, a frequency range with multiple resonance peaks must be chosen as these
peaks will change more when subjected to damage compared to a frequency range without any peaks.
Here, a suitable frequency range is selected by the trial and error method by sweeping various frequency
ranges. As the 1D EMI model proposed by Liang et al. [21] showed that the electrical impedance of the
attached PZT patch is directly related to the mechanical impedance of the host structure, any changes
in the structure (i.e., damage) can be detected by monitoring the changes in the measured electrical
impedance signature of the PZT patch. Although acquiring impedance signatures can be achieved
without too much difficulty, analyzing the data for identifying damage can be a complex task as various
factors affect impedance signatures. Factors including change in environment temperature, bonding
condition, PZT placement, and sizing can result in different outcomes every time as the EMI technique
uses high frequency range (over 20 kHz) making it a sensitive technique subjected to various factors.

Through this work, it was experimentally found that the debonding depth could be found
regardless of where the PZT transducer was attached. The difference between signature change due to
debonding damage and random PZT transducer attachment was identified in the study.

2. EMI Technique

In this study, experiments were conducted at a room temperature of 24 °C (+0.2 °C) using the
AD5933 evaluation board manufactured from Analog Devices Co (Norwood, MA, USA). The equipment
allows one to measure impedance up to 100 kHz with over 500 data points. Shown in Figure 1,
the AD5933 evaluation board is connected to a computer and the test specimen made of two composite
plates (glass fiber epoxy laminate) adhered together using a commercial epoxy adhesive (Loctite Quick
Set). The two composite plates of size 300 mm x 100 mm with 0.6 mm thickness (with Poisson ratio 0.3,
density of 1550 kg/m3, Young’s modulus 17 Gpa) were purchased from a domestic company (ArtRyx,
Gyeonggi-do, Republic of Korea) and the piezoelectric patch model PSISA4E was purchased from
Piezo Systems (Woburn, MA, USA).

The first test for this work was to demonstrate the change in the impedance signature after
complete debonding of a composite layer. Since the test specimen shown in Figure 1 consists of two
composites bonded together with epoxy, the impedance signatures of the attached 15 mm square PZT
were measured before and after removing the bottom composite layer. In general, conducting the EMI
technique on metal structures subjected to damage will result in larger signature variations. However,
the impedance signature results shown in Figure 1 shows small variation subjected to debonding
in the frequency range of 30 kHz to 80 kHz with a small left shift movement. Such reason is due to
the composite plate having non-homogenous property and absence of resonance peak in the selected
frequency range. However, although the change in the signature indicates the presence of damage,
it is difficult to identify the type of damage as a crack damage or debonding damage can both result
in change in impedance signatures [22]. In [22], the author found a way to distinguish a crack damage
from a debonding damage where it was experimentally proven that only the debonding damage
caused the impedance signature peak to increase. Thus, based on this fact, this work will seek for
the possibility of finding the debonding depth of a composite structure by analyzing the shape of
the impedance signature. The study will attempt to correlate variations of indices obtained from the
signature changed to the debonding depth of the composite plates used in this study. Since the EMI
technique is strongly affected by small variations in the monitored structure, a composite structure
with different dimensions may result in a different outcome. Nevertheless, the results found in this
study can be a start to finding the debonding depth using the EMI technique.
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Figure 1. Experiment setup of the electromechanical impedance (EMI) technique for a debonding test.

Since the conventional approach of attaching the PZT patch onto the composite structure, as shown
in Figure 1 does not have a large enough impedance peak, the first step was to create one. As previously
mentioned, a resonance frequency range with peak(s) is required for a successful damage detection using
the EMI technique. Using a 15 mm square PZT patch attached to a 25 mm diameter metal disc with 3 mm
thickness, a large impedance signature peak can be created (shown later in Figure 3).

Figure 2 shows the experimental concept for this study where three test specimens are tested with
each consisting of a bottom composite plate of 0.6 mm and varying top composite plate thickness of
0.2 mm, 0.4 mm, and 0.6 mm adhered using the epoxy adhesive. Note that only the half of the test
specimen is adhered to test the validity of the proposed idea labelled “Area_A" in the figure (the other
unattached area is labeled “Area_B”). Thus, Area_A and Area_B are considered as the intact case
and damage (debonded) case, respectively. The first test case (shown in Figure 2) involved using the
PZT-metal transducer (detailed explanation and research results on this idea can be found in [23]) to
be randomly attached to Area_A with the impedance signature being measured then attached onto
another spot within Area_A for another measurement until 10 impedance signatures were acquired.
The PZT-metal transducer was attached by using a magnet of same size on the opposite side to
achieve temporary attachment. Then, another 10 impedance signatures were measured on Area_B
for comparison. The second test case was to do the same as the previous test but by using a different
top composite plate thickness of 0.4 mm. The third and last test case was to conduct the experiment
with 0.6 mm thickness top composite plate. The purpose of the random placement of the PZT-metal
transducer is that in reality, it is virtually impossible to exactly attach the sensor onto the same spot
every time. Thus, identifying the debonding depth regardless of the sensor attachment would greatly
advance the EMI technique for bringing it one step closer for a real use in the (i.e., fault detection
during manufacturing process of composite plates at the inspection stage where the PZT-metal can be
temporarily be attached to check voids).
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Figure 2. Experiment concept with the piezoelectric (PZT)-metal transducer (c.f. [23]).

Figure 3 shows all the impedance signatures acquired for the three test cases with 20 impedance
signatures for Figure 3a—c. First, observing in Figure 3a involving 0.2 mm thick top composite plate,
there is a clear difference between the 10 impedance signatures measured before debonding (dark
green color on the right side of the figure) and after debonding (light green color on the left side of the
figure). Before debonding (intact case), most of the resonance peaks are located near 40 kHz with the
peak heights being located around 19 k(). With debonding, these peak heights increase to over 30 k()
with the resonance peak being shifted to the left direction to around 37 kHz. Furthermore, averaging
the two set of data clarifies the difference as shown in Figure 3d where the green line labeled “0.2_int”
represents the averaged signature obtained from the 10 impedance signatures before debonding and
“0.2_del” dotted green line represents the averaged signature from after debonding. With Figure 3b,
the difference between the debonding (light blue lines) and intact case (dark blue lines) can easily be
visually distinguished. Again, most of the impedance peak heights increase after debonding with
a frequency shift in the left direction. In addition, the averaged signature shown in Figure 3d shows
a clear difference between the intact case (labeled “0.4_int” blue line) and debonding case (labeled
“0.4_del” blue dotted line). With the 0.6 mm thick top composite plate results shown in Figure 3c,
the difference between the intact case and debonding case is not as significant compared to the previous
two cases. However, it can be visually distinguished as the impedance signatures have shifted to the
left after debonding of the bottom composite plate. The averaged signatures before debonding (red
line labeled “0.6_int”) and after debonding (red line dotted labeled “0.6_del”) in Figure 3d once again
results in the impedance signature peak increasing and shifting towards the left direction.

Observing in Figure 3d intact cases (0.2_int, 0.4_int, and 0.6_int), there is no frequency shift between
0.2_int and 0.4_int but a frequency shift in the left direction for 0.6_del can be seen. This experimentally
proves for this study that the relationship between the thickness of the target structure and the frequency
shift movement does not have a simple linear relationship, increasing the complexity when analyzing
data. Next, observing at the debonding cases (0.2_del, 0.4_del, and 0.6_del), that the difference between
0.2_del and 0.4_del is small with the 0.4_del impedance peak having the highest value among the
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three impedance signatures (three dotted lines). This result is interesting when compared to the three
intact cases as this shows that the increase in thickness does not always result in higher amplitudes.
The higher amplitude for 0.4_del compared to 0.6_del shows that the 0.4 mm thickness may create
larger resonances in the 25-45 kHz frequency range using the PZT-metal transducer created for this
study. Another possibility of this outcome is that since the impedance signatures were measured
10 times by randomly placing the PZT-metal onto the composite structure, it is possible that this

randomness has affected the outcome. Nevertheless, such phenomenon should be further researched

in detail in the near future.
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Figure 3. Impedance signatures: (a) With 0.2 mm top plate; (b) with 0.4 mm top plate; (c) with 0.6 mm

top plate; (d) averaged for all measurements.

3. Possibilities for Identifying Debonding Depth

In the previous section, the changes in impedance signatures subjected to debonding damage
were clearly witnessed. Thus, one way of identifying the debonding damage would be to utilize the
averaged impedance signatures in Figure 3d. For example, if we have another set of composite structure
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consisting of two 0.6 mm thick glass epoxy composite plates adhered together, an intact case would
result in an impedance signature that nearly matches the impedance signature 0.6_int. With close
together and although measuring the impedance signature multiple times for averaging may solve the
problem, this idea for solving this problem needs to be more specific. In this section, three statistical
equations are used to quantify these changes in the signature to find out which statistical metric
is suitable for identifying debonding depth. These three equations are root mean square deviation
(RMSD), mean absolute percentage deviation (MAPD), and correlation coefficient deviation (CCD)
represented in equations 1 to 3. Here, Re(Z;’) represents the reference impedance signature (real part)
and Re(Z;) the corresponding signature (real part). N is the number of impedance signatures, with the
symbols Z and 0z representing the mean value and standard deviation, respectively.

RMSD — \/;[Re(zi) —Re(Z?)]Z/;[Re(Z?)]Z 1)

MAPD = " |[Re(Z:) - Re(22)|/Re(Z) )
N

CCD = 1 - CC, whereCC = Z[RC(Zi) —Re(Z)HRe(Z?) —Re(zo)] 3)

0z0z0 N

For calculating the statistical metrics, the impedance signature of 0.2_int (averaged impedance
signature) is used as the reference signature for Figure 3a. Thus, all 20 impedance signatures (10 intact
case and 10 debonding case) were used to calculate the RMSD, MAPD, and CCD values for each
signature resulting in 60 numbers. For Figure 3b and 3c, the reference signatures used were 0.4_int
and 0.6_int, respectively where all the results for applying the three statistical equations can be seen
in Table 1 to 3 below. For an easier visualization, all the numbers from the three tables are rearranged
and plotted using the surface type plot in Figure 4. From the figure, the left half of the surface plot
are all the results from the intact case where the RMSD, MAPD, and CCD values are relatively low
compared to the right side of the plot, which represents the values after debonding. Observing at
the intact cases (left side of the plot), it is easy to notice that the RMSD and CCD values are higher
compared to the MAPD values. Since it is the intact case we are dealing with here, it would be great to
have values close to zero to let one know that no damage is experienced. However, the EMI technique
is a sensitive technique and randomly placing the PZT-metal transducer has changed the shape of the
impedance signatures resulting in relatively high values for some cases (labeled in the figure). Thus,
the preferred statistical equation to be used here just by examining the left side of the plot would be to
use the MAPD equation since it has the lowest values. However, if we take a look at the debonding case
results (right half of the plot), the MAPD has generally low values compared to the other two statistical
metrics values. The CCD values result in the highest values here, which is the wanted outcome from
the debonding experiment.

The idea of identifying the debonding depth can be referred to the three tables by examining
the averaged values for each column. For Table 1, the averaged values (column) of RMSD, MAPD,
and CCD are 16.9%, 9.6%, and 18.5% for the intact cases, respectively. The averaged values for the
debonding cases are 32.5%, 16.2%, and 32.0% for the RMSD, MAPD, and CCD columns, respectively.
Thus, one can propose a guideline by observing only the RMSD and CCD values, a debonding depth
at 0.2 mm (in the thickness direction) can be found for the glass epoxy composite plate of the same
type used for this study if the averaged RMSD and CCD values are over 30%. Thus, for example,
if one was to inspect a composite structure, multiple measurements should be taken regardless of the
sensor location placement and averaged values of RMSD and CCD under 20% should be disregarded.
However, applying this guideline for Table 2 will result in the same outcome with the 0.4 mm thickness
top composite plate with the RMSD and CCD averaged values of less than 20% for intact cases (RMSD
of 15.6%, CCD of 11.2%) and over 30% for debonding cases (RMSD of 39.2%, CCD of 51.4%). Thus,
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the guideline should have more constraints such as averaged RMSD value of over 30% and CCD value
of over 50% defined as the debonding damage at 0.4 mm depth (thickness direction). Referring back
to Figure 3d, the change in the averaged impedances signatures before and after debonding of the
0.6 mm top composite plate was small compared to the other two cases. The calculated statistical
metrics values in Table 3 also show this outcome as the values are considerably smaller compared
to Tables 1 and 2. The averaged RMSD, MAPD, and CCD values before debonding are 8.6%, 3.3%,
and 2.2%, respectively where these values increase to 20% and 8.6% and 13.2% with debonding. Thus,
to identify debonding at 0.6 mm depth, the RMSD and CCD values less than 10% should be the
threshold value where obtaining a value higher than this value will mean a debonding damage has

occurred at 0.6 mm depth.
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Figure 4. Surface type plot of the statistical metrics obtained from experiments.

Table 1. Results for 0.2 mm thickness top composite plate.

Intact Debonding
Measurement Number

RMSD MAPD CCD RMSD MAPD CCD

1 16.1 9.0 18.2 37.2 18.7 415

2 19.5 13.0 31.8 34.6 16.9 34.9

3 22.4 13.4 40.2 44.0 21.5 48.3

4 114 6.2 5.1 31.2 14.1 26.8

5 17.0 9.3 114 249 144 234

6 19.3 9.0 17.1 232 119 18.1

7 19.2 10.9 17.9 26.0 11.7 20.6

8 14.3 6.6 14.5 23.8 14.2 23.7

9 10.9 7.5 7.5 39.0 18.3 37.8

10 18.6 11 21.1 41.6 20.6 44.8
Averaged 16.9 9.6 18.5 32,5 16.2 32.0
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Table 2. Results for 0.4 mm thickness top composite plate.

Intact Debonding
Measurement Number

RMSD MAPD CCD RMSD MAPD CCD

1 6.6 3.3 14 46.0 27.3 60.6

2 11.7 7.1 5.5 45.7 26.7 61.0

3 9.8 49 3.3 30.9 21.0 43.1

4 19.8 10.4 14.7 424 25.7 57.5

5 23.5 12.3 22.9 41.6 27.7 65.9

6 8.3 3.4 2.0 39.1 23.1 49.7

7 16.6 7.6 9.7 451 26.0 59.4

8 23.4 19.3 26.9 23.4 119 23.2

9 14.3 6.8 6.0 36.3 20.2 45.2

10 22.0 12.8 19.7 41.1 214 47.9
Averaged 15.6 8.8 11.2 39.2 23.1 51.4

Table 3. Results for 0.6 mm thickness top composite plate.

Intact Debonding
Measurement Number

RMSD MAPD CCD RMSD MAPD CCD

1 10.0 3.6 1.9 18.7 8.7 11.8

2 7.6 25 14 21.3 94 14.8

3 47 1.6 0.7 12.0 47 4.2

4 55 22 1.2 20.7 8.4 119

5 6.3 1.8 1.0 84 32 22

6 12.1 4.6 4.1 23.7 10.1 15.6

7 129 55 6.2 26.6 115 20.4

8 6.8 2.7 1.6 11.8 5.1 5.0

9 11.2 4.1 3.1 30.8 14.0 29.6

10 9.1 44 1.0 26.1 10.6 16.9
Averaged 8.6 3.3 2.2 20.0 8.6 13.2

To simply summarize the guideline for identifying the possibility of debonding depth of the
glass epoxy composite plates used for this study, the conditions are as follows. Averaged RMSD and
CCD values both resulting in between 30% and 40% means debonding has occurred at 0.2 mm depth.
Averaged RMSD value of over 30% and CCD value of over 50% is that debonding exists at 0.4 mm
depth. Lastly, averaged RMSD and CCD values between 10% and 20% states that debonding has
occurred at 0.6 mm depth.

Although such guideline may be limited to the experiment conducted in this study, the findings
in this study (including change in peak amplitude and left frequency shift movement) brings new
possibilities and what needs to be researched in the future. A future study of various composite
material types with real debonding cases will be tested with the proposed idea in the near future to
bring the EMI technique one step close to real field applications.

4. Conclusions

In this study, the possibility of identifying debonding damage of the glass epoxy composite
plates was proposed using the EMI technique. Three experiments were conducted with the 0.6 mm
thick composite plate attached to another composite plate with varying thickness of 0.2 mm, 0.4 mm,
and 0.6 mm. The PZT transducer was attached to a metal disc before attachment to the composite
structure to create a large impedance signature peak, which was necessary for the study. Twenty
impedance signatures were acquired for each of the three test specimens where 10 signatures were
acquired from the undamaged part of the composite plate and the other 10 signatures from the
debonding part of the composite plate. Here, the PZT-metal transducer was randomly placed on the
test specimen each time for measuring a signature. The reason for random placement of the sensor
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was necessary as this is an important issue to be solved for the EMI technique to be used for practical
application. For general inspection of composite components or structures, it would be virtually
impossible to attach the sensor onto the exact same spot every time. From the experiments in this
study, the random placement of the PZT-metal transducer caused the impedance signature to change.
However, the change was more severe when subjected to debonding as the resonance peak amplitude
increased with a shift towards the left direction.

Using the statistical metrics RMSD and CCD, a simple guideline was proposed based on the
findings acquired from the study for identifying the debonding depth of composite structures.
By measuring multiple impedance signatures, averaged RMSD and CCD values between 30% and 40%
meant debonding has occurred at 0.2 mm depth. Secondly, averaged RMSD over 30% and CCD of
50% indicated debonding damage at 0.4 mm depth and lastly, averaged values of RMSD and CCD
between 10% and 20% implied that debonding has occurred at 0.6 mm depth. Since this guideline was
proposed based on the experiments conducted in this work, the future work will consist of testing out
this idea with real debonding damage case scenarios to bring the EMI technique a step closer for real
field applications.
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Abstract: In this paper, we report a novel aluminum nitride (AIN) thin-film piezoelectric resonant
accelerometer. Different from the ordinary MEMS (micro-electro-mechanical systems) resonant
accelerometers, the entire structure of the accelerometer, including the mass and the springs,
is excited to resonate in-plane, and the resonance frequency is sensitive to the out-plane acceleration.
The structure is centrosymmetrical with serpentine electrodes laid on supporting beams for driving
and sensing. The stiffness of the supporting beams changes when an out-plane inertial force is applied
on the structure. Therefore, the resonance frequency of the accelerometer will also change under
the inertial force. The working principle is analyzed and the properties are simulated in the paper.
The proposed AIN accelerometer is fabricated by the MEMS technology, and the structure is released
by an ICP isotropic etching. The resonance frequency is 24.66 kHz at a static state. The quality factor is
1868. The relative sensitivity of this accelerometer, defined as the shift in the resonance frequency per
gravity unit (1 g = 9.8 m/s?) is 346 ppm/g. The linearity of the accelerometer is 0.9988. The temperature
coefficient of frequency (TCF) of this accelerometer is —2.628 Hz/°C (i.e., =106 ppm/°C), tested from
—40 °C to 85 °C.

Keywords: MEMS; AIN thin film; piezoelectric effect; resonant accelerometer; z-axis

1. Introduction

MEMS accelerometers and gyroscopes are widely used in inertial navigation systems [1].
The MEMS accelerometers can be categorized into electrostatic types, piezoelectric, piezoresistive,
and pyroelectric ones, based on the working principles [2-8]. Compared with the electrostatic
accelerometers (such as the Si accelerometers), the piezoelectric ones have a higher energy transfer
efficiency and a simpler structure. In the electrostatic types, a complicated comb structure is a common
design, since a capacitor structure is needed for excitation or sensing. The situation tends to be
convenient when it comes to the piezoelectric ones, for even a simple electrode could realize the
excitation or sensing functions [9,10]. Due to the charge leak, the resonant structure is often used for
piezoelectric accelerometers.

A typical MEMS resonant accelerometer contains one or several resonant elements and proof
masses, as shown in Figure 1 [7]. The resonant elements as a sensing part work in the resonant state.

Micromachines 2019, 10, 589; doi:10.3390/mi10090589 351 www.mdpi.com/journal/micromachines
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When an in-plane inertial force is applied on the MEMS structure, the proof mass will tense or compress
the resonant elements. This will lead to a change of the stiffness. Therefore, the resonance frequency
will shift with the increase of the in-plane inertial accelerations.

Af=fa-fo

Figure 1. The structure of the resonant micro-electro-mechanical systems (MEMS) accelerometer.

AIN MEMS accelerometers have been studied in recent years [11-14]. However, most of these
AIN accelerometers can only detect the in-plane acceleration. This limits the integration of the AIN
3D accelerometer. To detect the out-plane acceleration, a T-shape AIN MEMS accelerometer was
designed in my previous work [15]. This accelerometer resonates in-plane but measures the acceleration
out-plane. The z-axis sensitivity is 68.9 ppm/g and the quality factor is 1464. In order to improve the
sensitivity and Q value, an optimized AIN accelerometer is proposed in this work.

In this paper, a tuning-fork structure is used in this AIN accelerometer. The tuning-fork structure
comes from a Si MEMS gyroscope, in the Georgia Institute of Technology [16]. Two proof masses
resonate reversely. In addition, the two anchors are designed at the middle of the supporting beams.
When resonating, there will be no stress and no displacement at the anchors. Therefore, the anchor
loss is zero. This design will benefit for improving the quality factor. This accelerometer is excited
in-plane but can measure the out-plane acceleration. When an out-plane inertial force is applied on the
AIN thin-film structure, the stiffness of the supporting beams will change. Therefore, the resonance
frequency will shift with the increase of the out-plane acceleration. In this work, the z-axis sensitivity
is measured at 346 ppm/g with the base frequency of 24.66 kHz. The quality factor is 1868.

2. Design

The AIN MEMS accelerometer is composed of four supported beams and two proof masses.
The schematic structure is as shown in Figure 2. It contains four layers, the SiO, layer, the bottom
electrode layer (Mo), the AIN layer, and the top electrode layer (Ti/Pt). The parameters are listed in
Table 1. The SiO; layer works as the support and insulation. The bottom electrode is connected to the
ground. The top electrodes, which are serpentine, are placed on the supported beams. They contain
the drive electrode and sense electrode. The drive signal is applied on the drive electrode. Due to the
piezoelectric effect, the electric field will excite a mechanical strain. This strain will lead to a stress o,
which is the in-plane direction. Moreover, the stress can drive the structure to vibrate.

u
0 = Eang—ds 1
AIN
where Ey is the Young’s modulus of AIN. duy is the thickness of the AIN film. U is the drive

voltage. dz; is the piezoelectric coefficient of AIN. According to the reported references [17,18],
the d31 =-26 pm/V
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Figure 2. The structure of the aluminum nitride (AIN) MEMS accelerometer. In addition, the detailed
analysis of the core beams (B1, B2, B3, B4).

Table 1. The structure parameters of the AIN MEMS accelerometer.

Parameters Dimensions

Length of the beam (AB) 1150 pm
Width of the beam (AB) 35 pm
Length of the beam (CD) 400 pm
Width of the beam (CD) 25 um
Width of the electrodes 12 um
The sides of the proof mass 500 pm
The sides of the releasing hole 20 pm

The thickness of the structure 2.05 um

To maximize the electromechanical signal, the top electrodes on the core beams are designed as
serpentine electrodes. The sizes and the position of the serpentine electrodes come from the stress
simulation. Figure 3a shows the stress simulation. The top electrodes are designed according to
the stress distribution [11]. ABCDEFG is the line of the top electrode. Figure 3b shows the stress
distribution. There are nearly no opposite sign charges on the top electrode. Therefore, a maximized
electromechanical signal can be collected by the serpentine electrodes. Table 2 lists the parameters of
each material.

x10°

The stress of the resonant mode

0 200 400 800 200 1000 1200

The position of the top electrode (um)

() (b)

Figure 3. The stress simulation of the AIN MEMS accelerometer (a); the stress distribution along the
top electrode (b).
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Table 2. The parameters of each material from COMSOL Multiphysics library.

Parameters AIN Mo SiO, Si Pt Ti
Density (kg/m?) 3300 10,200 2200 2329 21,450 4506
Young’s Modulus (GPa) 410 312 70 170 168 115

Due to the AIN piezoelectric effect, the MEMS structure is excited to resonate in-plane by the drive
signal [19]. The resonant mode is simulated by the software COMSOL Multiphysics. The simulation
result is shown in Figure 4. The two proof masses vibrate reversely. The positions of the anchors are
the nodes. There is no displacement and no stress. This means there will be no anchor loss. The quality
factor of this accelerometer will increase [20].

Anchor

0

Figure 4. The displacement resonant mode of this AIN MEMS accelerometer.

The proof masses vibrate along the x-axis. The acceleration is along the z-axis. When an acceleration
a applies on the entire structure, the supporting beams will deform in the z-axis. The stiffness coefficient
k. will change. As a result, the resonance frequency f, will shift with the z-axis acceleration. The detailed
derivation is in reference [15].

1 Ak 3a Lm Lm
fo = ol 3] = Aol ) = Sl @

where f g is the in-plane resonance frequency at static state. And kyg is the stiffness coefficient along
x-axis at static state. C is a constant. L is the length of the beam. w is the width of the beam. t is the
thickness of the structure.

The sensitivity of this accelerometer is proportional to 57'"3 In order to increase the sensitivity,
the mass and the length of the beam should be increased. In this work, the AIN MEMS accelerometer
is a thin-film structure. The whole thickness of the structure is 2.05 um. The size of the proof mass is
increased to 500 um X 500 pum.

Due to the lattice mismatch, there will be a residual stress in the actual accelerometer structure.
The mean value of the residual stress is more than 500 MPa. This residual stress will lead the MEMS
structure to bend out of plane, as shown in Figure 5a. To simplify the simulation and show the trend of
the whole curve, the residual stress is set to 5 MPa, which is less than the actual value. Figure 5b shows
the simulation result with the residual stress. The AB part which includes zero g, is monotonically

increasing. This part is the range of this accelerometer.
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Figure 5. The deformation of the structure under the residual stress (a); the sensitivity curve of this
AIN MEMS accelerometer simulated with the residual stress (b).

3. Fabrication

The substrate is the (100) silicon wafer with a 300 nm SiO; layer. The bottom electrode is Mo, with
300 nm thick. The (002) oriented AIN film is deposited on the Mo layer by the magnetron sputtering
process. It is 1.3 pm thick. The piezoelectric coefficient dsz of the AIN film is 5.09 pm/V tested by
the piezoresponse force microscopy [21]. A composite top electrode layer 150 nm Ti/Pt is deposited
by the electron beam evaporation. The normal MEMS processes have been used to fabricate this
accelerometer. The AIN film is etched by the ICP process with Cl,/BCls/Ar [22]. The entire structure is
released by the ICP isotropic etching process with SFg.

Figure 6a,b are the scanning electron microscope (SEM) pictures of the fabricated accelerometer.
Figure 6a is the top view of the structure. Figure 6b is the side view of the structure. The structure
bends along the +z-axis because of the residual stress.

() (b)

Figure 6. The micrographs of the AIN MEMS accelerometer. (a) Top view; (b) side view.

In order to achieve a better performance, a vacuum package process—the discharge welding—was
used. In this process, the vacuum is 0.16 Torr.

4. Results and Discussion

The characteristics of this AIN accelerometer were tested by the dynamic signal analyzer 35,670 A.
The source signal, which comes from the 35,670 A, applies on the drive electrode to excite the structure.
The amplitude of the input signal is 0.2 Vpk. The GND electrodes are the bottom electrode. It connects
the ground. In addition, the resonant signal is detected from the sense electrode. Figure 7 shows the
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schematics of an electrical test of this accelerometer. The resonance frequency is 24.66 kHz at a static
state at room temperature. The quality factor is 1868 as shown in Figure 8.

Sense N

Figure 7. The schematics of the electrical test.
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Figure 8. The resonant characteristics of the AIN accelerometer at a static state.

For the sensitivity test, the accelerometer was placed on the rotating platform vertically, as shown
in Figure 9. A centripetal acceleration, which comes from the circular motion (i.e.,a = a)zr), would
apply on the AIN resonant accelerometer, and lead to a frequency shift. The rates of the rotating
platform range from 0~1000°/s. The accelerometer is placed at the position 20.5 cm away from the
center. In this test, the rate was set from zero to 1000°/s with a step of 100°/s. The room temperature is
25°C.

_ el

1
/ _'€= Rate u)\

Accelerom ter'a

\\ J

Figure 9. The sensitivity test by the rotating platform.

In the rotation test, the centripetal acceleration is perpendicular to the plane of the accelerometer.
To avoid the Coriolis force, the MEMS chip is placed on the support vertically, which the direction
of the vibration velocity vis parallel with the rate . Therefore, the Coriolis force is null. Figure 10
shows the experiment results of the relationship between the accelerations and resonance frequencies.
The sensitivity of the AIN resonant accelerometer is 8.53 Hz/g, tested from —5 g to +5 g. The relative

sensitivity (i.e., %/ g, where fj is the resonance frequency) is 346 ppm/g at the base frequency
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of 24.66 kHz. The linearity of the accelerometer is 0.9988. With the increase of the acceleration,
the resonance frequency increases. As shown in Figure 10b, the amplitude of each resonant peak is
nearly equivalent.
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Figure 10. (a) Sensitivity of the accelerometer; (b) resonant peaks at different accelerations.

The cross error of this MEMS accelerometer was characterized by the rotation test. Figure 11a,b
show the test results. The output frequencies scatter around 24.66 kHz. The x-axis sensitivity is
0.039 Hz/g, and the y-axis sensitivity is 0.52 Hz/g. Compared with the z-axis sensitivity, the cross error
of the x-axis is 0.46% and the y-axis is 6.1%. These results prove that this MEMS accelerometer is
insensitive to the in-plane accelerations.
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Figure 11. Cross axis sensitivities of the AIN MEMS accelerometer. (a) X-axis sensitivity;
(b) Y-axis sensitivity.

The temperature characteristic of the AIN accelerometer is tested. The temperatures range from
—40 °C to 85 °C with a step of 5 °C. The temperature coefficient of frequency (TCF) of this accelerometer
is =2.628 Hz/°C (i.e., =106 ppm/°C). Figure 12 shows the temperature characteristic of this accelerometer.
Due to the negative temperature coefficient of AIN, a higher temperature will lead to a lower Young’s

modulus. The resonance frequency is proportional to \/g . Where E is the Young’s modulus. And p is
the density.

foe P 3

Therefore, the resonance frequency will decrease with the increase of the temperature. In order
to reduce the TCE, an optimized temperature compensation layer (SiO, layer) or a temperature
compensation circuit will be used.
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Figure 12. The temperature characteristic of the AIN accelerometer tested from —40 °C to 85 °C.
5. Conclusions

This paper reports an optimized AIN resonant accelerometer with a tuning-fork structure.
The accelerometer is excited to vibrate in-plane. A z-axis acceleration, which is vertical to the plane
of the accelerometer, can be detected. The z-axis sensitivity is 346 ppm/g, which is five times as
much as the T-shape accelerometer. This accelerometer is potential to realize an integrated 3D AIN
accelerometer. The Q value is 1868. The temperature coefficient of frequency (TCF) of this accelerometer
is =106 ppm/°C, tested from —40 °C to 85 °C. A differential structure and a temperature compensation
circuit will be designed to reduce the TCEF. In the future work, we will focus on the increase of sensitivity,
3D integration, and reduction of TCE.
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Abstract: Recently, the early-age strength prediction for RC (reinforced concrete) structures has been
an important topic in the construction industry, relating to project-time reduction and structural safety.
To address this, numerous destructive and NDTs (non-destructive tests) are applied to monitor the
early-age strength development of concrete. This study elaborates on the NDT techniques of ultrasonic
wave propagation and concrete maturity for the estimation of compressive strength development.
The results of these comparative estimation approaches comprise the concrete maturity method,
penetration resistance test, and an ultrasonic wave analysis. There is variation of the phase transition
in the concrete paste with the changing of boundary limitations of the material in accordance with
curing time, so with the formation of phase-transition changes, changes in the velocities of ultrasonic
waves occur. As the process of hydration takes place, the maturity method produces a maturity index
using the time-feature reflection on the strength-development process of the concrete. Embedded
smart temperature sensors (SmartRock) and PZT (piezoelectric) sensors were used for the data
acquisition of hydration temperature history and wave propagation. This study suggests a novel
relationship between wave propagation, penetration tests, and hydration temperature, and creates
a method that relies on the responses of resonant frequency changes with the change of boundary
conditions caused by the strength-gain of the concrete specimen. Calculating the changes of these
features provides a pattern for estimating concrete strength. The results for the specimens were
validated by comparing the strength results with the penetration resistance test by a universal testing
machine (UTM). An algorithm used to relate the concrete maturity and ultrasonic wave propagation
to the concrete compressive strength. This study leads to a method of acquiring data for forecasting
in-situ early-age strength of concrete, used for secure construction of concrete structures, that is fast,
cost effective, and comprehensive for SHM (structural health monitoring).

Keywords: nondestructive testing; maturity method; concrete early-age strength; SmartRock;
ultrasonic waves; PZT (piezoelectric) sensors; structural health monitoring

1. Introduction

Concrete is an extensively used material in construction owing to its rich qualities, including
being cost-effective, durable, and moldable into shapes, permitting the construction of safe and reliable
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structures. By contrast, the complex mixture (cement, sand, aggregates, admixtures, etc.) and field
uncertainties make concrete susceptible to imprecise determinations of strength in the early stages
of curing; managing these factors is important in preventing structures from unexpected accident
or failure due to the premature removal of a framework or immature concrete. It is necessary to
understand the materials used for construction to ensure the efficiency and longevity of the structures
being built. Several types of structures are built using concrete. It is important to study and determine
the properties of cement and concrete at different stages of construction as they directly affect the
strength and durability of the structures. In the project schedule for construction, the idle time required
for the hardening of concrete is a crucial influencing factor, especially in construction of high rise or
multi-staged projects. Unscheduled removal or early removal of the supportive framework sometimes
causes huge losses, such as the incident that took place in the construction of 2000 Commonwealth
Avenue, Boston [1]; one side of the building progressively fell down, causing the death of four
workers and injury to twenty others. Later, it was reported that the collapse was initiated due to
a roof slab that was insufficiently cured due to exposure to cold weather. Structures such as high-rise
buildings, dams, and bridges need precise monitoring in the early stages of construction because
the size of the structures becomes a challenge for safety and quality assurance. For the safe loading
of structural elements, applying pre-stressing, removing form work, and limiting unnecessary time
between project stages, it is necessary to understand the curing process and be familiar with concrete
strength and stiffness. Monitoring of the curing and strength development processes provides enough
information for these stages. Consequently, for quality assurance, health monitoring, and safety control,
many techniques of destructive and non-destructive testing (NDT) are used [2-13]. The innovations
in this field have led the way to smart construction, and utilizing the idea of the IoT (Internet of
Things) has upgraded the structural health monitoring process to precisely and remotely monitor the
structures and to provide a safe work environment. These innovations tie the IoT to data simplification
for destructive and NDT [2]. Conventionally, compressive strength tests of concrete use concrete
cylinders or cubes cast along the structure. Even though this technique is simple and economical,
various factors cause a difference in the strength of the main structure and of these cubes; one of those
factors is spatial variation. On the other hand, NDT is preferred as it is more practical, quick, and cost
effective. Some of the NDT techniques that are widely used are the ultrasonic pulse velocity, Schmidt
rebound hammer test, radiography, resonant frequency, isothermal calorimeter, maturity method,
and some acoustic tests [14-24]. The traditional method for measuring concrete strength may need
adjustments of special equipment and to be carried out during construction, which can interrupt the
tough construction schedule, while the smart techniques do not delay construction and can provide
data for as long it is needed in the process of structural health monitoring (SHM). The accuracy of
the results for these tests differs from case-to-case, depending on the technique used. The ultrasonic
waves analysis, which is based on a resonant frequency change and uses different features of wave
propagation, is the test with enough data availability for analysis. The application of ultrasonic
waves propagation is widely used for structural health monitoring, concrete compressive strength
prediction, and damage detection in structures [9,25,26]. The technique generously reveals elastic and
dynamic properties of the concrete, making this procedure plausible for concrete structural health
monitoring using piezoelectric (PZT) materials [6,8,26-28]. In ultrasonic waves analysis, PZT sensors
are used to mechanically measure the dynamic responses of the ultrasonic waves that display boundary
disparities owing to the development of concrete strength. The velocities of the waves are determined
from the arrival time of the signals. Because the PZT materials are used as sensors and actuators,
the distance between the actuator and sensor with the arrival of the first return signal is used to modify
the propagation process. For fresh concrete, the approach of the ToF (time-of-flight) to the arrival
of the first signal gives smooth results; monitoring of velocities for the P-waves and R-waves gives
extensive data about the concrete [8,9]. For these approaches, the applied simplification differs for the
surface and internal waves. The shared waves may also be used, giving adequate results for damage
and crack detection. Simultaneously, embedded, wireless temperature sensors measure the hydration
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temperature history of the concrete to estimate the concrete early-age strength using the maturity
method [16,17,29,30]. The maturity theory states that the graphical area of temperature experienced by
a specimen, beyond the datum temperature of the concrete, predicts the concrete strength by using
the Nurse-Saul maturity index. In this case, the hydration temperature and the curing age forecast
the strength of the concrete on a formulated basis [29,31]. The ASTM (American Society for Testing
and Materials) provides two maturity functions for the maturity tests: (i) the Nurse-Saul function
and (ii) the Arrhenius function, which uses the temperature history of hydration and the activation
energies of the cementation process [16]. In this maturity method study, temperature effects were
analyzed for the strength-gaining process and the effects of hydration temperature were determined for
early-age concrete strength development. In this procedure, we acquired the data by wireless sensors
embedded in the concrete, processed the data for noise reduction, and used the Nurse-Saul method
of maturity curve development. For competence of the data and to streamline the work, the results
were compared with those formulated by maturity method data, ultrasonic wave propagation results,
and the compressive strength gained by a penetration resistance test using a universal testing machine
(UTM) and conducted on cylindrical specimens taken from the same concrete mix.

2. Transition of Pattern, Dissimilation of Signals

2.1. Waves Direct Velocities

Ultrasonic wave propagation through the concrete medium is studied widely. The variations of
these approaches lay in the methodology used for analyzing the wave propagation. For this purpose,
different parameters are analyzed related to concrete stiffness and compressive strength properties.
Normally the technique of direct transmission of waves through the concrete medium is used. By using
the ultrasonic waves analysis method, three types of data can be acquired when dynamic loads or
vibrations are applied to a concrete structure: (i) compressional waves or P-waves, (ii) Rayleigh or
surface waves, and (iii) shear waves or S-waves [32,33]. The characteristics of these waves can be
determined by the patterns that depend on the velocity, amplitude, and the relationship of these
wave parameters. Transmission of compressional waves have high velocity whereas the velocities of
shear and surface waves are approximately 60% and 55% of that of compressional waves, respectively.
The relationship between the concrete strength and waves is usually given by [34],

fe=aexp(bV). )

In this equation fc represents the compressive strength, V is the velocity of the longitudinal
waves, and a and b are the parameters determined by P. Turgut [35] using the least squares method.
The quality monitoring and assurance by wave propagations follows the theory of kinematics of
deformation, which is based on Newton’s second law of motion [36]. According to this theory, the total
stresses acting on the subjected area of a concrete specimen is the second order differential governing
longitudinal wave propagation,

*u *u
=7 = 2—2- (2)
ot ox

In Equation (2), S is the speed of the wave, u is the displacement, ¢ represents the time, and x is

the path length.
For measurement of stressed zones, the waves speed can be used. The wave speed depends on
the density and Young’s modulus according to,

E
S= ,/—. 3
o €)
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In Equation (3), Young’s modulus and the density of the material are represented by E and p,
respectively. In stress waves, the Poisson ratio of the material affects the velocity, so the effects are

countered using Equation (4) [35],
E 1-v
S= |—— 4
Vo 7 o)(1-20) w

In this equation, v is the Poisson ratio of the material, which is incorporated to give the value for
the speed of the waves in the material.

2.2. Molded Variation

Because the stiffness and rigidity grow with the curing time of the concrete, the velocity of the
waves increases as a function of time. This variation in stiffness molds the velocity of the waves.
The stiffness of the material is related to the Young’s modulus of material [37]. Thus, with curing time,
the Young’s modulus also rises.

According to the wave equation, the relation of wave speed, Young’s Modulus, and density of
material is defined as,

Pu E Pu_ ,0%u
I po a2 Lo

In Equation (5), E is Young’s modulus, S; is the speed of the elastic wave, u is the displacement,

t is the time, x is the path length, and p, is the density of the material in its unstrained state.

©)

3. Experimental Setup

This study of concrete comparative strength-development monitoring was prepared using
three different results: (i) the maturity method of concrete strength estimation, (ii) ultrasonic wave
propagation in concrete, and (iii) UTM-based concrete compressive strength estimation, which was
composed of smart PZT sensors and temperature sensors (SmartRock) to monitor the commencement
of dynamical changes in the concrete specimens.

3.1. Mixture Composition and Material Gradations

For the experiment, a cubic meter sample composition was prepared according to quantities given
in Table 1. For the admixture, silica fume was added for bond strength and compressive-strength
gain. The machine mix of cement and aggregates was prepared, and the admixture was added before
adding water.

Table 1. Concrete mix details (kg/m?).

Materials Cement Silica Fume Silica Powder Sand Aggregates Water Fiber (Vol %)
Quantity 330 0.165 (0.05%)  2.310 (0.70%) 873 916 165 0

Ordinary Portland cement of type ASTM C 150 was used in the preparation of the specimens.
The gradation of aggregates, determined by sieve analysis, is given in Figure 1. Sand was used for fine
aggregates and crushed stones were used for coarse aggregates. The size of the coarse aggregates used
was 18 mm.
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Figure 1. Gradation of gravel size for the concrete mixture.

3.2. Specimen Properties

Concrete specimens of dimensions 400 mm X 100 mm x 100 mm were casted for the test of
ultrasonic waves and maturity method strength monitoring. The PZT transducers and temperature
sensors were embedded in the specimens during pouring of the concrete. Simultaneously, cylindrical
samples were cast for the compressive strength test by penetration resistance using a UTM from
the same concrete mixture. Two types of specimens of the same concrete mix were poured for the
experiment, the specimens of which dimensions are aforementioned were used for the ultrasonic
wave propagation monitoring and SmartRock sensors. The cylindrical samples were poured for the
destructive test to be placed as part of the penetration resistance test. The average value of three
specimens was considered the value for each specific day during the strength-development monitoring;
monitoring was completed on days 1, 2, 3, 7, 14, and 28.

3.3. PZT Material as Sensors and Actuators

The PZT material has the ability to interconvert mechanical and electrical energies and sense the
dynamical vibration in paste and solid media. These rich properties enable PZT materials to be used
both as sensors and actuators [14,38-40]. As the PZT materials are used as transducers, for the needs
of sensing and actuating, the terms of PZT sensors and PZT actuators are used, respectively, according
to placement. Researchers have employed these materials using different approaches as sensors.
PZT sensors can be used to extract different mechanical properties of the subject samples or structures.
Furthermore, using PZT materials for different approaches and to consider various parameters can
determine strain, stiffness, and stresses, or other modified features of material. The strain effects
and electro-mechanical effects of the PZT sensors are used to investigate the dynamical properties
of the host structure. In this study, the property of propagation of ultrasonic waves was utilized to
study and analyze the dynamic changes observed with the curing age and development of concrete
strength [8-10,41,42].

3.4. Sensors” Preparation

For data acquisition, PZT materials were used to actuate and sense the responses of propagated
signals from the medium. The specific PZT material used in this experiment was APC 850 (American
Piezo Ceramics), which has high sensitivity characteristics and large displacement effect; these PZT
transducers were embedded in the concrete with large damping effects. The material of size
10 mm X 10 mm was attached to 300 mm x 30 mm steel plates such that two PZT specimens were
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placed on each face of a steel plate separated by 140 mm (a total of four transducers on a single steel
plate, PZT specimens were attached on both sides of the plates), as shown in Figure 2. Here, the size
of the specimen is smaller than the targeted structure, and further resizing can take place according
to the needs and propagation plan. Because the thick transducers generated the ultrasonic waves in
the direction of the thickness of the steel plates, thin PZT transducers were used to generate guided
waves along the surface of the steel plates. The distance between pairs of the PZT transducers were
determined such that signals from the direct path of the PZT transducers could not contaminate the
reflected signals from the side and end boundaries of the steel plate.

transducers

PZT transducer

Figure 2. Piezoelectric (PZT) transducer locations on plate, including dimensions.

The PZT transducers were embedded in concrete specimens to actuate and produce guided
ultrasonic waves and were considered as a sensor to observe the internal dynamic changes of the
subjected material [39]. The sensors were embedded in the specimen during the pouring of the concrete
and positioned to keep the connections safe for acquiring the data as shown in Figure 3a,b.

(b)

Figure 3. (a) Embedded PZT transducers in concrete specimen and (b) allocation of SmartRock
(temperature sensor).

Because the electrical behavior of the material is linear,
Di = Si]‘Ei. (6)

In Equation (6), D is the displacement of the electric charge density, E is the electric field strength,
and ¢ is the permittivity of a free body. The factor of proportionality relating the electric field strength
and electric displacement is defined as the medium’s dielectric constant. The tensor of the displacement
of the electric charge density is also represented in Equation (6).
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The strain—stress relationship is in accordance with Hooke’s Law,
Si = S;T;. 7)

In this equation, S represents the strain and T represents the stress produced in the body.
Equations (6) and (7) can be written as

S =sFT+dE, ®
D =dT +¢"E.

In Equation (8), sF is the compliance under the electric field and T represents the dielectric
constant of the PZT material under constant stress. Equation (8) is used to simplify the stress and strain
effects occurring in the body.

3.5. Methodology Analysis for the Longitudinal Wave Variations

The approach for conducting experiments for this study encompassed embedding smart PZT
transducers in a concrete specimen to measure the ultrasonic waves variation of center frequencies
in the range of 100-300 kHz and thus to monitor the hardening process of concrete by the gradual
divergence of phase-transition as the specimens cured. Especially in the liquid phase to the initial
sitting time, the strength measuring process is critical, in that it depends on the mixture type and
sometimes varies with the measuring approaches. In the initial sitting time, the frequencies of waves
indicate the dynamic change in the medium. In this study, we monitored the phase changes of the
A-mode and S-mode of signals.

The experiment was carried out with a concrete mixture ratio given in Table 1 and kept at
a temperature of 23 °C. The data from the samples were collected continually every thirty minutes,
with the aid of a computer setup. For the measurement of data, a setup of an arbitrary waveform
generator (AWG), controller, multiplexers (MUX), and a signal digitizer (DIG) was assembled to
acquire and process the data. The ultrasonic wave velocity profiles were obtained as a function of time.
In this experiment, the velocity variation was studied to estimate the compressive strength of concrete.
With the gradual change in the amplitude of the ultrasonic waves, the change of strength became more
prominent and was easier to observe and calculate. For this purpose, the changes in the pattern were
approached differently from the Roa-Rodriguez method [43].

In the process of ultrasonic wave propagation, to consider the analogy of phase transition,
the simplified one-dimensional equation fits adequately because the ultrasonic pulse detector or
receiver focuses only on the first arrival of the signal of the longitudinal wave and the subsequent signals
are ignored by the system. Furthermore, ultrasonic waves were analyzed through the functionality
of the solid-medium wave-transformation analogy. Studies of the phase transition state that for the
monitoring of composite structures, the A-mode of Lamb waves gives a clearer and more appropriate
result than the S-mode [44,45]. When the propagated wave travels in-phase, it is considered as S-mode
and when it travels out-of-phase it is considered A-mode. The relationship can be altered by the
placement of the PZT transducers and the polarization of the specimens. This makes it easy to recognize
the individual modes of the waves by adding or subtracting one signal from the other. As for the
nomination of the PZT transducers, the arrangement of the signals can be made according to its order.
If cracks or damage are detected, the signal’s phases will be identical. The waves propagation speed,
s, in Equation (5) is independent of du/dt, or that of the local velocity/speed shift of the elements
transmitting the wave through sections. The time-of-flight is used for the specification of the velocity
change of the waves. The velocity of waves is modified by dynamic variations of the material thickness.
The elastic properties of the transmuting medium, density, and Poisson’s ratio define the wave speed,
s. In this study, all the wave speed values are assumed constant. Hence, the results were compared for
all three methods.
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4. Hydration Temperature and Maturity Index

The hydration temperature history uses data for the NDT to reveal hydration-temperature-related
features to monitor compressive strength of fresh concrete. This method relies on the combined
parameters of temperature and time and can be used for in-place concrete during construction [17,46].

When water is added to the mixture, the hydration process commences, and the chemical reaction
of disilicate, trisilicate, aluminate, and other admixtures begins, so the hydration temperature of
concrete rapidly increases. The temperature rises rapidly during the initial hours of pouring until
two days later, after which it stays constant with the development of the material’s internal bonding
and increased concrete strength [47]. In the maturity method depicted in Figure 4, after pouring
concrete, the hydration temperature is the key feature to determine the maturity curve and estimate the
maturity function for the prediction of concrete strength. For the strength development, the chemical
bonding of individual particles is linear. The related study of N.J. Carino states, in Equation (9), that the
shrinkage of chemical bonding is a dependent function of age and gives a clear result for the hydration
temperature [17]. The strength can be further clarified by considering the datum temperature as related
to the mixture type,

k(t —to)

Tt Vki—h).

In this equation, S represents the strength with respect to time ¢, t; is the time at initial sitting,
and S, represents the limiting strength of the sample. In Equation (9), k is a constant rate, which in
a molecular system is when the energy is transferred between the molecules due to collisions during
their constant motion. The kinetic energy of the molecules increases as the system heats up and
molecules surmount the barrier of energy required for lower-energy reaction products. Thus, the rate
of reaction increases with increasing temperature observed as a constant rate k [48].

While we can define the datum temperature of the mixture according to the properties of
cement and other admixtures, when admixtures are added, the datum temperature can be different.

)

In slack seasons of concrete pouring, freezing-temperature effects on the strength-gaining process of
inter-particle bonding must be considered when specifying the datum temperature [17].

Development of Maturity Curve

Temperature Monitoring

Maturitv Index

Compressive Strength
-

Age

Temperature

fe=a+bh. lnﬂ(M)

Comporessive Strenegth
L

Figure 4. Schematic procedure of temperature history monitoring, maturity index, and compressive
strength in the concrete maturity method.
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The product of time and hydration temperature of concrete is used for strength estimation.
The 1950s Nurse-Saul maturity Function is given in Equation (10) [29]

t
M=) (T-Tp)At (10)
0

Equation (10) shows the datum temperature effect is neglected to prominently pursue the
strength development.

5. Discussion and Results

5.1. Phase Variation

In monitoring the strength-development process of concrete through ultrasonic wave analysis,
the dynamic change of the phase in the material observed for the initial sitting stages used the
phase-transition phenomena. At the same time, the hydration-temperature history produced the
maturity curve to predict the strength using the maturity index. The comparison of these results was
established by measuring the strength of the cylindrical simples by the penetration resistance test using
a UTM. The results of the maturity method and the compressive strength were clear and similar to the
ultrasonic waves analysis result.

The velocity variations in the wave propagation were observed in the transmuting of phases of
the concrete sample. The phase changes were due to the formation of new boundary conditions with
curing and strength development, as the strength of the inter-particle bonding caused the expansion in
the boundaries of the concrete structure. The velocity change of A-mode compared to S-mode for the
specimens is shown in Figure 5. The fast-changing arrival time of signals for the A-mode defines the
boundary condition, the S-mode waves change later with the changing of the boundary conditions.
The approach of using the first signal observed by the sensor defines the thickness of the material of
the transmitted wave, which deals with the signal’s travel time between two specific points.

Velocity (km/s)

O e S mode 2

,‘,¢" ......... A mode 2

/." A mode 1

7 - == S mode 1
0.25 0.5 0.75 1 1.25 1.5

Material thickness x Frequency(mm.MHz)

Figure 5. Wave modes for the arrival time of signals.

Pattern irrelevancy in the raw signals can be observed for the amplitude change in Figure 6,
which shows the data of three different curing ages. Due to phase regulation in the strength gain, there is
a clear difference among the data. The arbitrary waveform generator emits +10 signals peak-to-peak
with a frequency ranging from 100 to 300 kHz; the frequency is exerted by the PZT transducers to form
the signals. Figure 6 shows the data of the raw signals for different periods. The peaks of the signals
with initial generation time have high amplitudes, which decrease with time. The peak inclination
differs for different periods and indicates the dynamic variations.

369



Micromachines 2019, 10, 559

0.5

Amplitude (v)
o

s
o

L L I 1 L L L I 1 L L
60 80 100 120 140 160 180 200 220 240 260
Time (ns)

Figure 6. Raw signals amplitude variation on days 1, 7, and 14.

The velocity change in the term of the material stiffness factor occurs prominently in Figure 7;
the deepness of the color indicates the rapidity in the velocities and changes of the phases in the
material. The wave propagation with curing time changes as the stiffness of the material changes.
As the velocities of signals at frequencies near 100 kHz are selected for the A-mode waves, the lower
noise data can predict the speed of the waves as a factor for strength monitoring.

180

160

ry
3

Interphase effects

Curing time {hours)
B

g

0.03 0,06 0.09 012 0.15 018 021 024
Time (ms)

Figure 7. Phase-change response in signals propagation.
5.2. Hydration Temperature and Maturity Index

The hydration temperature was monitored continuously after pouring the concrete and the smart
temperature sensors produced the data for the estimation of the maturity of concrete with curing time.
The datum temperature was calculated as —2 °C per ASTM [16,17]. The data of the temperature for the
hydration heat is shown in Figure 8.

The data of hydration-temperature history was applied to the Nurse-Saul curing function to predict
the maturity index. As the datum temperature and time limit were defined, the results showed that
hydration temperature was elevated in the initial hours and increased rapidly; that elevation continued
to be observed until 28 h after curing, reaching a rise of 20 °C. As time passed, the strength-development
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improved and the temperature was observed to show lower peaks, as compared with the initial hours,
owing to the completion of chemical processes. The experiment was composed of two specimens in
the same environmental conditions. Consequently, the temperature data did not show a prominent
deviation in curves. The data for the maturity with curing time is shown in Figure 9.

20 T

Hydration temperature history of concrete specimens
T T T T

Hydration temperature (°C)

Specimen 1
— — — specimen 2

11 1 1 1 1 1 1
o 100 200 300 400 500 600 700

Curing time (hours)

Figure 8. Hydration temperature for concrete specimens 1 and 2.

Maturity
T T T T

Maturity (‘C-hrs)(x1000)

| I I L | | I L | | I I L |
0 4438 89.6 1344 179.2 224 268.8 313.6 358.4 403.2 448 4928 537.6 582.4 627.2 672
Time (hours)

Figure 9. Maturity data for the hydration-temperature monitoring.

Because the temperature data for the concrete specimen 2 appeared slightly higher than that of
specimen 1 of concrete, the cured strength was also calculated to be somewhat higher. The strength
was calculated from the data shown in Figure 10.

Using the Nurse-Saul function with the datum temperature measured as -2 °C, the maturity
index data were calculated as shown in Figure 9, which further simplified the strength of the concrete
specimen. The rapid strength development at early ages is prominent from the data results and the
compressive strength at the targeted time measured 24.47 MPa, as shown in Figure 10.
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Concrete compressive strength maturity method
T T T T
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Compressive strength (MPa)
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Figure 10. Concrete compressive strength data from temperature sensors.

5.3. Comparative Data for the Strength Prediction

700

The results of compressive strengths were compared to the penetration test results performed
in the laboratory on the specimens for penetration-resistance tests. The data for all indicated dates
were the average values of the results for the three cylindrical-specimen tests on each date. After 24 h
of curing, the average strength of three cubes for the penetration resistance test was calculated as
3.97 MPa, which rapidly increased until 48 h when the strength value reached 9.58 MPa, as shown in
Figure 11. The gain in the strength curve of the ultrasonic waves data and the maturity results was
observed to be relatively slow, owing to the specimen size effect. At the third day of curing, the concrete
strength approached 11.68 MPa and 14.00 MPa for the ultrasonic waves data and the cylindrical
samples penetration test, respectively, while the maturity method yielded a result of 10.92 MPa.

30
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Figure 11. Concrete compressive strength measured by the maturity method, universal testing machine

(UTM) test, and ultrasonic wave data.

The variations in the results can be observed by the data, which was due to categorizing the rise
of amplitudes in the data of the ultrasonic wave signals in Figure 12. Variation of the waves becomes
higher and more prominent with increasing curing time due to the gaining of strength by the concrete
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specimen and the strengthening of the cohesive power of the concrete particles, which defines the
limitations of the concrete material. The propagation of the signals becomes more dominant with time.

The strength prediction for the described methods produced a simultaneous curing process for
the gain of strength, and the results were calculated as 16.48 MPa and 17.68 MPa for the UTM test and
ultrasonic wave analysis, respectively.

Amplitude (v)

Curing age (days)

0.15 0.18 0.21 0.24

0.03 0.06 0.09 0.12
Time (ms)

Figure 12. Amplitude rise pattern with curing time for ultrasonic waves data.

The deviation of the data and specification of the strength-development monitoring is compared by
fitting a curve to the analyzed data of the ultrasonic waves propagation data and the maturity method
results to make the comparison with compressive strength measured by the penetration resistance
test. The fitness of regression for the data model was 0.997, implying a valid fit and permitting a novel
modified relation for predicting ultrasonic wave velocities in concrete and the maturity of the concrete
at an early age. This is specified in Equation (11),

C' (v, m) = 9.903v + 0.000599m — 22.72. (11)

Here, C’ represents the compressive strength calculated from the penetration test data, v represents
the wave propagated data, and m is the maturity method result for the estimated compressive strength.
The equation provides a promising result for all the data and is in good agreement with the data shown
in Figure 13.

The experiments were performed with a controlled temperature, but in addition to temperature,
other factors like water/cement ratio, type of bonding agents, aggregates, and age of concrete may
affect the concrete-strength process [47,49]. As shown in Figure 11, the strength calculated from the
data of hydration temperature differs by 0.86 MPa from the strength gain measured by a UTM test;
this is due to the spatial variation effect of the specimens. The effect of concrete compactness was same
in the uniform samples.

On day 14, the average strength of the penetration test was calculated as 19.47 MPa and that
of the waves analysis was measured as 19.56 MPa, nearly the same for both specimens, while the
result of the maturity method was calculated as 20.02 MPa, as shown in Figure 13. The results of
the concrete specimens at day 28 were higher: 25.62 MPa for the penetration resistance test of the
cylinders, 24.13 MPa for the data of concrete maturity method, and 23.49 MPa for the waves data,
which provided a clear demonstration of the test results for the study.

This modified new relationship of maturity and ultrasonic waves data results predict a comparative
function for estimation in-situ of concrete early-age strength by NDT methods, which is a novel approach
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for early-age strength estimation. Concrete strength at day 28 by the destructive test of penetration
resistance of concrete cubes through a UTM had the strength of 25.62 MPa, while the result according
to the equation calculated the strength as 25.50 MPa at day 28. This relationship of data in the study
attempts to predict the compressive strength by different means, leading to safe, promising structural

health monitoring.
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Figure 13. Data comparison for the concrete compressive strength with the maturity- and ultrasonic

velocities-modified data.

6. Conclusions

This study covers the limitations of early-age strength development of concrete through an analysis
that incorporates different test methodologies. The relationship of the maturity method and the
ultrasonic wave propagation is that the hydration temperature results become higher in the initial
hours of the hydration process; the wave propagation is slow as the concrete mix paste changes from
a liquid paste to a semisolid form, the observed fluctuation of the waves was due to the medium
form variation. The results predicted by the data, illustrated in Figure 13, are promising for concrete
early-age strength monitoring and strength development estimation. The ultrasonic wave-propagation
experiment provided a massive amount of data for predicting the compressive strength of undisturbed
field-poured concrete as an NDT function, yielding a modified equation that gives a comparative result
for strength estimation, which allows engineers a quick and safe project implementation process.

The data suggest that the behavior of the signals and time of wave propagation to the boundary
of the higher rigidity in the concrete sample results in a higher value of the wave propagation velocity.

For the maturity of concrete, the datum temperature plays a basic role in the results of the maturity
index, as the maturity method result gave a smooth output and was a little higher than that of the
ultrasonic waves. So, for each mix, the datum temperature should be defined according to mix
proportions, as the hydration temperature directly affects the strength development. Furthermore,
from the results, it has been concluded that high temperature during concrete curing causes rapid

strength gains in the structural elements.
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The results qualify the proposed method for structural health monitoring in a wide range of
industrial multi-stepped project monitoring. The procedure can be advanced in the future for the
integration of methodology to the equipped systems for synthesis in the modified polymers.
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Abbreviations

NDT non-destructive testing

UTM universal testing machine

RC reinforced concrete

AWG arbitrary waveform generator
MUX multiplexer

SHM structural health monitoring
PZT piezoelectric

ASTM American Society for Testing and Materials
APC American Piezo Ceramics

ToT Internet of Things
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