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Preface

Every day, civilians in dozens of countries around the world are injured and killed by land‐
mines and other lethal leftovers of conflict, years after hostilities of war have ended. In 2014
alone, an estimated 3.678 people were killed or maimed by mines and other explosive devi‐
ces that have been left behind by armed forces. Approximately 80% of casualties in 2014
were civilians, 39% of whom were children. Unfortunately, most of the accidents caused by
landmines happen in countries with limited medical assistance. The amputees not only must
be fitted with a prosthesis to recover mobility but also they need help to overcome mental
distress and regain dignity. The economic consequences are also serious, especially due to
reconstruction efforts after an armed conflict. Further, large polluted areas of territory pre‐
vent the production of food.

Laos is the most heavily bombed nation in the world on a per capita basis. Between the
years 1964 and 1973, the United States flew more than half a million bombing missions, de‐
livering more than 2 million tons of explosive ordnance in Laos as part of the CIA Rolling
Thunder operation, in an attempt to block the flow of North Vietnamese arms and troops
through Laotian territory. The ordnance dropped includes more than 266 million submuni‐
tions released from cluster bombs. One-third of the bombs failed to explode on impact and
have since claimed an average of 500 victims a year, mainly children and farmers forced to
work on their contaminated fields to sustain their families. Despite tens of millions of dol‐
lars spent, only 1% of Laos territory has been cleared so far.

It soon became apparent that the only real solution to address the landmine crisis was a
complete ban on antipersonnel mines and later on the cluster munitions. No technical
changes or changes to the rules on their use could change the fact that antipersonnel mines
or bomblets are inherently indiscriminate. Once planted, a mine will never be able to tell the
difference between a military and civilian footstep, and a bomblet will continue to attract
children and metal dealers.

In order to put an end to the suffering and casualties caused by antipersonnel mines, the Con‐
vention on the Prohibition of the Use, Stockpiling, Production and Transfer of Anti-Personnel Mines
and on their Destruction, also called the Ottawa Convention or Mine Ban Treaty, was adopted
in 1997. Further, in order to put an end for all time to the suffering and casualties caused by
cluster munitions at the time of their use, when they fail to function as intended or when they
are abandoned, the Convention on the Use, Stockpiling, Production and Transfer of Cluster Muni‐
tions, also known as the Oslo Convention, was adopted in 2008.

As a deminer using conventional tools clears an area of approximately 10 m2; every working
day, humanitarian mine clearance operations must be understood and designed correctly,
with the conviction that their main goal is to provide efficient aid to innocent people, who





Chapter 1

Power Quality Data Compression

Gabriel Găşpăresc

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/53059

1. Introduction

Nowadays we assist to the increasing of devices and equipments connected to power sys‐
tems (non-linear loads, industrial rectifiers and inverters, solid-state switching devices, com‐
puters, peripheral devices etc). Hence, the parameters of the power supply should be
accurately estimated and monitorized. For this purpose have been proposed power quality
monitoring systems that are abble to automatically detect and classify disturbances. They
are using the most recent signal processing techniques for power quality analysis (Bollen et
al., 2006), (Dungan et al., 2004), (Lin et al., 2009).

A power quality monitoring system provides huge volume of raw data from different loca‐
tions, acquired during long periods of time and the amount of data is increasing daily. The
hardware of a power quality monitoring systems should have a high sampling rate because
the power quality events cover a broad frequency range, starting from a few Hz (flicker) to a
few MHz (transient phenomenon). A high sampling rate leads to large volume of aquired
data (for example, one recorded event could requires megabytes of storage space) which
should be transferred and stored. Therefore, it is necessary data compression to save storing
space and to reduce the communication time. Any compression methode is a compromise
between the resulted volume of data and the remained information. The aim is to obtain the
smalest size with the highest information level (Barrera Nunez et al., 2008), (Lorio et al.,
2004), (Wang et al., 2005).

In  order  to  compress  data  there  are  many  approaches  used  in  digital  communications
and  image  compression.  These  may  be  divided  in  two  broad  categories:  lossless  and
lossy techniques.  The first  category keep the signal  information intact.  The second cate‐
gory remove redundant  information from signals  to  achieve a  higher  compression ratio
(Ribeiro et al.,  2004).

© 2013 Găşpăresc; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 Găşpăresc; licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



In  recent  years,  the  results  presented  in  scientific  literature  show  that  the  most  used
compression  methods  in  power  quality  are  based  on  wavelet  transform  and  Slantlet
transform. This chapter will provide an overview of their applications for power quality
signals.

2. Data compression using wavelet transform

2.1. Wavelet transform

The wavelet transform ensures a progressive resolution in time-frequency domain, suitable
to track the nonstationary signals dynamics properly. It use a variable window size, wide
for low frequencies and narrow for high frequencies, to achieve a good localization in time
and frequency domains (Ribeiro et al., 2007), (Zhang et al., 2011).

The Continuous Wavelet Transform (CWT) of a signal f (t)∈ L 2 R  is defined as
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where τ is the scale factor, γ is the translation factor and Ψτ,γ is the mother wavelet.

The Fourier analysis decomposes a signal into a sum of harmonics and wavelet analysis into
set of functions called wavelets. A wavelet is a waveform of limited duration, usually irreg‐
ular and asymmetric. These functions are obtained by dilations and translations of a unique
function called mother wavelet Ψτ,γ and the function set (Ψτ,γ) is called the wavelet family
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, 2
1( ) ( , ) ( ) d df t CWT t

C t g
t gt g
t

¥ ¥

Y -¥ -¥

= Yò ò (3)

where CΨ is the normalized constant.

In power quality analysis we work with acquired signals. These are discrete-time signals.
Moreover, the CWT provides a redundant signal reprezentation in continuous-time, because
the initial signal is possible to be reconstructed by a discrete version of CWT. The CWT is
evaluated at dyadic intervals: the factor τ and γ are discretezed as τ=2k, γ=2kn where n,kєZ.
The relation (2) becomes (Dash et al., 2007), (Qian, 2002)
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The wavelet transform is the most used multiresolution analysis (MRA) technique of sig‐
nals. Multiresolutions signal decompositon is based on subbads decomposition using low-
pass filtering and high-pass filtering.

In muliresolution analysis a continuous function x(t) is decomposed as follows
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cj(k) are the scaling function coefficients, dj(k) are the wavelet function coefficients, j0 is the
scale, φ(t) is the scaling function, Aj(t) is called approximation at level j and Dj(t) is called the
detail at level j (Azam et al., 2004), (Zhang et al., 2011).

For a given signal x(t) and a three levels wavelet decomposition the relation (5) become
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The decomposition of signal x(t) in A1 and D1 is the first decomposition level. At each de‐
composition level the signal is decomposed into an approximation and a detail.

Each detail Dj reveals details of the signal and each approximation Aj shows corse information.
If the analysed signal contains a high frequency event (for instance, a transient phenomenon),
the magnitude of details Dj associated with the event are significant larger than the rest of the
coefficients. This observation is useful for compressing power quality signals: only the details
Dj associated with the events are retained and all other coefficients are discarded. Moreover,
the approximation coefficient is also kept for signal reconstruction (Santoso et al., 1997).

2.2. Data compression with wavelet transform

A general data compression method based on wavelet decomposition and reconstruction is
shown in Fig. 1. That is a lossy compression method which includes certain steps (Wu et al.,
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2003), (Hamid et al., 2002), (Littler et al., 1999) : first, the signal is decomposed into several
wavelet transform coefficients (WTCs) using the DWT, thresholding of WTCs (useful to ex‐
tract information and remove redundancy) and finally the signal is reconstructed from the
retained WTCs.

Figure 1. A general multi-scale wavelet compression method

One of the methods for the thresholding of WTCs is to set a threshold than only the coeffi‐
cients above threshold are retained. Those below threshold are set to zero and are discarded
(almost 90% of WTCs, some information will be lost). As a result, the amount of stored data
is reduced.

The threshold is calculated based on absolute maximum value of the WTCs as

(1 ) max{ ( ) }S iu D nh = - ´ (9)

where u take values in the range 0≤u≤1 and s is the associated scale.

Thresholding of WTCs is given by

i

i

( ),  D ( )
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and the retained WTCs are stored together along with their temporal positions.

To evaluate the performance of signal compression are used the compression ratio (CR) and
the normalized mean-square error (NMSE).

The data compression ratio is defined by

o

c

S
CR

S
= (11)

where So is the size of original file and Sc is the size of compressed file.
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The quality of reconstructed signal is evaluated using the normalized mean-square error
which is defined as

2

2

( ) ( )

( )
CX n X n

NMSE
X n

-
= (12)

where X(n) is the original signal and Xc(n) is the compressed signal. A low value of NMSE
corresponds to a small error between the original and reconstructed signal.

In the sections 2.2.1-2.2.2 is tested the performances of the general multi-scale wavelet com‐
pression method for transient phenomena and voltage swell. The influence of the order of
Daubechies scaling function and the number of decomposition levels on data compression
are analysed. The signals are simulated in Matlab environment. The details and the results
are presented below.

2.2.1. Transient phenomena

Transient phenomena are sudden and short-duration change in the steady-state condition of
the voltage, current or both. These are classified in two categories: impulsive and oscillatory
transient (Fig. 2). The first category has exponential rise and falling fronts and it is character‐
ized by magnitude, rise time (the time required for a signal to rise from 10% to 90% of final
value), decay time (the time until a signal is greater than ½ from its magnitude) and its spec‐
tral content. The second category is characterized by magnitude, decay time and predomi‐
nant frequence (Dungan et al., 2004), (Găşpăresc, 2011).

Figure 2. Transient phenomena

Power Quality Data Compression
http://dx.doi.org/10.5772/53059

5



2003), (Hamid et al., 2002), (Littler et al., 1999) : first, the signal is decomposed into several
wavelet transform coefficients (WTCs) using the DWT, thresholding of WTCs (useful to ex‐
tract information and remove redundancy) and finally the signal is reconstructed from the
retained WTCs.

Figure 1. A general multi-scale wavelet compression method

One of the methods for the thresholding of WTCs is to set a threshold than only the coeffi‐
cients above threshold are retained. Those below threshold are set to zero and are discarded
(almost 90% of WTCs, some information will be lost). As a result, the amount of stored data
is reduced.

The threshold is calculated based on absolute maximum value of the WTCs as

(1 ) max{ ( ) }S iu D nh = - ´ (9)

where u take values in the range 0≤u≤1 and s is the associated scale.

Thresholding of WTCs is given by

i

i

( ),  D ( )
( )

0,  D ( )
i s

iS
s

D n n
D n

n
h

h

ì ³ï= í
<ïî

(10)

and the retained WTCs are stored together along with their temporal positions.

To evaluate the performance of signal compression are used the compression ratio (CR) and
the normalized mean-square error (NMSE).

The data compression ratio is defined by

o

c

S
CR

S
= (11)

where So is the size of original file and Sc is the size of compressed file.

Power Quality Issues4

The quality of reconstructed signal is evaluated using the normalized mean-square error
which is defined as

2

2

( ) ( )

( )
CX n X n

NMSE
X n

-
= (12)

where X(n) is the original signal and Xc(n) is the compressed signal. A low value of NMSE
corresponds to a small error between the original and reconstructed signal.

In the sections 2.2.1-2.2.2 is tested the performances of the general multi-scale wavelet com‐
pression method for transient phenomena and voltage swell. The influence of the order of
Daubechies scaling function and the number of decomposition levels on data compression
are analysed. The signals are simulated in Matlab environment. The details and the results
are presented below.

2.2.1. Transient phenomena

Transient phenomena are sudden and short-duration change in the steady-state condition of
the voltage, current or both. These are classified in two categories: impulsive and oscillatory
transient (Fig. 2). The first category has exponential rise and falling fronts and it is character‐
ized by magnitude, rise time (the time required for a signal to rise from 10% to 90% of final
value), decay time (the time until a signal is greater than ½ from its magnitude) and its spec‐
tral content. The second category is characterized by magnitude, decay time and predomi‐
nant frequence (Dungan et al., 2004), (Găşpăresc, 2011).

Figure 2. Transient phenomena

Power Quality Data Compression
http://dx.doi.org/10.5772/53059

5



Fig. 3 shows the first test signal, an impulsive transient with magnitude of 1000 V superim‐
posed on a sinusoidal signal with amplitude of 230 V and frequency of 50 Hz, corrupted
with additive white noise. The sampling rate is 20 kHz. The signal is decomposed into three,
four and five levels based on wavelet decomposition (Daubechies scaling function of order
3rd, 4th and 5th is used). Than the signal it is compressed using the threshold values 1, 5, 7
and 10. The results are presented in table 1.

Figure 3. Impulsive transient compression with threshold value 1

Power Quality Issues6

Signal Ψ(t) Levels ηS NMSE [%] CR

Impulsive

transient

Db3 3 1 5.5154e-006 1.47

Db3 3 5 2.7151e-005 6.54

Db3 3 7 2.7827e-005 7.09

Db3 3 10 2.6502e-005 7.14

Db3 4 5 2.9240e-005 10.7

Db3 4 7 3.1081e-005 11.17

Db3 4 10 3.1515e-005 11.7

Db3 5 5 3.6143e-005 9.66

Db3 5 7 4.0148e-005 12.42

Db3 5 10 5.6165e-005 15.04

Db4 3 5 2.9386e-005 6.94

Db4 3 7 2.9246e-005 7.14

Db4 3 10 2.9481e-005 7.3

Db4 4 5 3.2845e-005 10.47

Db4 4 7 3.0742e-005 10.93

Db4 4 10 3.1029e-005 11.05

Db5 4 5 3.0875e-005 9.85

Db5 4 7 2.8626e-005 10.36

Db5 4 10 3.1029e-005 10.69

Table 1. Compression results for impulsive transient

The initial value of threshold is 1. The size of the WTCs obtained after thresholding using
the relations (9) and (10) is reduced as follows (first line from table 1): the coefficient D1 at
scale 1 has 2*303=606 samples (303 samples nonzero and their temporal positions), the coef‐
ficient D2 at scale 2 has 2*167=334 samples, the coefficient D3 has 2*85=170 samples and the
coefficient A3 has 250 samples. The compressed signal has 1360 samples and the initial test
signal has 2000. The compression ratio is 2000/1360=1.47.

From table 1 can be observed that the highest compression rate is 15.04. This value is ob‐
tained for Daubechies scaling function of order 3 (Db3), 5 levels of decomposition and the
threshold value of 10. The order of NMSE error is 10-6.

If the threshold value is greater than or equal to 5 (Fig. 4), the signal distortions start to rise
especially in the area of the overlapped impulsive transient. The enlargement of threshold
leads to more and more information discarded and NMSE grow up.
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Figure 4. Impulsive transient compression with threshold value 5

Fig. 5 shows the second test signal, an oscillatory transient superimposed on a sinusoidal
signal. The signal parameters and the decomposition parameters have the same values as
the first test signal. The results are presented in table 2.

From table 2 the highest compression rate is 7.84. The value is lower than for the first test
signal. This compression rate is obtained using the same settings: Daubechies scaling func‐
tion of order 3 (Db3), 5 levels of decomposition and the threshold value of 10. The order of
NMSE error is 10-5.

Again, if the threshold value is greater than or equal to 5 (Fig. 6), the signal distortions start
to rise especially in the area of the overlapped oscillatory transient and NMSE grow up too.
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Figure 5. Oscillatory transient compression with threshold value 1

Signal Ψ(t) Levels ηS NMSE [%] CR

Oscillatory transient

Db3 3 1 4.7257e-006 1.35

Db3 3 5 2.9394e-005 4.85

Db3 3 7 2.6282e-005 5.02

Db3 3 10 3.7811e-005 5.21

Db3 4 5 2.9285e-005 6.31

Db3 4 7 3.3209e-005 6.6

Db3 4 10 4.5275e-005 7.07

Db3 5 5 3.3699e-005 6.08

Db3 5 7 4.4197e-005 6.69

Db3 5 10 6.7879e-005 8.3

Db4 3 5 2.8067e-005 5.05

Db4 3 7 3.0176e-005 5.18

Db4 3 10 4.0081e-005 5.43

Db4 4 5 2.9924e-005 6.47

Db4 4 7 3,2733e-005 6.87

Db4 4 10 4.2280e-005 7.38

Db5 4 5 2,9223e-005 6.89

Db5 4 7 3.6702e-005 7.22

Db5 4 10 4.7778e-005 7.84

Table 2. Compression results for oscillatory transient
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Figure 6. Oscillatory transient compression with threshold value 5

2.2.2. Voltage swell

Fig. 7 shows the third test signal, a swell with magnitude of 375 V superimposed on a sinus‐
oidal signal. The rest of signal parameters and the decomposition parameters have the same
values as the previous test signals. The results are presented in table 3.
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Figure 7. Voltage swell compression with threshold value 1

Signal Ψ(t) Levels ηS NMSE [%] CR

Voltage sag

Db3 3 1 3.6484e-006 1.21
Db3 3 5 3.3454e-005 6.9
Db3 3 7 3.4048e-005 7.14
Db3 3 10 3.5194e-005 7.19
Db3 4 5 3.7718e-005 10,47
Db3 4 7 4.0528e-005 11.17
Db3 4 10 4.1284e-005 11.7
Db3 5 5 3.7621e-005 9.05
Db3 5 7 4.4344e-005 10.47
Db3 5 10 5.8101e-005 13.42
Db4 3 5 3.4595e-005 6.62
Db4 3 7 3.2270e-005 6.99
Db4 3 10 3.5533e-005 7.14
Db4 4 5 3.8236e-006 9.3
Db4 4 7 6.4098e-006 10.47
Db4 4 10 3.9005e-005 10.81
Db5 4 5 3.7183e-005 9.13
Db5 4 7 3.9994e-0056 9.95
Db5 4 10 4.1631e-005 10.36

Table 3. Compression results for swell
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Figure 8. Volatge swell compression with threshold value 5

From table 3 the highest compression rate is 13.42. The value is higher than for the second
test signal. This compression rate is obtained using the same settings as for previous test sig‐
nals: Daubechies scaling function of order 3 (Db3), 5 levels of decomposition and the thresh‐
old value of 10. The order of NMSE error is 10-5.

Again, if the threshold value is greater than or equal to 5 (Fig. 8), the signal distortions start
to rise especially in the area of the overlapped disturbance and NMSE grow up too.

A few conclusions are described below:

• using 5 levels of decomposition, Daubechies scaling function of order 3 (Db3) and 5 (Db5)
is obtained the highest compression rate;

• for a higher threshold value the compression rate will be higher, but NMSE and signal
distorsions grow up;

• for different types of disturbances using the same settings the compression rate is different.

2.3. New wavelet-based data compression technique using decimation and spline
interpolation

This chapter describes a new technique proposed for signal compression based on wavelet
decomposition and spline interpolation method (Găşpăresc, 2010). It follows to obtain a
higher compression ratio than the general data compression method used for the test signals
analysed before, where for a given signal it is applied a signal decomposition and than
thresholding of WTCs Di, i=1,...,N. Using this method the coefficient AN is not thresholded
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and it has the largest number of samples from all the coefficients of signal decomposition. In
order to obtain a higher sample rate this coefficient is decimated with a decimation factor Fd
and at signal reconstruction will be interpolated. The cost is the increase of NMSE error.

Given an interval [a,b] and a divizion ∆:a=x0<x1<...<xn=b, a function S : [a,b]→R is called cubic
spline interpolation function if this function meets the next conditions:

• S is a polynomial of degree at most 3 on any interval (xk,xk+1), k=1,…,N (relation 13);

• SєC2([a,b]);

• S(xi)=f(xi), iє(o,1,..., n), where f(x) is the interpolated function.

2 3
1( ) , [ , ]i i i i i iS x a b x c x d x x x x-= + + + " Î (13)

The proposed technique is tested using an impulsive transient with magnitude of 700 V su‐
perimposed on a sinusoidal signal (Fig. 9-10). The sampling rate is 5 MHz in this case. The
signal is decomposed using a Daubechies scaling function of order 4 and 5 and respectively
4 levels of decomposition. Than the signal it is compressed using a threshold (Table 4).

Figure 9. Impulsive transient compression with decimation factor Fd=2

Power Quality Data Compression
http://dx.doi.org/10.5772/53059

13



Figure 8. Volatge swell compression with threshold value 5

From table 3 the highest compression rate is 13.42. The value is higher than for the second
test signal. This compression rate is obtained using the same settings as for previous test sig‐
nals: Daubechies scaling function of order 3 (Db3), 5 levels of decomposition and the thresh‐
old value of 10. The order of NMSE error is 10-5.

Again, if the threshold value is greater than or equal to 5 (Fig. 8), the signal distortions start
to rise especially in the area of the overlapped disturbance and NMSE grow up too.

A few conclusions are described below:

• using 5 levels of decomposition, Daubechies scaling function of order 3 (Db3) and 5 (Db5)
is obtained the highest compression rate;

• for a higher threshold value the compression rate will be higher, but NMSE and signal
distorsions grow up;

• for different types of disturbances using the same settings the compression rate is different.

2.3. New wavelet-based data compression technique using decimation and spline
interpolation

This chapter describes a new technique proposed for signal compression based on wavelet
decomposition and spline interpolation method (Găşpăresc, 2010). It follows to obtain a
higher compression ratio than the general data compression method used for the test signals
analysed before, where for a given signal it is applied a signal decomposition and than
thresholding of WTCs Di, i=1,...,N. Using this method the coefficient AN is not thresholded

Power Quality Issues12

and it has the largest number of samples from all the coefficients of signal decomposition. In
order to obtain a higher sample rate this coefficient is decimated with a decimation factor Fd
and at signal reconstruction will be interpolated. The cost is the increase of NMSE error.

Given an interval [a,b] and a divizion ∆:a=x0<x1<...<xn=b, a function S : [a,b]→R is called cubic
spline interpolation function if this function meets the next conditions:

• S is a polynomial of degree at most 3 on any interval (xk,xk+1), k=1,…,N (relation 13);

• SєC2([a,b]);

• S(xi)=f(xi), iє(o,1,..., n), where f(x) is the interpolated function.

2 3
1( ) , [ , ]i i i i i iS x a b x c x d x x x x-= + + + " Î (13)

The proposed technique is tested using an impulsive transient with magnitude of 700 V su‐
perimposed on a sinusoidal signal (Fig. 9-10). The sampling rate is 5 MHz in this case. The
signal is decomposed using a Daubechies scaling function of order 4 and 5 and respectively
4 levels of decomposition. Than the signal it is compressed using a threshold (Table 4).

Figure 9. Impulsive transient compression with decimation factor Fd=2

Power Quality Data Compression
http://dx.doi.org/10.5772/53059

13



Figure 10. Impulsive transient compression with decimation factor Fd=4

Signal Ψ(t) ηS Fd NMSE [%] CRa

Impulsive

transient

Db4 3 2 2.2901e-004 32

Db5 3 2 2.2901e-004 32

Db4 3 4 9.8005e-004 63.99

Db5 3 4 2.2830e-004 63.98

Table 4. Compression results for impulsive transient using the proposed technique

From table 4 can be observed that the highest compression ratio is 63.99. This value is ob‐
tained for Daubechies scaling function of order 4 (Db4), 4 levels of decomposition, threshold
value of 3 and the decimation factor value of 4. The order of NMSE error is 10-4. The resulted
compresion ratio is 4 times higher than the values from the prevoius tables, but the NMSE
error is higher also.

This proposed technique is efficient especially for signals acquired at high sample rates,
when are acquired a sufficient number of samples of the disturbance overlapped on the
power supply signal. If this number is small, after the decimation of coefficient AN are losed
disturbance details which cannot be reconstructed by interpolation and the reconstructed
signal will contain distortions on the disturbance area.
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3. Data compression using slantlet transform

3.1. Slantlet transform

The Slantlet transform (SLT) is a relatively new multiresolution technique base on DWT. In
fact, it is an orthogonal DWT with two zero moments and compared to DWT provides better
time localization (Selesnick, 1999), (Panda et al., 2002), (Duda, 2008).

In (Panda et al., 2002) is proposed a new approach for power quality data compression
based on SLT. The technique is compared with the discrete cosine transform (DCT) and the
discrete wavelet transform (DWT) using various types of power quality disturbances (im‐
pulse, sag, swell, harmonics, momentary interruption, oscillatory transient, voltage flicker).

In order to compare DWT and SLT is considered a two-scale iterated filterbank (Fig. 11) and
a two-scale slantlet filterbank (Fig. 12). First three blocks from Fig. 12 are not products. The
filters have shorter length and the difference grows with the number of stages. The time lo‐
calization is improved but SLT filterbank is less frequency selective.

Figure 11. Two-scale iterated filterbank

Figure 12. Two-scale slantlet filterbank
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The SLT is based on the principle of designing different filters for different scales unlike iter‐
ated filterbank approaches for DWT. In (Selesnick, 1999) are described the basis for filter‐
bank design, polynomial expresions to determine the filter coefficients and an algorithm to
calculate the transform.

The filter coefficients are
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Table 5 displays the test results obtained using DCT, DWT and SLT (Panda et al., 2002). The
compression performance is analysed based on percentage of energy retained (relation 15)
and mean square error (MSE) in decibels (relation 16). The compression rate is 10. The re‐
sults shows improved values for energy retained (near 4%) and MSEs.

 norm of the retained SLT coefficients 
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Vector norm of the original SLT coefficients

Vectoré ù
ê ú
ê ú ´
ê ú
ê ú
ë û

(15)

Power Quality Issues16

2
10

1

1 ˆ[ ] 10 log ( ( ) ( ) )
N

i
MSE dB x i x i

N =

é ù
= -ê ú

ê úë û
å (16)

Signal
Energy Retained [%] MSE [dB]

DCT DWT SLT DCT DWT SLT

Impulse 88.01 91.13 94.01 -10.67 -13.54 -16.98

Sag 87.81 90.01 93.20 -10.08 -13.04 -17.54

Swell 89.46 91.01 94.44 -11.88 -13.77 -17.95

Harmonics 87.69 90.89 93.14 -11.04 -13.31 -17.68

Momentary Interruption 90.44 91.10 94.11 -12.27 -15.89 -18.79

Oscillatory Transient 91.63 90.88 95.04 -12.98 -14.45 -19.07

Voltage Flicker 90.75 91.34 95.18 -10.76 -14.74 -19.78

Table 5. Test results obtained using DCT, DWT and SLT (CR=10)

4. Conclusions

The research results on data compression using DWT presented in this work show the opti‐
mal order of Daubechies scaling function recommended in order to achieve the best com‐
pression ratio for three types of power quality disturbances and the necessary number of
decomposition levels. An compression algorithm base on spline interpolation method that
allows higher compression rates is also presented.

The Slantlet transform is analysed as a new approach for power quality data compression.
The compression performance using SLT was compared based on percentage of energy re‐
tained and mean square error in decibels. The computer simulation tests using various pow‐
er quality disturbances shows that SLT provides a more accurate reconstruction of the
original signal than DCT and DWT.
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mal order of Daubechies scaling function recommended in order to achieve the best com‐
pression ratio for three types of power quality disturbances and the necessary number of
decomposition levels. An compression algorithm base on spline interpolation method that
allows higher compression rates is also presented.

The Slantlet transform is analysed as a new approach for power quality data compression.
The compression performance using SLT was compared based on percentage of energy re‐
tained and mean square error in decibels. The computer simulation tests using various pow‐
er quality disturbances shows that SLT provides a more accurate reconstruction of the
original signal than DCT and DWT.
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1. Introduction

The power quality problem is now of a great concern to electric utilities of power industry and
they are trying hard to supply their customers with a good quality of power especially in the
open market. Due to the wide spread use of power electronics in every place in the power
industry, the power supplied to the customers are now distorted in either the voltage signal
or current signal or both of them. This distortion has a great effect on the sensitive equipments
and may cause interruption to such equipments that result in very expensive consequence. It
has been reported that 30% voltage sag for very short duration can reset programmable
controllers for the entire assembly line. As such an accurate algorithm is needed for identifi‐
cation and measurements of these events

Power quality involves how close the voltage waveform is to being a perfect sinusoid with a
constant frequency and amplitude. Historically, it has been the utilities’ responsibility to
provide a “clean” voltage waveform, and most customers’ load did no affect the quality of
their power. Today, a new factor, harmonics, has been added to the power quality scenario
because utility customers, including residential ones, are using electronic devices that require
non-sinusoidal currents, currents rich in harmonics.

The presence of power system harmonics is not a new problem; it has been well known since
the first generator was built. However, nowadays due to the widespread use of electronic
equipment, arcing devices, such as arc furnaces and equipment with saturated ferromagnetic
cores, such as transformers, power engineers pay more attention to power system harmonics.
The presence of voltage and current waveform distortion is generally expressed in terms of
harmonic frequencies that are integral multiples of the power system nominal frequency. It is
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a steady phenomenon in a power system, and it is completely different from the distortion
results from the transient, such as faults, in a power system.

The subject of harmonics has been deemed so important that there are international confer‐
ences dedicated to the subject, working groups and committees in international engineering
societies, which deal only with harmonics, and several dedicated books on the topics. Power
system, harmonics are become one of the important index to the power quality issues these
days. Good power quality means less distortion, less harmonics, in the voltage and current
sources.

Good harmonic prediction requires clear understanding of two different but closely related
topics. One is the non-linear voltage/ current characteristic of some power system components
and its related effect, the presence of harmonic sources. The main problem in this respect is
the difficulty in specifying these sources accurately. The second topic is the derivation of the
suitable harmonic models of the predominantly linear network components, and of the
harmonic flows resulting from their interconnection. This task is made difficult by insufficient
information on the composition of the system loads and their damping to harmonic frequen‐
cies. Further impediments to accurate prediction are the existence of many distributed non-
linearities, phase diversity, the varying nature of the load, etc.

To assess the quality of delivered power, especially in open markets, it is necessary to estimate
the harmonic components in a power system. The quality of power delivered necessitates
knowledge regarding the magnitude of harmonic components and phase angle of these
components. The reduction of harmonics in a system means good system quality. Installing
filters at feeding points along the network can do this if the harmonic components magnitudes
as well as their phase angles are known in advance.

Over the past 25 years major improvements in the field of signal theory have been achieved
and many algorithms and techniques have been published in the literature. In Ref. [1] an
algorithm for tracking the voltage envelope based on calculating the energy operator of a
sinusoidal waveform is presented. It is assumed that the frequency of the sinusoidal waveform
is known and a lead-lag network with unity gain is used. An approach to power quality
assessment based on real-time (RT) hardware-in-the-loop (HIL) simulation is proposed in Ref.
[2]. The RT-HIL platform is being used for power quality studies of NAVY all-electric ships.
Ref. [3] describes an analytical method for evaluating the voltage sag performance of a power-
supply distribution network, different evaluation algorithms are proposed to account for each
type of sensitivity.

Ref. [4] proposes a fuzzy pattern recognition system for power quality disturbances. It is a two-
stage system in which a multi-resolution S-transform is used to generate a set of optimal
features vectors in the first stage. In the second stage a fuzzy logic-based pattern recognition
system is used to classify the various disturbances waveforms generated due to power quality
violations. The Teager energy operator (TEO) and the Hilbert transform (HT) are introduced
in Ref. [5] as effective approaches for tracking the voltage flicker levels. It has been found that
TEO and HT are capable of tracking the amplitude variations of the voltage flicker and supply
frequency in industrial systems with an average error 3%. Root-mean-square (rms) calculation
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is a popular method adopted in power system parameter classification such as voltage sag
classification and relay protection. Ref. [6] studies the characteristics of the rms method, for
both the single-frequency and mixed-frequency signals. Analysis is made on its dependence
on sampling rate, sampling window size, as well as point-on-wave through strict mathematical
deductions.

Ref. [7] presents a control technique for flicker mitigation. This technique is based on the
instantaneous tracking of the measured voltage envelope. The ADALINE (ADAptive LINear)
neuron algorithm and the Recursive Least Square (RLS) algorithm are introduced for the flicker
envelope tracking. Presented in Ref. [8] is a fuzzy-expert system for automated detection and
classification of power quality disturbances. The types of concerned disturbances include
voltage sags, swells, interruption, switching transients, impulses, flickers, harmonics and
notches from a signal that is available in sampled form. Fourier transform and wavelet analysis
are utilized to obtain unique features for the waveforms. Ref. [9] and Ref. [10] present concepts
based on fuzzy expert system for power quality study, the concept integrates the power system
modeling, classifying and characterizing for power quality events, studying equipment
sensitivity to the event disturbance, and locating point of event occurrence into one unified
frame. Both Fourier and wavelet analyzes are applied for extracting distinct features of various
types of events as well as for characterizing the events. Ref. [11] presents a technique for
learning power- quality waveforms based adaptive neuro-fuzzy systems to learn power
quality signature waveforms. Ref. [12] compared three signal processing tools for power
quality analysis; the continues wavelet transform, the multi-resolution analysis and the
quadratic transform. It has been concluded that the continues Wavelet transform is as reliable
as these methods but has been the advantage of giving directly the magnitude of the 50/60 Hz
signal, and is suitable for quantifying power quality when detecting and measuring voltage
sags, transients over voltages or flicker. None of these techniques are as adequate to detect and
measure the voltage magnitude of harmonic content as the Fourier transform. Reference [15]
presents an optimal measurements scheme for tracking the harmonics in power system voltage
and current waveforms. The proposed scheme was based on Kalman filtering. Reference [15]
implements the well-known LES algorithm for identification and measurement of power
system harmonics. The mathematical model for the identification and measurement process
is presented in this reference. The samples used in this reference are for one of the three- phase
voltage or current signals. Reference [16] presents a comparative study for power system
harmonic estimation, where it compares the results obtained using discrete Fourier transform
(DFT), the well known least errors square (LES) parameter estimation algorithm and the least
absolute value (LAV) parameter estimation algorithm. It has been concluded that the three
algorithms produce the same estimate, if the signal under study is free of noise. However, if
some data samples are missed, the least absolute value produces better estimates than the DFT
and LES algorithms. The algorithms in this reference use the samples of a one-phase voltage
or current signal. An approach based on singular value decomposition (SVD) for estimating
harmonic components in a power system is presented in Reference [17]. Three different
techniques are investigated in this reference; the standard averaged SVD, the total LS and
double SVD. Reference [18] implements the neural network in its analogue form for estimation
of harmonics. It has been shown that such problem formulation leads to a quadratic objective

Electric Power Quality Recognition and Classification in Distribution Networks
http://dx.doi.org/10.5772/53081

23



a steady phenomenon in a power system, and it is completely different from the distortion
results from the transient, such as faults, in a power system.

The subject of harmonics has been deemed so important that there are international confer‐
ences dedicated to the subject, working groups and committees in international engineering
societies, which deal only with harmonics, and several dedicated books on the topics. Power
system, harmonics are become one of the important index to the power quality issues these
days. Good power quality means less distortion, less harmonics, in the voltage and current
sources.

Good harmonic prediction requires clear understanding of two different but closely related
topics. One is the non-linear voltage/ current characteristic of some power system components
and its related effect, the presence of harmonic sources. The main problem in this respect is
the difficulty in specifying these sources accurately. The second topic is the derivation of the
suitable harmonic models of the predominantly linear network components, and of the
harmonic flows resulting from their interconnection. This task is made difficult by insufficient
information on the composition of the system loads and their damping to harmonic frequen‐
cies. Further impediments to accurate prediction are the existence of many distributed non-
linearities, phase diversity, the varying nature of the load, etc.

To assess the quality of delivered power, especially in open markets, it is necessary to estimate
the harmonic components in a power system. The quality of power delivered necessitates
knowledge regarding the magnitude of harmonic components and phase angle of these
components. The reduction of harmonics in a system means good system quality. Installing
filters at feeding points along the network can do this if the harmonic components magnitudes
as well as their phase angles are known in advance.

Over the past 25 years major improvements in the field of signal theory have been achieved
and many algorithms and techniques have been published in the literature. In Ref. [1] an
algorithm for tracking the voltage envelope based on calculating the energy operator of a
sinusoidal waveform is presented. It is assumed that the frequency of the sinusoidal waveform
is known and a lead-lag network with unity gain is used. An approach to power quality
assessment based on real-time (RT) hardware-in-the-loop (HIL) simulation is proposed in Ref.
[2]. The RT-HIL platform is being used for power quality studies of NAVY all-electric ships.
Ref. [3] describes an analytical method for evaluating the voltage sag performance of a power-
supply distribution network, different evaluation algorithms are proposed to account for each
type of sensitivity.

Ref. [4] proposes a fuzzy pattern recognition system for power quality disturbances. It is a two-
stage system in which a multi-resolution S-transform is used to generate a set of optimal
features vectors in the first stage. In the second stage a fuzzy logic-based pattern recognition
system is used to classify the various disturbances waveforms generated due to power quality
violations. The Teager energy operator (TEO) and the Hilbert transform (HT) are introduced
in Ref. [5] as effective approaches for tracking the voltage flicker levels. It has been found that
TEO and HT are capable of tracking the amplitude variations of the voltage flicker and supply
frequency in industrial systems with an average error 3%. Root-mean-square (rms) calculation

Power Quality Issues22

is a popular method adopted in power system parameter classification such as voltage sag
classification and relay protection. Ref. [6] studies the characteristics of the rms method, for
both the single-frequency and mixed-frequency signals. Analysis is made on its dependence
on sampling rate, sampling window size, as well as point-on-wave through strict mathematical
deductions.

Ref. [7] presents a control technique for flicker mitigation. This technique is based on the
instantaneous tracking of the measured voltage envelope. The ADALINE (ADAptive LINear)
neuron algorithm and the Recursive Least Square (RLS) algorithm are introduced for the flicker
envelope tracking. Presented in Ref. [8] is a fuzzy-expert system for automated detection and
classification of power quality disturbances. The types of concerned disturbances include
voltage sags, swells, interruption, switching transients, impulses, flickers, harmonics and
notches from a signal that is available in sampled form. Fourier transform and wavelet analysis
are utilized to obtain unique features for the waveforms. Ref. [9] and Ref. [10] present concepts
based on fuzzy expert system for power quality study, the concept integrates the power system
modeling, classifying and characterizing for power quality events, studying equipment
sensitivity to the event disturbance, and locating point of event occurrence into one unified
frame. Both Fourier and wavelet analyzes are applied for extracting distinct features of various
types of events as well as for characterizing the events. Ref. [11] presents a technique for
learning power- quality waveforms based adaptive neuro-fuzzy systems to learn power
quality signature waveforms. Ref. [12] compared three signal processing tools for power
quality analysis; the continues wavelet transform, the multi-resolution analysis and the
quadratic transform. It has been concluded that the continues Wavelet transform is as reliable
as these methods but has been the advantage of giving directly the magnitude of the 50/60 Hz
signal, and is suitable for quantifying power quality when detecting and measuring voltage
sags, transients over voltages or flicker. None of these techniques are as adequate to detect and
measure the voltage magnitude of harmonic content as the Fourier transform. Reference [15]
presents an optimal measurements scheme for tracking the harmonics in power system voltage
and current waveforms. The proposed scheme was based on Kalman filtering. Reference [15]
implements the well-known LES algorithm for identification and measurement of power
system harmonics. The mathematical model for the identification and measurement process
is presented in this reference. The samples used in this reference are for one of the three- phase
voltage or current signals. Reference [16] presents a comparative study for power system
harmonic estimation, where it compares the results obtained using discrete Fourier transform
(DFT), the well known least errors square (LES) parameter estimation algorithm and the least
absolute value (LAV) parameter estimation algorithm. It has been concluded that the three
algorithms produce the same estimate, if the signal under study is free of noise. However, if
some data samples are missed, the least absolute value produces better estimates than the DFT
and LES algorithms. The algorithms in this reference use the samples of a one-phase voltage
or current signal. An approach based on singular value decomposition (SVD) for estimating
harmonic components in a power system is presented in Reference [17]. Three different
techniques are investigated in this reference; the standard averaged SVD, the total LS and
double SVD. Reference [18] implements the neural network in its analogue form for estimation
of harmonics. It has been shown that such problem formulation leads to a quadratic objective

Electric Power Quality Recognition and Classification in Distribution Networks
http://dx.doi.org/10.5772/53081

23



of the global minimum, which can be found by using simple electronic circuitry in real time.
Reference [19] presents an approach for the estimation of harmonic components of a power
system using a linear adaptive neuron called Adaline. The proposed estimator tracks Fourier
coefficients of signal data corrupted with noise and decaying DC components. Reference [28]
develops a fast Newton type solution of the six-pulse rectifier and dc system in the harmonic
domain. The nonlinear equations are solved using Newton’s method, which employs a
Jacobian matrix of partial derivatives. A twelve states Kalman filtering algorithm is applied in
Reference [29], using an 8-bit microprocessor, for continues real-time tracking of the harmonics
in the voltage or current waveforms of a power system to obtain in real time the instantaneous
values for a maximum of six harmonics as well as the existing harmonic distortion. Reference
[30] reviews the problems associated with direct application of the Fast Fourier Transform to
compute harmonic levels of non-steady state distorted waveforms, and various ways to
describe recorded data in statistical terms. Reference [31] presents an approach based on fuzzy
linear regression for the measurement of power system harmonic components. The non-
sinusoidal voltage or current waveform is written as a linear function. The parameters of this
function are assumed to be fuzzy numbers having certain middle and spread value. The
problem in this reference is formulated as a linear optimization problem, where the objective
is to minimize the spread of voltage or current samples. The on-line digital measurement on
power systems for the power quality analysis under non-sinusoidal conditions is considered
in Reference [32]. The proposed instrument, in this reference, adopts a floating point digital
signal processing (DSP) hosted on a IBM PC and interfaced with a special high-speed data
acquisition system (DAS). Voltage and current waveforms are acquired and processed by
using a fast recursive least-square (FRLS) measurement algorithm. Using such an algorithm,
different quantities are obtained, such as the current and voltage rms values, their harmonic
content, the active power, the harmonic active power, the power factor, etc. Reference [33]
applies a technique to the computation of individual harmonics in digital protections, where
only certain isolated harmonics, rather than the full spectrum, are needed. This leads to O
(log2N) computations per harmonics. A technique based on modeling and identification
method is proposed in Reference [34] using a mathematical model describing the signal in
question. The recursive least-square-error identification algorithm is used to identify the
harmonic parameters. These are including the frequency, the amplitude and phase angle.
Because of the limitations associated with conventional algorithms, particularly under supply-
frequency drift and transient situations, an approach based on non-linear least squares
parameter estimation has been proposed in Reference [35]. To reduce the computational time
the Hopfield type feedback neural networks for real-time harmonic evaluation. The neural
network implementation determines simultaneously the supply frequency variation, the
fundamental-amplitude/phase variation as well as the harmonics-amplitude variation.
Reference [36] considers state estimation of harmonic signals with time varying magnitudes.
Harmonic signals are modeled using elliptical set-theoretic methods and an optimal reduced-
order estimator, which has one-half the dimension of the state vector, is developed for
predicting the unknown time-varying harmonic magnitudes. Reference [37] proposes the
optimization of spectrum analysis to reduce the restriction on Fast Fourier Transform (FFT)
[38] resulting mismatch the frequency scale with signal characteristics. By using this method
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both of the picket-fence effect and the leakage effect are reduced, and it makes the harmonic
parameters show on spectrum more accurately. Reference [39] proposes a harmonic model
based on Wavelet Transform (WT) for on-line tracking of power system using Kalman filtering.
The close relation between the Wavelet and Multi-resolution analysis is utilized to express the
harmonic magnitudes and phase angle as a sum of Wavelet and scaling function.voltage sags
define as an rms reduction in the AC voltage, at the power frequency, for duration from a half
a cycle to a few second. If the voltage drops below normal level for several cycles it would
affect the critical load and cause shutdown to these loads. Voltage sags constitute the majority
of power line problem representing about 60% of all problems. In addition to these quantities,
sags also characterize by unbalance, non-sinusoidal wave-shapes and phase angle shift (phase
jump). These factors are important for determining the behavior of ac motor drives during
sags [40]. The main sources for the voltage sags are start-ups of large motors, sudden increase
in line loads, electrical faults on utility power lines caused by animals, trees, storms, or other
objects in contacts with power lines. A majority of faults on a utility system are single-line-to-
ground faults (L-G). During L-G faults, the voltage on the faulted phase goes to nearly zero
volts at the fault location. The corresponding voltage at a customer bus depends on the system
configuration, location of the fault, the impedance of the system upstream of the fault, the
feeder impedance, the distance of the fault and the transformer connections between the
faulted system and customer bus. Furthermore, Electronic loads that pull large currents such
as copy machines, laser printers can cause voltage sags. Further more, loose wiring in the
distribution installation can cause voltage sags [14]. To quantify the effect of sensitive equip‐
ment to voltage sags, it is necessary to characterize the parameters of voltage sags. Most often,
voltage sags characterize by a duration and depth parameter and represent in a two-dimen‐
sional rms voltage magnitude versus duration plot. This simplified representation of voltage
sag characteristics does not take into account the different in individual phase voltages (voltage
asymmetry or unbalance) and the associated phase angle shift during voltage sag. Further‐
more, it does not take into account the non-sinusoidal nature of the voltage waveform during
the sag. The magnitude of voltage sag can be determined from the rms voltage. As long as the
voltage is sinusoidal, it does not matter whether rms voltage, fundamental voltage, or peak
voltage used to obtain the sag magnitude. But especially during a voltage sag this is often not
the case.[15] Chapter 4 in Ref. [15] explains in details the voltage sag characterization, the
different available techniques used to measure the voltage sags at different modes of operation
of power systems Fast Fourier Transform used to measure the phase angle jumps using the
moving window length technique.

In Reference [42], a method for voltage disturbances such as voltage sags, voltage swells,
flicker, frequency change in the utility voltage, and harmonic distortion of a single-phase or
poly phase voltage disturbances is explored The algorithm is based on the theory that allows
a set of three-phase voltages be represented as dc voltages in a d–q synchronous rotating frame.
In this case, the utility input voltages are sensed and then converted to dc quantities in the d–
q reference frame. The output of the algorithm is compared with a set of reference voltages,
and the error is used as a measure to such disturbances. Reference [43] presents a Monte Carlo
based approach to evaluate the maximum voltage sag magnitudes as well as the voltage
unbalance in transmission systems. In this context, investigations have been conducted on a
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of the global minimum, which can be found by using simple electronic circuitry in real time.
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of power line problem representing about 60% of all problems. In addition to these quantities,
sags also characterize by unbalance, non-sinusoidal wave-shapes and phase angle shift (phase
jump). These factors are important for determining the behavior of ac motor drives during
sags [40]. The main sources for the voltage sags are start-ups of large motors, sudden increase
in line loads, electrical faults on utility power lines caused by animals, trees, storms, or other
objects in contacts with power lines. A majority of faults on a utility system are single-line-to-
ground faults (L-G). During L-G faults, the voltage on the faulted phase goes to nearly zero
volts at the fault location. The corresponding voltage at a customer bus depends on the system
configuration, location of the fault, the impedance of the system upstream of the fault, the
feeder impedance, the distance of the fault and the transformer connections between the
faulted system and customer bus. Furthermore, Electronic loads that pull large currents such
as copy machines, laser printers can cause voltage sags. Further more, loose wiring in the
distribution installation can cause voltage sags [14]. To quantify the effect of sensitive equip‐
ment to voltage sags, it is necessary to characterize the parameters of voltage sags. Most often,
voltage sags characterize by a duration and depth parameter and represent in a two-dimen‐
sional rms voltage magnitude versus duration plot. This simplified representation of voltage
sag characteristics does not take into account the different in individual phase voltages (voltage
asymmetry or unbalance) and the associated phase angle shift during voltage sag. Further‐
more, it does not take into account the non-sinusoidal nature of the voltage waveform during
the sag. The magnitude of voltage sag can be determined from the rms voltage. As long as the
voltage is sinusoidal, it does not matter whether rms voltage, fundamental voltage, or peak
voltage used to obtain the sag magnitude. But especially during a voltage sag this is often not
the case.[15] Chapter 4 in Ref. [15] explains in details the voltage sag characterization, the
different available techniques used to measure the voltage sags at different modes of operation
of power systems Fast Fourier Transform used to measure the phase angle jumps using the
moving window length technique.

In Reference [42], a method for voltage disturbances such as voltage sags, voltage swells,
flicker, frequency change in the utility voltage, and harmonic distortion of a single-phase or
poly phase voltage disturbances is explored The algorithm is based on the theory that allows
a set of three-phase voltages be represented as dc voltages in a d–q synchronous rotating frame.
In this case, the utility input voltages are sensed and then converted to dc quantities in the d–
q reference frame. The output of the algorithm is compared with a set of reference voltages,
and the error is used as a measure to such disturbances. Reference [43] presents a Monte Carlo
based approach to evaluate the maximum voltage sag magnitudes as well as the voltage
unbalance in transmission systems. In this context, investigations have been conducted on a
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system model taking into consideration the uncertainty in several factors associated with the
practical operation of a power system.

Reference [44] has discussed the limitations of the conventional sag characterizing method and
proposed a new sag characterizing method. The conventional method overestimates the
nonrectangular sag and cannot reflect the exact effect of voltage sag according to the voltage
tolerance characteristics. The method has approximated the voltage profile during voltage sag
using order radical root function. It has modified the voltage sag duration using the known
parameters, and which are measured at PQ monitors. With the modified sag duration, the
method has evaluated the effect of voltage sag correctly. Moreover, it can be applied to not
only rectangular sag but also nonrectangular sag.

Reference [45] proposes the concept of “voltage sag state estimation” and associated algo‐
rithms to achieve this goal. The method has the characteristics: 1) It makes use of the radial
connection characteristic of a distribution feeder, 2) it is based on a limited number of metering
points, and 3) it employs a least-square method to predict the sag profile along a distribution
line. The results of sag state estimator can be used to calculate the feeder power quality
performance indices such as the System Average RMS Frequency Index (SARFIx). Reference
[46] presents a technique for accurate discrimination between transient voltage stability and
voltage sag by combining damped sinusoids-based transient modeling with neural networks.
Transient modeling is accomplished by energy adapted matching pursuits with an over-
complete dictionary of damped sinusoids. In this approach, the information provided by the
damped sinusoids-based transient modeling stage is applied to a Neural Network, which
determine in a fast and accurate fashion the class to which the waveform belongs. In Reference
[47] a power quality assessment method was proposed. Test results show that the method can
tolerate highly distorted voltages, significant sudden frequency change, and three-phase
voltage sags, but it cannot tolerate certain short-term phase-shifted single-phase voltage sags.
In Reference [40] a control algorithm for the (Distributed Generation) DG interface based on
the Hilbert transform (HT) is presented. The HT is employed as an effective technique for
tracking the voltage flicker levels in distribution systems. The technique can be used on-line
tracking of voltage flicker. The accurate tracking of the HT facilitates its implementation for
the control of flicker mitigation devices. The HT realized with long filter length provides a
minimum error in tracking the voltage envelope but with higher computation cost and a larger
delay time than that of the short filter length. The HT can surpass the Kalman Filter in voltage
tracking in a sense that it requires less computation effort and avoid the pitfalls of the FFT. In
Reference [48], an algorithm for tracking the voltage envelope based on calculating the energy
operator of a sinusoidal waveform is presented. This algorithm is used to evaluate the
instantaneous changes in the amplitude and so track the envelope of the waveform. The
algorithm is fast and robust and uses only a few samples to calculate the energy. It is not
sensitive to the noise or the distortion in the waveform. The results show the capability of the
algorithm to track different shapes of envelopes associated with high signal-to-noise ratio
(SNR). However, there will be a delay between the actual and the tracked envelope, due to
using the lead/lag networks
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A prototype wavelet-based neural network classifier for recognizing power-quality distur‐
bances is implemented and tested in Reference [50], under various transient events. The
discrete wavelet transform (DWT) technique is integrated with the probabilistic neural-
network (PNN) model to construct the classifier. First, the multi resolution-analysis technique
of DWT and the Parseval’s theorem are employed to extract the energy distribution features
of the distorted signal at different resolution levels. Then, the PNN classifies these extracted
features to identify the disturbance type according to the transient duration and the energy
features. Various transient events are tested, such as, momentary interruption, capacitor
switching, voltage sag/swell, harmonic distortion, and flicker. The results show that the
classifier can detect and classify different power disturbance types efficiently. Reference [51]
proposes a wavelet-based extended fuzzy reasoning approach to power-quality disturbance
recognition and identification. To extract power-quality disturbance features, the energy
distribution of the wavelet part at each decomposition level is introduced and its calculation
mathematically established. Based on these features, rule bases are generated for extended
fuzzy reasoning. The power-quality disturbance features are finally mapped into a real
number, in terms of which different power-quality disturbance waveforms are classified. One
prominent advantage of this approach is that the power-quality engineers’ knowledge about
features of the disturbance waveforms can be easily included into the algorithm using
linguistic description.

Reference [52] presents a procedure for stochastic prediction of voltage sags based on the
Monte Carlo method. A medium size distribution network is used to analyze, the convergence
of the Monte Carlo method, the influence of protective devices and the importance of voltage
sag indices is studied. This reference has presented the scope and advantages of an EMTP-
based procedure for voltage sag analysis. The aim of a stochastic prediction is not only to
deduce the number of voltage sags but also the number of trips of sensitive equipment.
Therefore, the representation of equipment sensitivity is also required. In Reference [53] the
Recursive Least Square (RLS) algorithm are introduced for the flicker envelope tracking. Both
the ADALINE and the RLS algorithms are used to track the voltage envelope. The difference
between the estimated envelope and the required voltage level is passed to the controller to
obtain the required reactive power to compensate flickers. A fast response, accurate tracking,
and robustness of the proposed control system are revealed from the results. In addition, the
performance of the ADALINE and the RLS algorithms for the estimation of flicker envelopes
are investigated.

Reference [54] presents and verifies a voltage sag detection technique for use in conjunction
with the main control system of a DVR. A problem arises when fast evaluation of the sag depth
and phase shift is required, as this information is normally embedded within the core of a main
DVR control scheme and is not readily available to either user monitoring the state of the grid
or parallel controllers. The voltage sag detection method in this reference proposes a matrix
method, which is able to compute the phase shift and voltage reduction of the supply voltage
much quicker than the Fourier transform or a PLL. DPQ sites have widely dispersed power
quality. Many sites have many more sags than other sites. Rural sites have many more sags
and momentary interruptions than suburban and urban sites. The three strongest indicators
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system model taking into consideration the uncertainty in several factors associated with the
practical operation of a power system.

Reference [44] has discussed the limitations of the conventional sag characterizing method and
proposed a new sag characterizing method. The conventional method overestimates the
nonrectangular sag and cannot reflect the exact effect of voltage sag according to the voltage
tolerance characteristics. The method has approximated the voltage profile during voltage sag
using order radical root function. It has modified the voltage sag duration using the known
parameters, and which are measured at PQ monitors. With the modified sag duration, the
method has evaluated the effect of voltage sag correctly. Moreover, it can be applied to not
only rectangular sag but also nonrectangular sag.

Reference [45] proposes the concept of “voltage sag state estimation” and associated algo‐
rithms to achieve this goal. The method has the characteristics: 1) It makes use of the radial
connection characteristic of a distribution feeder, 2) it is based on a limited number of metering
points, and 3) it employs a least-square method to predict the sag profile along a distribution
line. The results of sag state estimator can be used to calculate the feeder power quality
performance indices such as the System Average RMS Frequency Index (SARFIx). Reference
[46] presents a technique for accurate discrimination between transient voltage stability and
voltage sag by combining damped sinusoids-based transient modeling with neural networks.
Transient modeling is accomplished by energy adapted matching pursuits with an over-
complete dictionary of damped sinusoids. In this approach, the information provided by the
damped sinusoids-based transient modeling stage is applied to a Neural Network, which
determine in a fast and accurate fashion the class to which the waveform belongs. In Reference
[47] a power quality assessment method was proposed. Test results show that the method can
tolerate highly distorted voltages, significant sudden frequency change, and three-phase
voltage sags, but it cannot tolerate certain short-term phase-shifted single-phase voltage sags.
In Reference [40] a control algorithm for the (Distributed Generation) DG interface based on
the Hilbert transform (HT) is presented. The HT is employed as an effective technique for
tracking the voltage flicker levels in distribution systems. The technique can be used on-line
tracking of voltage flicker. The accurate tracking of the HT facilitates its implementation for
the control of flicker mitigation devices. The HT realized with long filter length provides a
minimum error in tracking the voltage envelope but with higher computation cost and a larger
delay time than that of the short filter length. The HT can surpass the Kalman Filter in voltage
tracking in a sense that it requires less computation effort and avoid the pitfalls of the FFT. In
Reference [48], an algorithm for tracking the voltage envelope based on calculating the energy
operator of a sinusoidal waveform is presented. This algorithm is used to evaluate the
instantaneous changes in the amplitude and so track the envelope of the waveform. The
algorithm is fast and robust and uses only a few samples to calculate the energy. It is not
sensitive to the noise or the distortion in the waveform. The results show the capability of the
algorithm to track different shapes of envelopes associated with high signal-to-noise ratio
(SNR). However, there will be a delay between the actual and the tracked envelope, due to
using the lead/lag networks
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A prototype wavelet-based neural network classifier for recognizing power-quality distur‐
bances is implemented and tested in Reference [50], under various transient events. The
discrete wavelet transform (DWT) technique is integrated with the probabilistic neural-
network (PNN) model to construct the classifier. First, the multi resolution-analysis technique
of DWT and the Parseval’s theorem are employed to extract the energy distribution features
of the distorted signal at different resolution levels. Then, the PNN classifies these extracted
features to identify the disturbance type according to the transient duration and the energy
features. Various transient events are tested, such as, momentary interruption, capacitor
switching, voltage sag/swell, harmonic distortion, and flicker. The results show that the
classifier can detect and classify different power disturbance types efficiently. Reference [51]
proposes a wavelet-based extended fuzzy reasoning approach to power-quality disturbance
recognition and identification. To extract power-quality disturbance features, the energy
distribution of the wavelet part at each decomposition level is introduced and its calculation
mathematically established. Based on these features, rule bases are generated for extended
fuzzy reasoning. The power-quality disturbance features are finally mapped into a real
number, in terms of which different power-quality disturbance waveforms are classified. One
prominent advantage of this approach is that the power-quality engineers’ knowledge about
features of the disturbance waveforms can be easily included into the algorithm using
linguistic description.

Reference [52] presents a procedure for stochastic prediction of voltage sags based on the
Monte Carlo method. A medium size distribution network is used to analyze, the convergence
of the Monte Carlo method, the influence of protective devices and the importance of voltage
sag indices is studied. This reference has presented the scope and advantages of an EMTP-
based procedure for voltage sag analysis. The aim of a stochastic prediction is not only to
deduce the number of voltage sags but also the number of trips of sensitive equipment.
Therefore, the representation of equipment sensitivity is also required. In Reference [53] the
Recursive Least Square (RLS) algorithm are introduced for the flicker envelope tracking. Both
the ADALINE and the RLS algorithms are used to track the voltage envelope. The difference
between the estimated envelope and the required voltage level is passed to the controller to
obtain the required reactive power to compensate flickers. A fast response, accurate tracking,
and robustness of the proposed control system are revealed from the results. In addition, the
performance of the ADALINE and the RLS algorithms for the estimation of flicker envelopes
are investigated.

Reference [54] presents and verifies a voltage sag detection technique for use in conjunction
with the main control system of a DVR. A problem arises when fast evaluation of the sag depth
and phase shift is required, as this information is normally embedded within the core of a main
DVR control scheme and is not readily available to either user monitoring the state of the grid
or parallel controllers. The voltage sag detection method in this reference proposes a matrix
method, which is able to compute the phase shift and voltage reduction of the supply voltage
much quicker than the Fourier transform or a PLL. DPQ sites have widely dispersed power
quality. Many sites have many more sags than other sites. Rural sites have many more sags
and momentary interruptions than suburban and urban sites. The three strongest indicators
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of voltage sags are 1) circuit exposure, 2) lightning, and 3) a term with transformer size and
number of feeders. A linear model can predict sags based on a small number of site charac‐
teristics. Load density and three-phase circuit exposure most strongly affect momentary [55].
In Reference [56] a potential problem area in using RMS values in power quality assessment
are identified and discussed. The RMS can be computed either using a fixed window (s-RMS)
or a moving average technique (m-RMS). In both cases, RMS is a function of window length,
and is a constant function for periodic signals of fundamental period.

Reference [57] presents an expert system for automatic classification of power quality record‐
ings. The classification procedure is based on segmenting the voltage waveforms in points of
sudden changes in the fundamental magnitude. Based on the segmentation results, a set of
classification modules is utilized to classify the event. Classification is based on features
extracted from the voltage waveforms. The system successfully classifies the largest part of
the recordings. The only problems that are found are related with either the failure in detecting
very small changes in the voltage magnitude or the time resolution problems of the magnitude
estimation and the detection. The expert system enables fast and accurate analysis of large
databases and classification of the recordings in terms of the origin. Event classification
(instead of disturbance classification) offers the means for better understanding and descrip‐
tion of the operation of the system in terms of power quality.

Reference [58] uses the continuous wavelet transform to detect and analyze voltage sags and
transients. Recursive algorithm is used and improved to compute the time-frequency plane of
electrical disturbances. Characteristics of investigated signals are measured on a time-
frequency plane. A comparison between measured characteristics and benchmark values
detects the presence of disturbances in analyzed signals and characterizes the type of distur‐
bances. Duration and magnitude of voltage sags are measured; transients are located in the
width of the signal. Furthermore, meaningful time and frequency components of transients
are measured. Detection and measurement results are compared using classical methods. This
algorithm enables very accurate time location and magnitude measurements of voltage sags
and meaningful transient identifications. Furthermore, the method enables an accurate
classification of transient events to be performed, and characteristics are easily read from the
time-frequency plane. Reference [59] shows that it is possible to use sampled voltage and
current waveforms to determine on which side of a recording device a disturbance originates.
This is accomplished by examining the energy flow and peak instantaneous power for both
capacitor energizing and voltage sag disturbances. By examining sampled voltage and current
waveforms, it is possible to make a judgment as to which side of a recording device a power
quality disturbance event originates. This is accomplished by examining the disturbance
power and energy flow and the polarity of the initial peak of the disturbance power. If several
recording devices are available in a network, the source of the disturbance may be pinpointed
with a higher degree of accuracy.
2. αβ-Transformation for identifying the power quality events (Clarkes transformation)αβ-
Transformation (Clarks Transformation) is a dc transformation used to transfer the three-
phase ac system of voltage or current to a dc system. This section presents the application of
this transformation to identifying the power quality events, such as harmonics, voltage
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sages, flicker, swell and transients. This transformation can be implemented for a single
phase or three- phase system of voltage. The phasor voltage resulting from the combination
of Vα and Vβ has a magnitude proportional to the system operating voltage and rotates with
a speed of the frequency of the system voltage. The estimated shape of the phasor voltage
over the data window size gives the nature of the power quality event. The proposed techni‐
que can be implemented in off-line or on-line modes. Simulated results, for different types
of events are presented in the text and the results show excellent identification using the
proposed technique.

2.1. Modeling the voltage signals [1]

The three phase voltages of the power systems can be written at any sample k, k=1, m, m is the
total number of samples available
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Where we define the parameters in (1) as:

Vm is the signal amplitude

ω is the signal nominal frequency

ΔT  is the sampling time=
1
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,Fs is the sampling frequency

k  is the sampling step; k =1, .., m

φ is the signal phase angle
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The well-known αβ- transformation for the three-phase signal is given as:
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Equation (2) can be rewritten as:
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of voltage sags are 1) circuit exposure, 2) lightning, and 3) a term with transformer size and
number of feeders. A linear model can predict sags based on a small number of site charac‐
teristics. Load density and three-phase circuit exposure most strongly affect momentary [55].
In Reference [56] a potential problem area in using RMS values in power quality assessment
are identified and discussed. The RMS can be computed either using a fixed window (s-RMS)
or a moving average technique (m-RMS). In both cases, RMS is a function of window length,
and is a constant function for periodic signals of fundamental period.

Reference [57] presents an expert system for automatic classification of power quality record‐
ings. The classification procedure is based on segmenting the voltage waveforms in points of
sudden changes in the fundamental magnitude. Based on the segmentation results, a set of
classification modules is utilized to classify the event. Classification is based on features
extracted from the voltage waveforms. The system successfully classifies the largest part of
the recordings. The only problems that are found are related with either the failure in detecting
very small changes in the voltage magnitude or the time resolution problems of the magnitude
estimation and the detection. The expert system enables fast and accurate analysis of large
databases and classification of the recordings in terms of the origin. Event classification
(instead of disturbance classification) offers the means for better understanding and descrip‐
tion of the operation of the system in terms of power quality.

Reference [58] uses the continuous wavelet transform to detect and analyze voltage sags and
transients. Recursive algorithm is used and improved to compute the time-frequency plane of
electrical disturbances. Characteristics of investigated signals are measured on a time-
frequency plane. A comparison between measured characteristics and benchmark values
detects the presence of disturbances in analyzed signals and characterizes the type of distur‐
bances. Duration and magnitude of voltage sags are measured; transients are located in the
width of the signal. Furthermore, meaningful time and frequency components of transients
are measured. Detection and measurement results are compared using classical methods. This
algorithm enables very accurate time location and magnitude measurements of voltage sags
and meaningful transient identifications. Furthermore, the method enables an accurate
classification of transient events to be performed, and characteristics are easily read from the
time-frequency plane. Reference [59] shows that it is possible to use sampled voltage and
current waveforms to determine on which side of a recording device a disturbance originates.
This is accomplished by examining the energy flow and peak instantaneous power for both
capacitor energizing and voltage sag disturbances. By examining sampled voltage and current
waveforms, it is possible to make a judgment as to which side of a recording device a power
quality disturbance event originates. This is accomplished by examining the disturbance
power and energy flow and the polarity of the initial peak of the disturbance power. If several
recording devices are available in a network, the source of the disturbance may be pinpointed
with a higher degree of accuracy.
2. αβ-Transformation for identifying the power quality events (Clarkes transformation)αβ-
Transformation (Clarks Transformation) is a dc transformation used to transfer the three-
phase ac system of voltage or current to a dc system. This section presents the application of
this transformation to identifying the power quality events, such as harmonics, voltage
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sages, flicker, swell and transients. This transformation can be implemented for a single
phase or three- phase system of voltage. The phasor voltage resulting from the combination
of Vα and Vβ has a magnitude proportional to the system operating voltage and rotates with
a speed of the frequency of the system voltage. The estimated shape of the phasor voltage
over the data window size gives the nature of the power quality event. The proposed techni‐
que can be implemented in off-line or on-line modes. Simulated results, for different types
of events are presented in the text and the results show excellent identification using the
proposed technique.

2.1. Modeling the voltage signals [1]

The three phase voltages of the power systems can be written at any sample k, k=1, m, m is the
total number of samples available
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For m samples of three-phase signals, m samples for vα(k ), vβ(k )are obtained. By using this
transformation, harmonics of order three and their multiples are suppressed. Equation (3) and
(4) gives the transformed voltage vα(k ), vβ(k )at any sample k. The complex voltage phasor
formed from these two voltages which having the same frequency ω and phase angle φ as the
original three phases is:
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Where the amplitude V (k) of the complex signal is calculated at any sample k as:
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Equation (6) gives the value of phasor voltage at any instant k, while equation (7) is used to
calculate the rms value of the phasor voltage.

The phase angle of this transformed voltage is:
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2.2. Testing the algorithm

The proposed algorithm explained in the previous section is used to identifying the power
quality events for a three phase balanced voltage. These are including voltage swell, voltage
flicker, momentary interruption, voltage sags, and harmonics and voltage transients due to
switching on/off capacitors used in reactive power compensation.

2.2.1. Voltage swell

In this test a voltage swell is assumed on the system, over voltage, for a short period. The rms
value for the complex phasor is calculated, using equation (7) as well as the phasor phase angle
in radian is computed using equation (8)

Figure 1. A system of three-phase voltage experiences a voltage swell.

Figure 1 gives the amplitude, rms value and the phase angle of the phasor for a system of three-
phase voltage experiences a voltage swell. It can easily be noticed, from the phasor amplitude
that the voltage is experienced a voltage swell of magnitude 1.53, normal voltage is 1.224 p. u,
during the time that equivalent to sample number 83 to the time that equivalent to sample
number 163.

2.2.2. Voltage flickers

In this test we assume that the three phase voltages are experienced a flicker the complex
phasor of the voltage is extracted from the available samples for the three phase voltages.

Figure 2 gives the results obtained. Examining this figure reveals that this amplitude is
modulated amplitude during the data window size under investigation, i.e. looking to this
figure one can conclude that a flicker signal is imposed on the nominal voltage signal.
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2.2.3. Momentary interruption

A momentary interruption for a small period of time is implemented in this test, and then the
voltage is restored again. Figure 3 gives the phasor amplitude when the system voltage
experienced a momentary interruption. Examining this curve reveals that the proposed
algorithm is succeeded in estimating the voltage amplitude and the period of interruption.

Figure 3. Phasor Amplitude for a momentary interruption

This figure also reveals that the phasor amplitude tends to zero from the time equivalent to
the samples between 85 and 162, the time of interruption is (162-85)*sampling time, and after
the sample number 162 the system voltage is restored again to nominal voltage.

2.2.4. Voltage sags

In this test voltage is assumed to experience voltage sag, where the voltage is reduced to 0.6
pu, the voltage phasor amplitude of equation 6 is calculated. Figure 4 gives the results obtained,

Figure 2. Phasor amplitude for a voltage flicker

Power Quality Issues32

examining this curve reveals that the proposed algorithm is succeeded in estimating the
voltage amplitude as well as the sags period.

Figure 4. Phasor amplitude for a Voltage experiences voltage sag

2.2.5. Voltage transients

In this test the three-phase voltage signal is experienced voltage transient, this may come from
faults and/or lightning. The phasor amplitude is calculated using the proposed algorithm.

Figure 5. Phasor amplitude for voltage experiences voltage transients

Figure 5 depicts the results obtained. Examining this curve reveals that the proposed trans‐
formation is succeeded in estimating the voltage amplitude as well as the transient period.
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2.2.6. Harmonics

The voltage signal in this test is assumed to be polluted by harmonics up to the fifth order, and
the proposed algorithm is used to estimate the voltage phasor amplitude. Figure 6 depicts the
results obtained. If we examine this figure we can conclude that the phasor amplitude is a
harmonically polluted one, and is following exactly the system voltage.

Figure 6. Voltage signal polluted with harmonics

2.3. Conclusion

We present, in this section, the application to αβ-Transformation for identifying and discrim‐
inating between different types of power quality events. Simulated examples for these events
are presented in the body of the text and more results for the nature of the transformed voltages
are given. It has been shown, through extensive runs, that if one of the phase is experienced a
power quality event alone while the others are not, the algorithm is succeeded in identifying
this events which is not the case of the other earlier algorithms in the past.

3. Kalman filtering algorithm

Power quality involves how close the voltage waveform is to being a perfect sinusoid with a
constant frequency and amplitude. In this section, we review the applications of linear Kalman
filtering algorithm for on-line electric power quality analysis. These applications include the
measurement of harmonics and voltage sags. Mathematical models for each problem are
developed to suite the filter and tested using simulated examples.

3.1. Harmonics model

The voltage signal can be written as Fourier series as:

Power Quality Issues34

( ) 2 cos( )
0

N
v t V n tn nn

w f= +å
=

(9)

A d.c component may exist in the voltage signal, this occurs at n=0. Equation (9) can be written,
for a specific number of harmonics, as:

Equation (9) can be rewritten as:

( ) 2 cos cos 2 sin sin 2 cos cos 2 2 sin sin 21 1 1 1 2 2 2 2
2 cos cos 3 2 sin sin 33 3 1 3

v t V V t V t V t V to
V t V t

f w f w f w f w

f w f w

= + - + -

+ -
(10)

In equation (10) we assume that the voltage signal is contaminated up to the third harmonic.
But the incoming steps are generally enough to apply for any number of harmonics.

Define the following states as :

2 cos1 1 1
2 sin2 1 1
2 cos2 2 2
2 sin2 2 2
2 cos3 3 3
2 sin3 3 3

X Vo o
X V

Y V

X V

Y V

X V

Y V
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f

f

f

f

f

=

=

=

=
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=

(11)

Moreover, define the following coefficients as:

h o =1
h 1(kΔt)=cos2πfkΔt
h 2(kΔt)= −sin2πfkΔt
h 3(kΔt)=cos4πfkΔt
h 4(kΔt)= −sin4πfkΔt
h 5(kΔt)=cos6πfkΔt
h 6(kΔt)= −sin6πfkΔt

Equation (10) can be written as:
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In equation (12) k=1,2,..,m, and Δt is the sampling time.

Equation (12) can be written as an observation equation as:
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Equation (13) can be written in vector form as:

Z Hq x= + (14)

Where Z
_

 is an m ×1 samples of voltage, H is an m ×7 measurement matrix which can be

calculated off line, θ
_

 is 7×1 parameters vector to be identified and ξ
_
 is m ×1 errors vector to be

minimized. Note that the order of H matrix as well as the vector X depends on the number of
harmonic expected to contaminate the voltage signal.

We assume that the system state equation is given by

( 1) ( ) ( )k k kq fq u+ = + (15)

Where φ is 7×7 state transition matrix, and it is assumed to be identity matrix. Moreover, υ
_
(k )

is 7×1 errors vector associated with the states when they move from stage k  to k+1. Now
equations (14) and (15) are suitable for Kalman filter application
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3.2. Computer experiments

3.2.1. Harmonics identification

The voltage signal in this test is assumed to be contaminated with harmonics, 3rd, 5th, and 7th

order. The voltage signal in this case is given as:

v(t)= 2 cos(ωt + 60o) + 0.25cos(3ωt + 15o) + 0.15cos(5ωt −10o) + 0.05cos(7ωt)

Where ω =2πf , f =50 Hz, and it is assumed to be constant during the estimation process. This
signal is sampled at frequency of 2000 Hz, 40 samples per cycle.

Figure 7 shows the estimated fundamental, 3rd, 5th components when the voltage signal is
modeled using up to the 7th harmonic. While Figure 8 shows the estimated phase angle for
each harmonics component including the fundamental component. The following observation
can be concluded from these two Figures:

• Kalman filtering algorithm is succeeded in estimating the magnitude of harmonics compo‐
nents, as well as the phase angle of each component, providing that the voltage signal is
accurately modeled

• It has been shown through extensive runs that the sampling frequency and number of
samples do not affect the estimates of the magnitudes and phase angles of each harmonics
component. Providing that the sampling frequency satisfies the sampling theory.

Figure 7. Estimated Magnitudes
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Figure 8. Estimated phase angle

Another test is conducted, where we modeled the voltage signal in the observation equation
to take only the fundamental component i.e we assume that the voltage signal does not
contaminated with harmonics, but in reality, it does. Figure 9 and 10 gives the estimated
fundamental magnitude and its phase angle respectively.

Figure 9. Estimated Fundamental Magnitude
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Figure 10. The estimated fundamental phase angle

Examining these curves reveals the following remarks:

• Although the fundamental component is the only one modeled in the waveform, good
estimates are obtained for both amplitude and phase angle.

• The proposed algorithm can easily estimate the fundamental component and its phase angle
using 20 samples, since the estimates are periodical, i.e a half cycle data window size is
enough.

3.2.2. Voltage sags

3.2.2.1. A pure sinusoidal voltage signal

The source voltage in this case takes the following waveform equation:

( ) 2 cos( 60 )o
s ov t V tw= + (16)

Where ωο is the nominal frequency = 2πfo, fo=50 Hz, Vs is the value of the voltage during the
period of measurements, presage value, during sage and post sage voltage. In this simulation,
we assume the following values for this voltage

Vs ={1.0 0≤ t ≤Ts

0.2 Ts ≤ t ≤Tf

1.0 T f ≤t≤T
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Figure 10. The estimated fundamental phase angle
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where Ts is the time at which the voltage sag starts, while Tf is the time at which the voltage
sage restrain. T is the time at which the measurements end up. Figure 11 shows such type of
voltage signal.

Figure 11. Voltage Sag

This signal is sampled at a sampling frequency of 40 kHz with a one-cycle data window size
for the three stages. The proposed technique, Kalman filter algorithm, is implemented to
estimate the voltage magnitude as well as the phase angle.

Figure 12. The estimated Voltage Amplitude (p.u)
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Figure 12 gives the estimated rms voltage during the three stages, while Figure 13 gives the
estimated phase angle. Examining the two curves reveals the following remarks;

• The proposed algorithm estimates the voltage amplitude accurately in the first cycle and
with a fair accuracy during the voltage sages and after the voltage sages

• One cycle data wind size during voltage sages is not enough to reach the actual voltage
sages at least we need more than four cycles. This will be discussed in the next test

Figure 13. The estimated phase angle

• There is a phase jump during the voltage sags period, and the proposed algorithm estimates
the phase angle accurately during pre voltage sages and after voltage sages.

Another test is conducted in the same voltage signal, where we increase the voltage sages’
period to three cycles. Figure 14 gives such waveform

The estimated voltage amplitude and the phase angle are given in Figure 15, 16. Examining
these two curves reveals that:

• Kalman filter is succeeded in identifying the period, where the voltage sags are occurred,
as well as the amplitude of the voltage sags with an acceptable accuracy

• Increasing the number of cycles for the voltage sags makes the filter able to identify pre,
during and after sags amplitudes with acceptable accuracy.

• It has been shown, as a common practice, that there is phase jump always occurs during the
period of voltage sags

Another test is performed in this study, where we assume that the voltage signal contaminates
with third and fifth harmonics with magnitude 0.25 and 0.125 respectively. Figure 17 gives the
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with third and fifth harmonics with magnitude 0.25 and 0.125 respectively. Figure 17 gives the
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waveform of this voltage signal, while Figures 18, 19 give the estimated rms value of the
fundamental component and its phase angle.

Figure 15. The estimated voltage amplitude

Figure 14. A Voltage sag

Power Quality Issues42

Figure 16. The Estimated Phase Angle

Figure 17. A Non-sinusoidal voltage experienced voltage sag
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Figure 18. Estimated Fundamental Component

Figure 19. Estimated Fundamental Phase Angle

Examining these curves reveals that:

• Although the voltage signal is contaminated with harmonics, the proposed algorithm is
succeeded to estimate the amplitude of the fundamental components in pre, during and
after voltage sags with fair accuracy.

• The proposed technique estimates exactly the period of the voltage sags,

Power Quality Issues44

• The phase angle jump during the voltage sags, in this case, is greater than that of non-
harmonics contamination.

3.3. Conclusions

The main contributions of this section are:

• Kalman filtering algorithm is applied to estimate the harmonic components in a voltage
signal of a power system. A full spectrum for identification of the fundamental component
is not necessarily. Since the proposed algorithm estimates this component with a good
accuracy.

• The proposed algorithm is succeeded in estimating the magnitude of the voltage signal that
experienced voltage sag. Good estimates are produced for the voltage signal before, during
and after the voltage sags.

• An accurate estimate for the phase angle and the phase angle jump is produced using the
proposed algorithm.

• The proposed algorithm produces good estimate for the period of the voltage sags. The
starting and ending time of the voltage sags is shown in the Figures within the text.

• The proposed Kalman filtering technique does not affect by the number of samples for
harmonics measurements. A small data window size can provide all the information for
harmonics components. Furthermore, the sampling frequency has no effect on the estimated
components. Providing that the sampling theorem be satisfied.

4. Parks’ transformation

Park’s transformation is a well known transformation used in the analysis of electric machines,
where the three rotating phases abc are transferred to three equivalent stationary dq0 phases
(d-q reference frame). In this section this transformation is implemented to recognizing and
classifying the power quality events, either for three-phase or single phase circuits. The
proposed algorithm transferred the utility signal to a complex phasor. The magnitude of this
phasor depends on the magnitude of the utility signal either a three-phase or a single phase
signal. This technique produces the complex phasor loci that depend on the power quality
event; voltage sags, voltage flickers, voltage swell and harmonics. The time of starting the
disturbance is chosen randomly and the length of disturbance is arbitrary. Implementation of
this technique is succeeded in recognizing and classifying the power quality events. Simulated
results are presented, for three-phase and single phase events. wi

4.1. Identification processes

In the following steps we assume that m samples of the three phase currents or voltage are
available at a pre-selected sampling frequency that satisfying the sampling theorem.
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The forward transformation matrix

sin sin( 120) sin( 240)
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ê ú
ê ú
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(17)

The matrix given in equation (17) can be computed off line if the frequency of the voltage and/
or current signals as well as the sampling frequency and the number of samples are known in
advance. If the matrix given in equation (17) is multiplied digitally by the samples of the three-
phase voltage that are sampled at the same sampling frequency of matrix (17), a new set of
three -phase samples are obtained, we call this set a dqo set (reference frame). If we use only
the samples for the two perpendicular phases d and q, then the resulting phasor at a sample
k  is given by;

( ) ( ) ( )d qV k V k jV k= + (18)

The magnitude of this phasor is given by

2 2( ) ( ) ( )d qV k V k V k= + (19)

While the phase angle is given by

1 ( )
( ) tan ( )

( )
q

d

V k
k k T k

V k
f w d-= = D + (20)

In this study we may assume, during the power quality events, that the frequency of the voltage
signal is constant and equals to the nominal frequency of the system, 50/60 Hz. However if
this frequency is not constant, it can be calculated from equation (20) using the least error
squares estimation algorithm. Equation (19) is a good indicator to the status of the system
signal. Where V(k )is plotted with against the time, and every event has a form that different
from other events. If the relation between Vd (k ) and Vq(k ) a loci is produced that describes the
event. In the next section a computer simulation is carried out for different types of power
quality events.
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4.2. Computer simulation

In this study we assume that the voltage signal frequency is constant at 50Hz during the events,
and a sampling frequency of 10000 Hz is used ((ΔT =0.1ms), 200 samples per cycle and 500
samples are used. Before the event 200 samples, 1cycles, are used as pre-estimated period and
100 samples, 0.5 cycles as the event period, and finally 200 samples, 1 cycles, are used as after
event period. Different types of power quality events are simulated, these including voltage
flickers, voltage sags, voltage swell, momentary interruption and finally voltage harmonics.

4.2.1. Voltage sags

In the first part of this study we assume that one of the phases has only voltage sag, where the
voltage is dropped from 1 p.u to 0.25 p.u, single- phase sag. While in the second study, the
three phases have the same amount of sags, where the voltage in the three phases is dropped
from 1.0 p.u to 0.25 p.u. Figure 20 to 22 gives the results obtained for the single phase sag.
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Figure 20. Variation of the phasor magnitude Single Phase voltage sags,
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In the first part of this study we assume that one of the phases has only voltage sag, where the
voltage is dropped from 1 p.u to 0.25 p.u, single- phase sag. While in the second study, the
three phases have the same amount of sags, where the voltage in the three phases is dropped
from 1.0 p.u to 0.25 p.u. Figure 20 to 22 gives the results obtained for the single phase sag.
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Figure 21. Locus of Vd and Vq for a single phase sag
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Figure 22. Waveforms for Vd and Vq for single phase sag.
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Figure 25. Waveforms for Vd and Vq for three-phase sag.

Examining these figures reveals:

• For the single phase sage, during the sage period the rms value of the voltage is dropped
to a value that does not equal to the voltage magnitude at that period, but it does for
three -phase voltage sag. Figures 20 and 26. experienced a voltage sage, while in the This
is  due to the nature of  the transformation,  where in the single pahse sags one of  the
phases is only three phase,  the three phases are experienced the voltage sags.  It  does
mean that during the sage period, for single phase, two phases are balanced while the
third one is distorted, while in the three- phase the three phases are distorted. This is
clearly indicated in Figures 21 and 23

• Figures 22 and 25 indicate that the variation of the two voltages Vd and Vq in the time domain
is not the same for single phase sags, but they are the same for the three phases. In the single
phase Vq is a little bit distorted during the sag period while for three -phase sag Vdand Vq

are large distorted during the sag period.

4.2.2. Voltage flicker

In the first part of this study we assume that one of the phases has only voltage flicker, single
phase flicker. While in the second study, the three phases are experienced the same voltage
flicker, Figure 26 to 9 gives the results obtained for the single phase flicker while Figures from
19 to 21 give the results obtained for the three phase voltage flicker, where the three phases
are assumed to experience the same voltage flicker. Examining these curves reveals the
following remarks:
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• The phasor amplitude in figure 26 has an amplitude modulation during the data window
size

• The locus of Vd and Vq in Figure 27 is not a pure circle as it should be, but it is an ellipse with
distorted amplitude.

• The signals waveform for the two voltages Vd and Vq are distorted signals.

Indeed looking to Figure 26, one can notice that the system experiences a voltage flicker
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Figure 26. The phasor voltage in the Time domain for a single phase flicker

Examining figures 29 to 31, one can conclude the following remarks:

• The phasor amplitude decreases down during the data window size, and looking to this
figure one can notice that the system experiences voltage flicker.

• The locus of Vd and Vq is an open ellipse despite of the single phase voltage flicker where
this locus is a distorted closed ellipse

• The wave form of the voltage Vd and Vq is an amplitude modulated wave.

General speaking, for voltage flicker, the amplitude of the transformed signals is demodulated
amplitude with amplitude greater than one per unit.
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Examining figures 29 to 31, one can conclude the following remarks:
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Figure 28. Vd and Vq in the time domain for a single phase flicker
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Figure 29. Phasor magnitudes in the time domain for a three phase flicker
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Figure 28. Vd and Vq in the time domain for a single phase flicker

Power Quality Issues52

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05

Time(s)

Magnitude(p.u)

p.u)

Phasor Amplitude 
(p.u) 

Figure 29. Phasor magnitudes in the time domain for a three phase flicker
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Electric Power Quality Recognition and Classification in Distribution Networks
http://dx.doi.org/10.5772/53081

53



-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05

Time(s)

Vd(p.u) Vq(p.u)

Magnitude(p.u)

Figure 31. Vd and Vq in the time domain for a three-phase flicker

4.2.3. Voltage swell

In this test a single phase swell is implemented on the voltage signal, where the voltage is
increased 50 percent more for a short period, about 10ms. Figures 32, 33 and 34 give the results
obtained. Examining these figures one can reveal the following remarks:

• Examining Figure 32, the phasor amplitude equal to 1 per unit in the pre-swell period, then
it increases during swell period and then comes back again to a value of one per unit.

• The locus of Vd and Vq is not a pure circle, but it is a distorted circle during the time of voltage
swell.

• The signal for Vd and Vq is not pure sinusoids, especially during the time of swell.

In the second part of the test an equal swell is implemented for the three phase signals, and
Vd and Vq are calculated. Figures 35, 36 and 37 give the results obtained. Examining these
figures reveals the following

• Looking to Figure 35, immediately one can notice that the voltage has a swell with a
magnitude of 1.5 p.u during the swell period

• The locus of Vd and Vq is not a pure circle, but it is a distorted circle during the time of voltage
swell.
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• The signal for Vd and Vq is not pure sinusoids, especially during the time of swell.
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Figure 33. Locus diagram for a single phase swell
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Figure 32. Phasor Magnitude for single phase swells
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Figure 31. Vd and Vq in the time domain for a three-phase flicker

4.2.3. Voltage swell

In this test a single phase swell is implemented on the voltage signal, where the voltage is
increased 50 percent more for a short period, about 10ms. Figures 32, 33 and 34 give the results
obtained. Examining these figures one can reveal the following remarks:

• Examining Figure 32, the phasor amplitude equal to 1 per unit in the pre-swell period, then
it increases during swell period and then comes back again to a value of one per unit.

• The locus of Vd and Vq is not a pure circle, but it is a distorted circle during the time of voltage
swell.

• The signal for Vd and Vq is not pure sinusoids, especially during the time of swell.

In the second part of the test an equal swell is implemented for the three phase signals, and
Vd and Vq are calculated. Figures 35, 36 and 37 give the results obtained. Examining these
figures reveals the following

• Looking to Figure 35, immediately one can notice that the voltage has a swell with a
magnitude of 1.5 p.u during the swell period

• The locus of Vd and Vq is not a pure circle, but it is a distorted circle during the time of voltage
swell.
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• The signal for Vd and Vq is not pure sinusoids, especially during the time of swell.
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Figure 33. Locus diagram for a single phase swell
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Figure 34. Vd and Vq in the time domain for a single phase swell
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Figure 35. Phasor magnitudes in the time domain for a three phase swell
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Figure 36. Locus diagram for a three phase swell
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Figure 37. Vd and Vq in the time domain for a three phase swell
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Figure 34. Vd and Vq in the time domain for a single phase swell
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Figure 35. Phasor magnitudes in the time domain for a three phase swell
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Figure 36. Locus diagram for a three phase swell
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Figure 37. Vd and Vq in the time domain for a three phase swell
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4.2.4. Voltage harmonics

In this test the voltage signal is contaminated with third harmonics only. In the first part of the
test we assume that one phase is only contaminated with harmonics, while the other two
phases are not. Figures 38 to 40 gives the results obtained. Examining this curves one can notice
the following:

• The phase magnitude in the time domain is a time varying magnitude and it is not a pure
sinusoidal.

• The locus diagram is a distorted locus not a pure circle as it should be for uncontaminated
phase.

• The voltages Vd and Vq in the time domain are not sinusoidal signals, but they are distorted.

In the second part of this test, we assume that the three phases are contaminated with the same
order of harmonics, a balanced three phase harmonics contaminated system. Figures 41 to 43
give the results obtained. Examining these curves reveals the following remarks:

• Phasor magnitudes in the time domain for three- phase harmonics contamination is a pure
sinusoidal with amplitude greater than one per unit, maximum value is 1.2447 per unit and
the minimum value is 0.75 per unit and the average value between the two peaks is about
one per unit.

• The locus diagram for three- phase harmonics contamination is a symmetrical shape about
both axes

• Vd and Vq in the time domain for three- phase harmonics contamination are harmonics
contaminated signals, distorted signals
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Figure 38. Phasor magnitudes in the time domain for a single phase harmonics contamination
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Figure 39. Locus diagram for a single phase harmonics contamination
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Figure 40. Vd and Vq in the time domain for a single phase harmonics contamination
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Figure 38. Phasor magnitudes in the time domain for a single phase harmonics contamination
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Figure 40. Vd and Vq in the time domain for a single phase harmonics contamination
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Figure 41. Phasor magnitudes in the time domain for three- phase harmonics contamination
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Figure 42. Locus diagram for three- phase harmonics contamination
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Figure 43. Vd and Vq in the time domain for three- phase harmonics contamination

4.3. Conclusions

The main contributions of this section are:

• Park’s transformation is implemented to recognizing and classifying the power quality
events; voltage sags, voltage flickers, voltage swell and harmonics, either for three-phase or
single phase circuits.

• The proposed algorithm is succeeded in identification and classification of power quality
events.

• The utility  signal  is  transformed to  a  complex  phasor.  The magnitude of  this  phasor
depends on the magnitude of the utility signal.  The proposed technique produces the
complex  phasor  loci  that  depend  on  the  power  quality  event.  Computer  simulation
results are presented within the text, these results indicate that the proposed technique
is efficient,  and one can recognize the type of  event just  by looking to the locus dia‐
gram of the two voltages Vd and Vq.

• No metering instruments are needed to measure these events, since it is hard to find an
instrument that can be used to measure such events.

• Classifying these events can help in making a decision to install the suitable power condi‐
tioning devices to suppress these events or part of them.

• It has been shown that the starting time of disturbance as well as the length of the disturbance
has no effect on the Park's phasor.
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Figure 41. Phasor magnitudes in the time domain for three- phase harmonics contamination
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Figure 42. Locus diagram for three- phase harmonics contamination
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Figure 43. Vd and Vq in the time domain for three- phase harmonics contamination
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The main contributions of this section are:

• Park’s transformation is implemented to recognizing and classifying the power quality
events; voltage sags, voltage flickers, voltage swell and harmonics, either for three-phase or
single phase circuits.

• The proposed algorithm is succeeded in identification and classification of power quality
events.

• The utility  signal  is  transformed to  a  complex  phasor.  The magnitude of  this  phasor
depends on the magnitude of the utility signal.  The proposed technique produces the
complex  phasor  loci  that  depend  on  the  power  quality  event.  Computer  simulation
results are presented within the text, these results indicate that the proposed technique
is efficient,  and one can recognize the type of  event just  by looking to the locus dia‐
gram of the two voltages Vd and Vq.

• No metering instruments are needed to measure these events, since it is hard to find an
instrument that can be used to measure such events.

• Classifying these events can help in making a decision to install the suitable power condi‐
tioning devices to suppress these events or part of them.

• It has been shown that the starting time of disturbance as well as the length of the disturbance
has no effect on the Park's phasor.
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1. Introduction

Power  conditioning  systems  like  active  filters,  universal  power  flow  controllers,  static
compensators,  and dynamic voltage restorers need accurate control  and synchronization
circuits capable of dealing with very different grid voltage perturbations. Phasor estima‐
tion and symmetrical components estimation is a fundamental task in power systems re‐
laying and power quality characterization. Voltage sags and swells, harmonics, frequency
variation,  phase steps,  DC components and noise,  are phenomena that can cause severe
malfunction  in  the  control  or  supervision  circuits  of  such  power  systems.  Additionally,
they  must  be  identified,  measured  and  quantified  for  power  quality  purposes.  More‐
over, some protection systems are sensitive to these parameters and can develop errone‐
ous actions.  Instantaneous symmetrical  components,  required for power quality analysis
and  power  electronics  converter  control,  are  robust  estimated  by  the  Discrete  Fourier
Transform algorithm in  normal  conditions.  However,  strong grid  voltage  perturbations,
occurring  in  weak  grids,  especially  in  the  grid  connection  of  renewable  energies,  are
more challenging. The chapter accurately describes the DFT errors under frequency var‐
iation, decaying DC components and harmonics. The error analysis allows the extension
of  the  DFT  algorithm  to  manage  these  known  but  more  frequent  and  severe  phenom‐
ena.  The  method  is  capable  of  handling  a  large  variety  of  grid  voltage  perturbations,
maintaining a good dynamic response and accuracy. These are the main reasons why the
DFT algorithm is widely used in Phasor Measurement Units (PMUs) and power quality
analyzers [1-2].
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2. The DFT environment

The Discrete Fourier Transform (DFT) has been widely used in the analysis of the funda‐
mental component and harmonics of the electric grid voltages and currents, namely in
PMUs and protection relays [3-4]. The temporal information loss caused by the transforma‐
tion is recovered by analyzing the signal in just one temporal window with duration of one
or a multiple of the fundamental period of the analyzed waveform. The DFT method gives
accurate results when the sampled period is equal to the fundamental period.

In case of input frequency variations there is a phase shift between the input and output sig‐
nals, as well as spectral leakage. With unknown input frequencies the signal components are
projected to the presumed frequency components, multiples of the input frequency. During
fast transients or faults, the grid voltage is characterized by being a non-periodic signal con‐
taining fast oscillations, exponential decaying components and harmonics, among other pos‐
sible disturbances. Fundamental component extraction by conventional DFT is affected by
an important error due to the limited temporal resolution of the analyzed window.

The phase difference resulting from the difference between the presumed frequency and the
real frequency can be compensated in different ways: by imposing that the analyzed interval
should be equal to the grid period, [5], or by adding a phase offset to cancel the phase differ‐
ence. The second method is preferable since it does not imply a change in the execution fre‐
quency of the digital algorithm that can be embedded in control task with other algorithms that
need to be executed at a fixed frequency. The so-called Smart Discrete Fourier Transform, [6],
measures the input phasor signal and estimates the frequency with high precision, superior to
the conventional DFT, showing robustness and being implemented in a recursive manner. The
estimation precision is robust in the presence of noise and is higher if it is considered high or‐
der harmonics but implying a more complex algorithm and pre filtering, [7].

Different methods have been proposed to allow the DFT algorithm to deal with variable fre‐
quency input signals, exponential decaying components and noise immunity. Adaptive var‐
iation of the temporal window, adaptive change of the sampling frequency, phase and
amplitude correction and input data modification are the main proposed methods to in‐
crease the DFT algorithm performance.

Input low pass anti-aliasing filters can eliminate the high frequency components but can not
remove decaying dc components and reject low frequency components. Under these condi‐
tions, the DFT-based phasor estimation is more difficult and slower and affects the perform‐
ance of converters synchronization and digital relaying.

Absolute and recursive DFT modified algorithms can be applied to some of the above men‐
tioned non-nominal operating conditions. However, a more realistic list of abnormal field
operating conditions includes:

Amplitude variation (sags and swells). If voltage swells are important because they can
cause serious damage in electrical machines and transformers voltage sags are becoming
more demanding since there is a need to maintain some important grid connected system in
operation even under high amplitude sags, [8].
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Harmonics. The presence of high power nonlinear loads, deregulation rules and increased
power flow allowed the increase of harmonics presence in the grid voltage.

Spikes and notches. Caused by power devices switching and capacitors commutation they
can severely affect zero crossing detection and generate low frequency harmonics.

Frequency variation (step and continuous). High active power variations, generators failure
and power transfers between large connected areas can cause frequency variations. As volt‐
age sags, frequency deviations from the nominal value are imposing new and demanding
conditions in the new energy generation era.

Phase steps. Connecting and disconnecting large loads, especially in weak grids, are the
main origin of phase steps occurrence. Having an extremely large frequency spectrum they
cause important transient phenomena as in amplitude measurement or frequency estima‐
tion as in control systems.

Exponential decaying components. Generated by different fault types or grid connection of
high power electrical machines they constitute with phase steps the more important distur‐
bances that appear in a grid voltage system.

Noise. Always present and generated by very different sources.

Phasor estimation under different grid voltage perturbations and symmetrical components
calculation for power conditioning converters control are the parameters to be analyzed in
the chapter. Performance optimization for the all conditions should be a compromise.

3. Symmetrical components estimation with the DFT

Apart from noise and harmonics, which will be considered later, the main components of a
voltage signal from the phasor detection point of view can be expressed as:

/( ) cos( ) tx t X t Ae tw j -= + + (1)

where A is the initial amplitude of a decaying DC component being τ its time constant, X is
the amplitude of the voltage signal, ω the fundamental frequency, and ϕ the phase angle of
the voltage signal.

Assume that x(t) is sampled at a sampling rate fs, multiple of the nominal frequency, fo:

1
s o

s
f f N

T
= = (2)

Being fo the nominal frequency and N the number of samples per fundamental nominal peri‐
od, the sampling produces a data sequence x(kTs), or x(k):
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od, the sampling produces a data sequence x(kTs), or x(k):
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Using a phasor representation with
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where * denotes complex conjugate. The fundamental frequency component, X1, (at instant k
and with nominal frequency, f=fo) given by the DFT algorithm is
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It is important to note that at instant k, the data window used to compute the DFT goes from
k-N to k-1. Taken frequency variation, f=fo+Δf, into consideration and substituting the signal
phasor representation in the DFT expression, the fundamental component is
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With some algebraic manipulation, the expression can be given by
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The frequency deviation dependent angles θ1 and θ2 are given by

1 2; 2
o o

f f
N f N f
p pq q

æ öD D
= = +ç ÷ç ÷

è ø
(9)

Harmonics presence in the grid voltage when there is a frequency deviation creates addi‐
tional errors. It can be shown that the existence of m harmonics causes an error in the funda‐
mental component that is given by:
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Eq. (8) and (10) clearly show the behaviour of the DFT algorithm under abnormal condi‐
tions. In what respects to frequency deviation the resulting fundamental component has two
types of errors: amplitude and phase. The positive direction rotating phasor presents a fre‐
quency deviation dependent amplitude and phase; the negative direction rotating phasor
has also variable amplitude and rotates at a double frequency. Harmonics have a similar but
much smaller contribution to the referred errors. The presence of an exponential decay com‐
ponent introduces a complex error, very unfavourable in phasor detection.

The DFT algorithm with these two conditions, variable frequency and exponential compo‐
nent, can be used if the resulting errors are correctly handled.

3.1. Correction for variable frequency

There are some approaches to variable frequency operation: analytical correction based on
absolute DFT calculation [6, 9], recursive DFT algorithm [5, 10-11], and high frequency filter‐
ing [12].

In [9], frequency estimation is based on the phase variation given by two DFT calculations
and approximate expressions so containing a frequency deviation dependent error. The
method presented in [6] is simple in ideal conditions and can be recursive, but is susceptible
to harmonics; its consideration highly increases the method complexity. Recursive DFT ap‐
proaches share the same initial simplicity. When dealing with variable frequency the correc‐
tion methods are very different, essentially depending on the measurement purpose.
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In [10] it is analyzed only phase correction, not amplitude, which is important for phasor
estimation. Sampling frequency variation, proposed in [5], is not a feasible method; also, lin‐
ear correction of the measured phase presents good results but is not tested in all conditions.
Recursive DFT calculation with phase and amplitude correction, as presented in [11], works
well. However, DC decaying components cause significant perturbations in phasor estima‐
tion. Filtering the high frequency components present in the amplitude and phase values re‐
turned by the DFT is limited to small frequency deviations [12]. Also, filtering introduces an
additional delay in the phasor estimation.

In general, it can not be guaranteed the absence of even harmonics, so any method based on
the half cycle DFT is not considered. The relative slower dynamics of the full cycle DFT
must be assumed.

3.2. Decaying DC component compensation

Accurate elimination of the exponentially decaying DC component from the fundamental
phasor calculated by the DFT is treated by different methods: mimic filter [13], input data
correction [14-15], and analytical calculation with variable data window [16].

The mimic filter just uses an average value of the presumed decay component time constant,
amplifies high frequency components and introduces a phase advance in the fundamental
component, so making it unsuitable for accurate instantaneous phasor detection. Also, oper‐
ation under variable frequency introduces amplitude errors. Input data correction, so elimi‐
nating the decay component, can be made just one cycle after the occurrence of a fault.
Naturally, there is a need to detect the fault; the method is tailored for fault occurrence.

The correct fundamental component phasor is only obtained after N samples [15] or N+4
samples [17]. Of course, this is much better than the simple DFT algorithm that originates an
amplitude overshoot and settling time dependent on the time constant but also is done with
high complex calculations. In practical applications this complexity results in two very im‐
portant aspects: execution time and run time errors, due to trigonometric operations and
possible divide by zero operations or square root calculations, respectively.

The variable data window method in [16] is not so complex and is also fast but does not con‐
sider frequency deviation. Additionally, its main algorithm is tailored for fault detection, not
for permanent operation like grid voltage feature extraction or control purposes like syn‐
chronization or current control.

3.3. Symmetrical components for power conditioning devices

Single phase phasor estimation and three-phase symmetrical components estimation are a
very useful tool in power systems. During unbalanced disturbances their values change sig‐
nificantly. Although the symmetrical components concept is a frequency domain one, it is
extended to the time domain, [18]. The estimation of symmetrical components from meas‐
ured signals can be used for efficient control, supervision and protection in electrical power
systems especially in unbalanced ones [19] or for instantaneous phasor detection [20-21].
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The digital implementation of three-phase symmetrical components is based on two ap‐
proaches: by the definition, with the help of a digital time delay, or by the decomposition of
the three-phase signals in orthogonal components followed by a complex digital filtering
[22]. The former is more general and will be used here.

Being va(t), vb(t), and vc(t) three-phase instantaneous voltages the instantaneous symmetrical
components are defined by:
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where a=exp(2π/3).

The instantaneous positive and negative sequence components defined by (12) are in general
complex signals. Another definition yielding real signals can be obtained through the substi‐
tution of the complex operator a by a 120º phase shift in the time domain as follows:
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The negative sequence instantaneous symmetrical component is of no interest, because it is
the complex conjugate of the positive sequence instantaneous symmetrical component.

Since the DFT algorithm extracts the phasor information, the symmetrical components can
be easily obtained through the phase shift operator and algebraic processing. Furthermore,
using only the fundamental component returned by the DFT it can be readily obtained the
fundamental positive and negative instantaneous components.

The positive sequence instantaneous component has the following expression:
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The application of the DFT algorithm to extract the symmetrical sequence components was
discussed in several works [12, 23-24]. The algorithm, with the appropriate and presented
counter measures is capable of dealing with non-stationary signals and variable frequency.
Symmetrical components estimation in conjunction with amplitude, phase and frequency
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detection can be made according to the diagram in Figure 1. With the sampling theorem sat‐
isfied by fast A/D converters, enough bandwidth is available for fast dynamics, namely for
including low frequency harmonics detection.

Figure 1. DFT-based three-phase symmetrical components calculation with instantaneous amplitude, phase and fre‐
quency estimation.

4. Handling grid perturbations

The proposed method is focussed for power converters control and protection. It is intended
for operating under all input voltage conditions including the above referred ones. The most
demanding are the decaying DC components and the frequency variations. With these con‐
ditions present it was made an extensive study on the performance of a DFT-based method
for operating under a general and unknown electrical environment.

Different criteria have been used to assess the performance of a particular method. Opera‐
tion in all mandatory conditions must be a compromise between dynamics and precision:
dynamics in order to efficiently control the converter currents and correctly measure the am‐
plitude value with no over or undershoots; precision to accurately compute the parameters
of interest and the control algorithms output values.

4.1. General purpose method

An online DFT-based phasor estimation method with decaying DC component correction
and frequency deviation compensation is presented. Among the different possibilities for
minimizing the effects of a decaying DC component in DFT fundamental component phasor
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estimation, the partial sums approach will be used. Being excellent in the case of a fault oc‐
currence, it deteriorates the DFT performance under other transients like voltage sags and
swells, and phase steps. Also, it should be considered that a frequency deviation creates an
error in the corrected data, so affecting its performance. The partial sums are defined by:

1 (1) (3) ... ( 1)PS x x x N= + + + - (15)

2 (2) (4) ... ( )PS x x x N= + + + (16)

In the absence of a decaying DC component and with nominal frequency the two sums are
zero and the acquired data are not changed. Frequency deviation introduces an error that
must be considered in real-time phasor estimation. The partial sums then result in:
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where b=exp(-1/(foNτ)) and the errors are given by:

1
sin (1 / )2( ) sin (1 / )( / 2)

sin 2 / (1 / )
o

o
o

f f
e k X f f k N

N N f f
pp
p
é ù+ Dé ù ë û= + D - ×ê ú é ù+ Dë û ë û

(19)

2
sin (1 / )2( ) sin (1 / )( / 2 1)

sin 2 / (1 / )
o

o
o

f f
e k X f f k N

N N f f
pp
p
é ù+ Dé ù ë û= + D - + ×ê ú é ù+ Dë û ë û

(20)

The errors are dependent on the fundamental component amplitude, X, the frequency devi‐
ation, Δf, the sampling frequency, Nfo, and the actual instant, k. At each sampling instant, the
partial sums must be calculated according to (17) and (18); then A and b are determined by
simple algebra, [15].

The data correction made at each sampling instant by the DC component compensation al‐
gorithm does not allow using the recursive DFT method. The approach to deal with the fre‐
quency deviation is based on the method presented in [11] but modified to the absolute
version of the DFT algorithm. Some increase in the computational needs is the consequence
of a more general algorithm.

Power Quality Enhancement Through Robust Symmetrical Components Estimation in Weak Grids
http://dx.doi.org/10.5772/53138

75



detection can be made according to the diagram in Figure 1. With the sampling theorem sat‐
isfied by fast A/D converters, enough bandwidth is available for fast dynamics, namely for
including low frequency harmonics detection.

Figure 1. DFT-based three-phase symmetrical components calculation with instantaneous amplitude, phase and fre‐
quency estimation.

4. Handling grid perturbations

The proposed method is focussed for power converters control and protection. It is intended
for operating under all input voltage conditions including the above referred ones. The most
demanding are the decaying DC components and the frequency variations. With these con‐
ditions present it was made an extensive study on the performance of a DFT-based method
for operating under a general and unknown electrical environment.

Different criteria have been used to assess the performance of a particular method. Opera‐
tion in all mandatory conditions must be a compromise between dynamics and precision:
dynamics in order to efficiently control the converter currents and correctly measure the am‐
plitude value with no over or undershoots; precision to accurately compute the parameters
of interest and the control algorithms output values.

4.1. General purpose method

An online DFT-based phasor estimation method with decaying DC component correction
and frequency deviation compensation is presented. Among the different possibilities for
minimizing the effects of a decaying DC component in DFT fundamental component phasor

Power Quality Issues74

estimation, the partial sums approach will be used. Being excellent in the case of a fault oc‐
currence, it deteriorates the DFT performance under other transients like voltage sags and
swells, and phase steps. Also, it should be considered that a frequency deviation creates an
error in the corrected data, so affecting its performance. The partial sums are defined by:

1 (1) (3) ... ( 1)PS x x x N= + + + - (15)

2 (2) (4) ... ( )PS x x x N= + + + (16)

In the absence of a decaying DC component and with nominal frequency the two sums are
zero and the acquired data are not changed. Frequency deviation introduces an error that
must be considered in real-time phasor estimation. The partial sums then result in:

1 12
( 1)( ) ( )

1

Nb bPS k A e k
b

-
= × +

-
(17)

2

2 22
( 1)( ) ( )

1

Nb bPS k A e k
b

-
= × +

-
(18)

where b=exp(-1/(foNτ)) and the errors are given by:

1
sin (1 / )2( ) sin (1 / )( / 2)

sin 2 / (1 / )
o

o
o

f f
e k X f f k N

N N f f
pp
p
é ù+ Dé ù ë û= + D - ×ê ú é ù+ Dë û ë û

(19)

2
sin (1 / )2( ) sin (1 / )( / 2 1)

sin 2 / (1 / )
o

o
o

f f
e k X f f k N

N N f f
pp
p
é ù+ Dé ù ë û= + D - + ×ê ú é ù+ Dë û ë û

(20)

The errors are dependent on the fundamental component amplitude, X, the frequency devi‐
ation, Δf, the sampling frequency, Nfo, and the actual instant, k. At each sampling instant, the
partial sums must be calculated according to (17) and (18); then A and b are determined by
simple algebra, [15].

The data correction made at each sampling instant by the DC component compensation al‐
gorithm does not allow using the recursive DFT method. The approach to deal with the fre‐
quency deviation is based on the method presented in [11] but modified to the absolute
version of the DFT algorithm. Some increase in the computational needs is the consequence
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The algorithm operates iteratively under the flow diagram shown in Figure 2. When a new
sample occurs, the partial sums are calculated according to (15) and (16); the new b and A
parameters are determined with (19) and (20) using the errors e1 and e2 determined with (17)
and (18), with the frequency deviation of the previous sampling; the data window is correct‐
ed; the absolute DFT is computed; the phase, frequency and amplitude errors are calculated;
the phasor parameters are outputted. Simultaneously, samples for va

f(k), S120va
f(k) and

S240va
f(k) are generated in order to compute the instantaneous positive, negative and zero se‐

quence symmetrical components.

4.2. Simulation results

As referred in the Introduction, the grid voltage is subjected to very different phenomena.
So, a phasor and symmetrical components estimation method must be tested against condi‐
tions like the ones that will be faced in field operation.

Figure 2. Flow diagram for the DFT-based symmetrical components estimation method.

The simulated conditions can be divided into three categories: voltage perturbations, fre‐
quency deviations and harmonics and noise rejection. In the voltage perturbations category
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it is considered balanced voltage sags and swells, and decaying DC components; in the fre‐
quency deviations it is analyzed the behaviour under frequency variations and phase steps;
random noise and low frequency harmonics presence in association with frequency estima‐
tion precision are considered in the last group. The main simulation parameters are: the
nominal voltage is 1 p.u., the nominal frequency is 50 Hz, with 32 samples per period.

Stationary symmetrical components in different conditions are extracted in Figure 3, where
phase a has a 20% voltage sag (unbalanced sag) during the time interval t=[0.2 s, 0.4 s] and,
at t=0.6 s, phases b and c have a phase jump of +20º.

Figure 3. Stationary symmetrical components estimation during a voltage sag in phase a in the interval t=[0.2 s, 0.4 s]
and a phase jump of +20º at t=0.6 s, in phases b and c. Traces from top: real and imaginary parts of the positive se‐
quence, real and imaginary parts of the negative sequence, real and imaginary parts of the zero sequence.

Power Quality Enhancement Through Robust Symmetrical Components Estimation in Weak Grids
http://dx.doi.org/10.5772/53138

77



The algorithm operates iteratively under the flow diagram shown in Figure 2. When a new
sample occurs, the partial sums are calculated according to (15) and (16); the new b and A
parameters are determined with (19) and (20) using the errors e1 and e2 determined with (17)
and (18), with the frequency deviation of the previous sampling; the data window is correct‐
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the phasor parameters are outputted. Simultaneously, samples for va

f(k), S120va
f(k) and

S240va
f(k) are generated in order to compute the instantaneous positive, negative and zero se‐

quence symmetrical components.

4.2. Simulation results

As referred in the Introduction, the grid voltage is subjected to very different phenomena.
So, a phasor and symmetrical components estimation method must be tested against condi‐
tions like the ones that will be faced in field operation.

Figure 2. Flow diagram for the DFT-based symmetrical components estimation method.

The simulated conditions can be divided into three categories: voltage perturbations, fre‐
quency deviations and harmonics and noise rejection. In the voltage perturbations category
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it is considered balanced voltage sags and swells, and decaying DC components; in the fre‐
quency deviations it is analyzed the behaviour under frequency variations and phase steps;
random noise and low frequency harmonics presence in association with frequency estima‐
tion precision are considered in the last group. The main simulation parameters are: the
nominal voltage is 1 p.u., the nominal frequency is 50 Hz, with 32 samples per period.

Stationary symmetrical components in different conditions are extracted in Figure 3, where
phase a has a 20% voltage sag (unbalanced sag) during the time interval t=[0.2 s, 0.4 s] and,
at t=0.6 s, phases b and c have a phase jump of +20º.

Figure 3. Stationary symmetrical components estimation during a voltage sag in phase a in the interval t=[0.2 s, 0.4 s]
and a phase jump of +20º at t=0.6 s, in phases b and c. Traces from top: real and imaginary parts of the positive se‐
quence, real and imaginary parts of the negative sequence, real and imaginary parts of the zero sequence.
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Due to a deregulated market and a high penetration level of renewable power sources
strong voltage perturbations are expected in the near future. The amplitude voltage pertur‐
bations are presented in Figures 4, 5 and 6. For all the three conditions, several tests have
been made. In all of them, the dynamics of the transient response is dependent on the in‐
stant when the perturbation occurred. The presented ones show the worst situations.

Figure 4 shows, between t=0.2 s and t=0.3 s, the collapse of the voltage down to 20% (bal‐
anced sag), the instantaneous positive sequence voltage estimation, and the positive and
negative sequence amplitudes. Only one and a half cycle is required to reach the steady-
state condition.

Figure 4. Three-phase balanced sag. Traces in upper window: three-phase input voltages. Traces in middle window:
three-phase instantaneous positive sequence voltages. Traces in lower window: positive (___); negative (…..); and zero
sequence amplitude (----).
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Figure 5 shows the same waveforms but for a voltage swell of 180%, between t=0.4 s and
t=0.5 s.

Figure 5. Three-phase balanced swell. Traces in upper window: three-phase input voltages. Traces in middle window:
three-phase instantaneous positive sequence voltages. Traces in lower window: positive (___); negative (…..); and zero
sequence amplitude (----).

Exponentially decaying DC components are caused by several fault types including the re‐
covering of short circuits and overload conditions.

Figure 6 shows such an example: at t=0.24 s the voltage collapses to zero; then, at t=0.3 s the
voltage raises again, with an exponential decaying component with A=1 p.u. and a time con‐
stant of 30 ms.
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Figure 6. Voltage collapse and recovering with a DC decaying component. Traces in upper window: three-phase input
voltages. Traces in middle window: three-phase instantaneous positive sequence voltages. Traces in lower window:
positive (___); negative (…..); and zero sequence amplitude (----).

Balanced voltage sags and swells have one and a half cycle time response. Decaying DC
components generate a not so small perturbation in the negative component but are effi‐
ciently handled in the instantaneous positive sequence.

Different fault types can cause unbalanced voltage sags, possibly with phase steps. Frequen‐
cy perturbations come from generation-consumption unbalance in static and dynamic con‐
ditions. Frequency deviation steps are not usual in strong grids but can occur in weak
systems; continuous frequency deviations and phase steps are much more common. Three
conditions are presented in Figures 7, 8 and 9. In Figure 7, frequency goes from 50 Hz to 48
Hz at t=0.3 s. With a time response of two cycles the frequency is correctly tracked with no
amplitude errors.

An unbalanced voltage sag is presented in Figure 8, during the interval t=[0.2 s, 0.3 s]. In this
case, phase a maintains its amplitude and phase while phase b decreases to an amplitude of
0.577 with a phase jump of -30º and phase c decreases to the same amplitude of phase b with
a phase jump of +30º. This condition generates a negative sequence component but not a
zero sequence one.
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Another unbalanced condition, as referred in IEEE 1159 [25], is shown in Figure 9, during
the time interval t=[0.4 s, 0.5 s]. While phase a maintains its amplitude and phase, phase b
decreases to an amplitude of 0.1 with a phase jump of -55º and phase c decreases to an am‐
plitude of 0.5 with a phase jump of -20º, in a three-phase four-wire system. The three com‐
ponents, positive, negative and zero, are now present in the three-phase system and are
efficiently detected.

Frequency deviation and severe phase steps cause severe perturbations at different levels.
As in symmetrical components estimation as in amplitude detection and frequency estima‐
tion the perturbations are important but are correctly handled by the DFT-based estimation
method.

Figure 7. Frequency change from 50 to 48 Hz. Upper window: real part of the positive sequence component. Middle
window: errors in the estimation of the instantaneous positive three-phase components. Lower window: frequency
estimation.
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Quite often there is the occurrence of harmonics in power systems: nonlinear loads generate
harmonic currents and the associated voltage drops in the line impedances create voltage
harmonics. These degrade the overall quality of the delivered power and can also severely
affect the operation of grid-connected equipment. The DFT algorithm can easily extract the
harmonics present in the three-phase voltages; in fact it is a common feature of any power
quality analyzer.

Figure 10 demonstrates the dynamic operation of the DFT algorithm in the estimation of the
three-phase instantaneous positive sequence and its magnitude in the following conditions:
between t=0.1 s and t=0.2 s the voltage signal contains the following harmonics: 2nd with 1%,
3rd with 5%, 5th with 10%, and 7th with 5%, and arbitrary phase; the frequency is maintained
in 50 Hz and the S/N ratio is 30 dB. As expected there is a very small disturbance in the esti‐
mation of the symmetrical components magnitudes; the instantaneous positive sequence is
almost undisturbed.

Figure 8. Unbalanced voltage sag without zero sequence component. Upper window: three-phase input voltages.
Second window: three-phase instantaneous positive sequence voltages. Third window: three-phase instantaneous
negative sequence voltages. Lower window: positive (___); negative (…..); and zero sequence amplitude (----).
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Figure 9. Unbalanced voltage sag with zero sequence component. Upper window: three-phase input voltages. Sec‐
ond window: three-phase instantaneous positive sequence voltages. Third window: three-phase instantaneous nega‐
tive sequence voltages. Lower window: zero sequence component.

In low-voltage grids another important phenomenon already referred is the occurrence of
exponentially decaying DC components: if associated with low-frequency harmonics (e.g.
caused by the switching of lightly filtered phase-controlled rectifiers) and noise they can se‐
verely affect the operation of any analyzer or protection relay. In order to show this condi‐
tion and the robustness property of the enhanced DFT algorithm Figure 11 is presented. The
used conditions are as follows: after t=0.098 s the voltage signal contains a decaying DC
component with a time constant of 30 ms and the following harmonics: 5th with 15%, and 7th

with 10%, and arbitrary phase; the frequency is 50 Hz and the S/N ratio is 20 dB. This is a
severe condition; all the parameters related to power quality are affected: the positive and
negative sequences vary during almost two grid cycles; the estimated frequency suffers a
strong transient. Comparing with Figure 10 it can be concluded that these perturbations are
mainly caused by the DC component; low-frequency harmonics and a certain noise level are
quite well tolerated by the DFT algorithm.
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Figure 10. Positive sequence extraction under harmonics and noise. Upper window: three-phase input voltages. Mid‐
dle windows: three-phase instantaneous positive sequence and its amplitude. Lower window: amplitude of the in‐
stantaneous negative sequence (___) and zero sequence (---).

The DFT algorithm is immune to harmonics, but only at nominal frequency; when there is a
frequency deviation from the nominal value the presented DFT-based method is also capa‐
ble of maintaining harmonics immunity as is demonstrated in Figure 12. Between t=0.2 s and
t=0.3 s, the frequency goes to 48 Hz and the signal contains the following harmonics: 2nd

with 5%, 3rd with 20%, 5th with 20%, and 7th, with 10%, and arbitrary phase.

Different noise types generated by electromagnetic interference, digital circuits or power
electronics converters are always present in the acquired signals. Also, low frequency har‐
monics due to nonlinear loads or saturated magnetic circuits are common in the grid volt‐
age. Figure 13 shows the noise rejection capability of the presented DFT-based method
when the three-phase voltages contain the same harmonic level as in Figure 12 and are cor‐
rupted by non-correlated random noise with a signal to noise ratio as low as 20 dB between
t=0.1 s and t=0.5 s, and 30 dB between t=0.6 s and t=1.0 s.
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Figure 11. Exponentially decaying DC component, with harmonics and noise from t=0.098 s. Upper window: three-
phase input voltages. Middle window: three-phase instantaneous positive sequence and its amplitude. Lower win‐
dow: amplitude of the instantaneous negative sequence (---), zero sequence (….) and frequency deviation (___).

There is no noticeable perturbation in the amplitude detection or in the instantaneous posi‐
tive sequence component estimation.

All the presented results are dependent on the imposed conditions; some can be managed in
real experimental implementations like noise level and low frequency harmonic distortion.
The others are uncontrollable: sags, swells, AC fluctuation, DC decaying components, fre‐
quency deviations and phase steps will occur in an unpredictable way and level. Any pha‐
sor estimation method should be prepared to deal with them guaranteeing appropriate
dynamics, stability, precision and robustness; the presented method does.
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Figure 12. Harmonics immunity under frequency deviation. Upper window: three-phase input voltages. Middle win‐
dow: three-phase instantaneous positive sequence voltages. Lower window: positive (___) and negative sequence am‐
plitude (…..); and frequency deviation estimation (----).

5. Applications

As discussed in Section III.C and according to the diagram in Figure 1 and the flow diagram
in Figure 2, the application of the DFT-based algorithm in the power quality domain can be
divided into two categories: real-time operation and off-line processing. Hard real-time is
used in the synchronization of power electronics converters like STATCOMS or FACTS, in
phasor estimation or control and in protection functions. Nearly real-time processing (or off-
line) is used in quasi-steady-state conditions to evaluate power quality parameters like sym‐
metrical components estimation, voltage sags, swells and harmonics, [1, 26-27].

The extraction of harmonics is made according to (21). Like the fundamental component, the
h order harmonic can be estimated using the absolute or recursive version of (21).

Power Quality Issues86

21

0

2( ) ( )
N ih

N
h

i
X k x k i N e

N

p- -

=
= + -å (21)

The algorithm is based on intensive data processing and uses trigonometric functions and
nonlinear functions to estimate the power quality parameters. A fundamental issue arising
in the case of harmonics detection is the number of samples needed (N); it must satisfy the
Nyquist criterion and highly increases the number of operations (and the required time)
needed to estimate a range of harmonics. However, the use of fast A/D converters in con‐
junction with FPGAs or DSPs allows an efficient solution to be used in spectrum and power
quality analyzers, [1].

Figure 13. Symmetrical components estimation precision with low frequency harmonics and noise presence. From
t=0.1 s to t=0.5 s, S/N=20 dB; from t=0.6 s to t=1.0 s, S/N=30 dB. Upper window: three-phase input voltages. Middle
window: amplitude of the instantaneous positive sequence. Lower window: amplitude of the instantaneous negative
sequence (___) and zero sequence (----).
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In case of variable frequency conditions (or frequency deviation) the power quality parame‐
ters are estimated in quasi-steady-state. Instead of using a constant and fixed sampling fre‐
quency a variable one is preferred and there are no errors due to a non-matched window.

As referred in [1], despite some issues (e.g. computational complexity, memory require‐
ments, and data synchronization) it is predicted that new designs of PQ instruments will use
the FFT algorithm.

6. Conclusions

Power quality monitoring and power systems control and protection need fast and accurate
frequency and amplitude estimation. Also, instantaneous symmetrical components estima‐
tion with amplitude and phase detection is needed for power systems stability analysis. Phe‐
nomena like high amplitude voltage sags and swells, decaying DC components, phase and
frequency deviations, harmonics and noise are becoming more frequent and more intense,
especially in weak grids. The corrupted voltage is difficult to manage in all conditions.

In this chapter, the recognized robustness of the DFT algorithm is extended to handle this
new and more demanding grid voltage behaviour. The main errors caused by large frequen‐
cy deviations and DC decaying components occurring in the DFT algorithm are acknowl‐
edged and analyzed, and the associated corrections to deal with the referred parameters are
presented. The results, obtained in very unfavourable conditions, shown that it is needed a
careful signal conditioning and a computationally powerful control platform in order to ob‐
tain fast dynamics and high accuracy.

In terms of power quality monitoring, the enhanced DFT method is capable of detecting all
related parameters: symmetrical components, voltage sags and swells, frequency deviations
and a range of harmonics. Its use is a requirement imposed by some Standards but its specif‐
ic implementation in each PQ instrument or protection device has different possibilities. The
presented DFT-based method has improved capabilities namely substantially improves the
robustness to decaying DC components and frequency deviations.

Nomenclature

Δf frequency deviation

ϕ phase reference

τ time constant of exponential component

ω angular frequency

A magnitude of exponential component

a complex operator: a=exp(j2π/3)

b operator: b=exp(-1(foNτ))
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e error

fo nominal frequency

fs sampling frequency

N number of samples per period

PS power sum

S120, S240 time delay operators

S/N signal to noise ratio

X magnitude of input signal

x(t) continuous input signal

x̄, x̄∗ phasor, complex conjugate of x̄

xc(k) corrected samples

va(t), vb(t), vc(t) phase-neutral voltage, phases a, b, c

va
p(t), vb

p(t), vc
p(t) positive sequence, phases a, b, c

va
n(t), vb

n(t), vc
n(t) negative sequence, phases a, b, c

va
0(t), vb

0(t), vc
0(t) negative sequence, phases a, b, c
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1. Introduction

The integration of renewable sources within the existing power system affects its traditional
principles of operation. The renewable energy sources (RES) can be used in small, decentral‐
ized power plants or in large ones, they can be built in small capacities and can be used in
different locations [1]. In isolated areas where the cost of the extension of the power systems
(from utilities point of view) or the cost for interconnection with the grid (from customer’s
point of view) are very high with respect to the cost of the RES system, these renewable sources
are suitable. The RES systems are appropriate for a large series of applications, such as stand-
alone systems for isolated buildings or large interconnected networks. The modularity of these
systems makes possible the extension in the case of a load growth.

The increasing penetration rate of RES in the power systems is raising technical problems, as
voltage regulation, network protection coordination, loss of mains detection, and RES
operation following disturbances on the distribution network [2]. The utilization of these
alternative sources presents advantages and disadvantages. The impact of the wind turbines
and photovoltaic systems on network operation and power quality (harmonics, and voltage
fluctuations) is highly important. The capability of the power system to absorb the power
quality disturbances is depending on the fault level at the point of common coupling. [3] In
weak networks or in power systems with a high wind generation penetration, the integration
of these sources can be limited by the flicker level that must not exceed the standardized limits.
The wind generators and PV systems interconnected to the main grid with the help of power
electronics converters can cause important current harmonics.

© 2013 Golovanov et al.; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 Golovanov et al.; licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
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Chapter 4

Monitoring Power Quality in Small Scale Renewable
Energy Sources Supplying Distribution Systems

Nicolae Golovanov, George Cristian Lazaroiu,
Mariacristina Roscia and Dario Zaninelli

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/53464

1. Introduction

The integration of renewable sources within the existing power system affects its traditional
principles of operation. The renewable energy sources (RES) can be used in small, decentral‐
ized power plants or in large ones, they can be built in small capacities and can be used in
different locations [1]. In isolated areas where the cost of the extension of the power systems
(from utilities point of view) or the cost for interconnection with the grid (from customer’s
point of view) are very high with respect to the cost of the RES system, these renewable sources
are suitable. The RES systems are appropriate for a large series of applications, such as stand-
alone systems for isolated buildings or large interconnected networks. The modularity of these
systems makes possible the extension in the case of a load growth.

The increasing penetration rate of RES in the power systems is raising technical problems, as
voltage regulation, network protection coordination, loss of mains detection, and RES
operation following disturbances on the distribution network [2]. The utilization of these
alternative sources presents advantages and disadvantages. The impact of the wind turbines
and photovoltaic systems on network operation and power quality (harmonics, and voltage
fluctuations) is highly important. The capability of the power system to absorb the power
quality disturbances is depending on the fault level at the point of common coupling. [3] In
weak networks or in power systems with a high wind generation penetration, the integration
of these sources can be limited by the flicker level that must not exceed the standardized limits.
The wind generators and PV systems interconnected to the main grid with the help of power
electronics converters can cause important current harmonics.

© 2013 Golovanov et al.; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 Golovanov et al.; licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



2. Power quality and renewable energy sources

Nowadays, the renewable sources generation is rapidly developing in Europe. In the last 17th
years, the average growth rate is of wind generation is 15.6% annually [4]. As these renewable
sources are increasingly penetrating the power systems, the impact of the RES on network
operation and power quality is becoming important. The intermittent character of the wind
and solar irradiation constrains the power system to have an available power reserve. Due to
the output power variations of the wind turbines, voltage fluctuations are produced. In weak
networks or in power systems with a high wind generation penetration, the integration of these
sources can be limited by the flicker level that must not exceed the standardized limits.

The photovoltaic (PV) installations, interconnected to the mains supply, can be single-phase
connected (photovoltaic installations with capacity less than 5 kW) or three-phase connected
(photovoltaic installations with capacity greater than 5 kW). The direct-coupled PV systems,
without electrical energy storage, inject in the power system a generated power that follows
the intermittency of the primary energy source. In this case, important voltage variations can
occur at the PCC. The connection of PV systems to the low voltage grid can determine voltage
variations and harmonic currents [5].

2.1. Voltage fluctuations

Determination of voltage fluctuations (flicker effect) due to output power variations of renewable
sources is difficult, because depend of the source’s type, of generator’s characteristics and
network impedance. For the case of wind turbines, the long term flicker coefficient Plt due to
commutations, computed over a 120 min interval and for step variations, becomes [6]:

( )0.31
120

8 ψlt f sc r
sc

P N k S
S

= × × × (1)

where N120 is the number of possible commutations in a 120 min interval, kf(ψsc) is the flicker
factor defined for angle ψsc = arctan(Xsc /Rsc), Sr − rated power of the installation, and Ssc − fault
level at point of common coupling (PCC).

For a 10 minutes interval, the short-term flicker Pst is defined [6]:

( )0.31
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18 ψlt f sc r
sc

P N k S
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= × × × (2)

where N10 is the number of possible commutations in a 10 min interval.

The values of flicker indicator for wind turbines, due to normal operation, can be evaluated
using flicker coefficient c(ψsc, υa), dependent on average annual wind speed, υa, in the point
where the wind turbine is installed, and the phase angle of short circuit impedance, ψsc:
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The flicker coefficient c(ψsc, υa) for a specified value of the angle ψsc, for a specified value of the
wind speed υa and for a certain installation is given by the installation manufacturer, or can
be experimentally determined based on standard procedures. Depending on the voltage level
where the wind generator (wind farms) is connected, the angle ψsc can take values between
30° (for the medium voltage network) and 85° (for the high voltage network). Flicker evaluation
is based on the IEC standard 61000-3-7 [7] which gives guidelines for emission limits for
fluctuating loads in medium voltage and high voltage networks. Table 1 reports the recom‐
mended values.

Flicker severity factor Planning levels

MV HV

Pst 0.9 0.8

Plt 0.7 0.6

Table 1. Flicker planning levels for medium voltage (MV) and high voltage (HV) networks

The flicker evaluation determined by a wind turbine of 650kW is analyzed. The wind turbine
has a tower height of 80 meters, the rotor diameter is 47 m, and the swept area is 1735 m2. The
electrical energy production during two winter months is 127095 kWh, respectively 192782
kWh. The average wind speeds, measured at 60m height, during the first monitoring month
was 6.37m/s while during march was 7.32m/s. The variation of turbine output power is shown
in Fig. 1. The intermittent character of the produced power is clearly highlighted. The tower
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Figure 1. Turbine output power variation during the 1 month monitoring period
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Figure 1. Turbine output power variation during the 1 month monitoring period
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shadow effect for the wind generator determines a variation of the absorbed energy, which is
measured as a power variation at generator terminals. Fig. 2(a) shows the wind generator,
while Fig. 2(b) illustrates the tower shadow effect corresponding variation of the generator
output power.

The measured values of the flicker coefficient c(ψsc, υa) for different values of the annual average
wind speed υa and for different network impedance angle ψsc are reported in Table 2. Table
3 reports the flicker coefficient kf values for voltage step variations, for the same wind generator.
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Figure 2. Variation of the wind generator output power due to the tower shadow effect.

Annual wind speed va [m/s] Network impedance angle ψsc [°]

30º 50º 70º 85º

6 3.1 2.9 3.6 4.0

7.5 3.1 3.0 3.8 4.2

8.5 3.1 3.0 3.8 4.2

10 3.1 3.1 3.8 4.2

Table 2. Values of the flicker factor for various values of the wind speed va and for various angles ψsc

Network impedance angle ψsc [°]

30º 50º 70º 85º

Flicker factor kf for voltage step

variations

With start at minimum speed 0.02 0.02 0.01 0.01

With start at rated speed 0.12 0.09 0.06 0.06

Installation is sized for N 10 = 3; N 120=35

Table 3. Values of the flicker factor kf
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The computations based on the values reported in Table 2 and Table 3 lead to the flicker
indicator values:

i. continuous operation, annual average wind speed υa=7.5, interconnection with the
medium voltage network (ψsc=50°, Ssc = 300 MVA, Sr = 0.65MVA)

Pst = Plt =
Sr
Ssc

⋅c(ψsc, va)=
0.65
300 ⋅3=0.0065

2. generator interconnection at minimum speed of the wind turbine

Pst =18⋅ N10
0,31 ⋅kf (ψsc)⋅

Sr
Ssc

=18⋅30,31 ⋅0, 02⋅
0.65
300 =0, 00109 ;

Plt =8⋅ N120
0,31 ⋅kf (ψsc)⋅

Sr
Ssc

=8⋅350,31 ⋅0, 02⋅
0.65
300 =0, 00104 .

2. generator interconnection at rated speed of the wind turbine

Pst =18⋅ N10
0,31 ⋅kf (ψsc)⋅

Sr
Ssc

=18⋅30,31 ⋅0, 09⋅
0.65
300 =0, 0049 ;

Plt =8⋅ N120
0,31 ⋅kf (ψsc)⋅

Sr
Ssc

=8⋅350,31 ⋅0, 09⋅
0.65
300 =0, 0047 .

Due to the output power variations of the wind turbines, voltage fluctuations are produced.
Voltage fluctuations are produced due to the wind turbine switching operations (start or stop),
and due to the continuous operation. The presented voltage fluctuations study, made for one
turbine, becomes necessary in large wind farms as the wind power penetration level increases
quickly.

2.2. PV impact on steady state voltage variations

The variability nature of solar radiation, the weather changes or passing clouds can cause
important variation of PV output power [8]. The variation of the power produced by a 30kW
PV system is illustrated in Fig. 3. Fig. 4 (a) shows the generation power in a sunny day, while
Fig. 4 (b) illustrates the generation power in a cloudy day.

The connection of these variable renewable sources can determine a voltage rise at PCC and
in the grid. The utility has the general obligation to ensure that customer voltages are kept
within prescribed limits. A voltage variation ΔV between Vmax and Vmin, can appear on short
periods. This voltage variation can highly stress the electrical devices supplied by the power
system, and in particular the owner of the photovoltaic facility (as shown in Fig. 5). Fig. 5
illustrates the possible case of a summer mid-day, when the load downstream PCC is relatively
small and the PV output power exceeds the demand.
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30º 50º 70º 85º

6 3.1 2.9 3.6 4.0

7.5 3.1 3.0 3.8 4.2

8.5 3.1 3.0 3.8 4.2

10 3.1 3.1 3.8 4.2

Table 2. Values of the flicker factor for various values of the wind speed va and for various angles ψsc

Network impedance angle ψsc [°]

30º 50º 70º 85º

Flicker factor kf for voltage step

variations

With start at minimum speed 0.02 0.02 0.01 0.01

With start at rated speed 0.12 0.09 0.06 0.06

Installation is sized for N 10 = 3; N 120=35

Table 3. Values of the flicker factor kf
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The computations based on the values reported in Table 2 and Table 3 lead to the flicker
indicator values:

i. continuous operation, annual average wind speed υa=7.5, interconnection with the
medium voltage network (ψsc=50°, Ssc = 300 MVA, Sr = 0.65MVA)

Pst = Plt =
Sr
Ssc

⋅c(ψsc, va)=
0.65
300 ⋅3=0.0065

2. generator interconnection at minimum speed of the wind turbine

Pst =18⋅ N10
0,31 ⋅kf (ψsc)⋅

Sr
Ssc

=18⋅30,31 ⋅0, 02⋅
0.65
300 =0, 00109 ;

Plt =8⋅ N120
0,31 ⋅kf (ψsc)⋅

Sr
Ssc

=8⋅350,31 ⋅0, 02⋅
0.65
300 =0, 00104 .

2. generator interconnection at rated speed of the wind turbine

Pst =18⋅ N10
0,31 ⋅kf (ψsc)⋅

Sr
Ssc

=18⋅30,31 ⋅0, 09⋅
0.65
300 =0, 0049 ;

Plt =8⋅ N120
0,31 ⋅kf (ψsc)⋅

Sr
Ssc

=8⋅350,31 ⋅0, 09⋅
0.65
300 =0, 0047 .

Due to the output power variations of the wind turbines, voltage fluctuations are produced.
Voltage fluctuations are produced due to the wind turbine switching operations (start or stop),
and due to the continuous operation. The presented voltage fluctuations study, made for one
turbine, becomes necessary in large wind farms as the wind power penetration level increases
quickly.

2.2. PV impact on steady state voltage variations

The variability nature of solar radiation, the weather changes or passing clouds can cause
important variation of PV output power [8]. The variation of the power produced by a 30kW
PV system is illustrated in Fig. 3. Fig. 4 (a) shows the generation power in a sunny day, while
Fig. 4 (b) illustrates the generation power in a cloudy day.

The connection of these variable renewable sources can determine a voltage rise at PCC and
in the grid. The utility has the general obligation to ensure that customer voltages are kept
within prescribed limits. A voltage variation ΔV between Vmax and Vmin, can appear on short
periods. This voltage variation can highly stress the electrical devices supplied by the power
system, and in particular the owner of the photovoltaic facility (as shown in Fig. 5). Fig. 5
illustrates the possible case of a summer mid-day, when the load downstream PCC is relatively
small and the PV output power exceeds the demand.
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Voltage variations can influence the characteristics of the electrical equipment and household
appliances (loss of the guaranteed performances, modifications of the efficiency) leading in
some cases even to the interruption of operation. The voltage variation at PCC can be expressed
as:

ΔV =
SPV
Ssc

⋅cos(ψsc −φ) (4)

where SPV is the power produced by PV, Ssc is the short circuit power at PCC, ψsc =
arctan(X/R) is the angle of the network short circuit impedance, φ is the phase angle of the PV
output current (we consider that the electric quantities are sinusoidal). In existing power
systems, there are measures such that the line voltage to be sinusoidal. In (4), the system
harmonics are not considered.

At low and medium voltage levels, the utilities have established limits for the amplitude of
the voltage variations, which must not be exceeded during normal operation. Due to the
statistical nature of the steady state voltage variations, the standard EN 50160 stipulates
statistical limits [9]. In some Countries the limit ±10% established in EN 50160 is applied, while
other present guidelines, elaborated in different Countries, impose more restrictive limits for
the voltage variations. The relevant variations of the voltage will overlap the voltage’s
variations caused by load modification and can lead to the widening of the voltage limit bands.
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where SPV is the power produced by PV, Ssc is the short circuit power at PCC, ψsc =
arctan(X/R) is the angle of the network short circuit impedance, φ is the phase angle of the PV
output current (we consider that the electric quantities are sinusoidal). In existing power
systems, there are measures such that the line voltage to be sinusoidal. In (4), the system
harmonics are not considered.

At low and medium voltage levels, the utilities have established limits for the amplitude of
the voltage variations, which must not be exceeded during normal operation. Due to the
statistical nature of the steady state voltage variations, the standard EN 50160 stipulates
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2.3. Current harmonic perturbations

Measurement results of a 200 MW wind farm reveals the harmonic current and voltage spectra,
active and reactive power variations, and the relationship between wind farm harmonic
emission level and output power. It is considered that the harmonics are determined by the
converter at the interconnection point with the main power system. In order to connect the PV
power systems with the grid, an inverter that transforms the dc output power of the PV to the
50Hz ac power is required. The small capacity PV systems are interconnected to the main grid
with the help of simple single-phase inverters, which can cause important current harmonics.
General requirements can be found in standards, especially those for the interconnection of
distributed generation systems to the grid and for photovoltaic systems [1, 10]. In the standard
IEEE 1547, the harmonic current injection of RES at the PCC must not exceed the limits stated
in table 4.

Individual harmonic order h<11 11≤h<17 17≤h<23 23≤h<35 35≤h TDD

Percent (%) 4 2 1.5 0.6 0.3 5

Table 4. Maximum harmonic current distortion in percent of current I, where I is the fundamental frequency current
at full system output. Even harmonics in these ranges shall be <25% of the odd harmonic limits listed [1].

The current variation on phase a, during one week monitoring period of the 200 MW wind
farm, is illustrated in Fig. 6. The high current variability function of wind speed can be clearly
observed. The variation of total current harmonic distortion (THDI) during the monitoring
period is illustrated in Fig. 7. The inverse relationship between the RMS electrical current and
THDI can be seen in Fig. 6 and Fig. 7, at the same time instants. When the generated power is
high (large value of RMS electrical current), the fundamental current is high and the THDI is
small. For small generated powers, the fundamental current is small and the THDI is high.
From practical point of view, this fact is not highly important as the small current values do
not influence the voltage quality at point of common coupling.

Fig. 8 illustrates the output power variation of a PV system and the total current harmonic
distortion variation during a day [11]. When the PV system has an output power close to the
rated power, the THDI is relatively low. During the shadowing period of the PV system, the
THDI is taking high values.

The analysis of the total harmonic distortion factor has to consider that, for high variability of
the primary energy source, the large THDI values can lead to inappropriate conclusions. For
the periods with small primary energy source, the electric current injected into the grid
presents a reduced fundamental component, resulting in a high distortion factor. As the
electrical current has small values, the voltage distortion and the voltage drop in the power
system are negligible, and thus the voltage waveform at the point of common coupling is not
affected.
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2.3. Current harmonic perturbations

Measurement results of a 200 MW wind farm reveals the harmonic current and voltage spectra,
active and reactive power variations, and the relationship between wind farm harmonic
emission level and output power. It is considered that the harmonics are determined by the
converter at the interconnection point with the main power system. In order to connect the PV
power systems with the grid, an inverter that transforms the dc output power of the PV to the
50Hz ac power is required. The small capacity PV systems are interconnected to the main grid
with the help of simple single-phase inverters, which can cause important current harmonics.
General requirements can be found in standards, especially those for the interconnection of
distributed generation systems to the grid and for photovoltaic systems [1, 10]. In the standard
IEEE 1547, the harmonic current injection of RES at the PCC must not exceed the limits stated
in table 4.

Individual harmonic order h<11 11≤h<17 17≤h<23 23≤h<35 35≤h TDD

Percent (%) 4 2 1.5 0.6 0.3 5

Table 4. Maximum harmonic current distortion in percent of current I, where I is the fundamental frequency current
at full system output. Even harmonics in these ranges shall be <25% of the odd harmonic limits listed [1].

The current variation on phase a, during one week monitoring period of the 200 MW wind
farm, is illustrated in Fig. 6. The high current variability function of wind speed can be clearly
observed. The variation of total current harmonic distortion (THDI) during the monitoring
period is illustrated in Fig. 7. The inverse relationship between the RMS electrical current and
THDI can be seen in Fig. 6 and Fig. 7, at the same time instants. When the generated power is
high (large value of RMS electrical current), the fundamental current is high and the THDI is
small. For small generated powers, the fundamental current is small and the THDI is high.
From practical point of view, this fact is not highly important as the small current values do
not influence the voltage quality at point of common coupling.
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distortion variation during a day [11]. When the PV system has an output power close to the
rated power, the THDI is relatively low. During the shadowing period of the PV system, the
THDI is taking high values.

The analysis of the total harmonic distortion factor has to consider that, for high variability of
the primary energy source, the large THDI values can lead to inappropriate conclusions. For
the periods with small primary energy source, the electric current injected into the grid
presents a reduced fundamental component, resulting in a high distortion factor. As the
electrical current has small values, the voltage distortion and the voltage drop in the power
system are negligible, and thus the voltage waveform at the point of common coupling is not
affected.
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3. Conclusions

The renewable sources interconnected with the main supply can influence the power quality
at the point of common coupling and can pollute the electrical network with harmonic
components that must not exceed the stipulated limits. The existing trend of installing more
and more small capacity sources implies the establishment as accurate as possible of their
impact on power system operation.

The voltage fluctuations determined wind power variations are analyzed, both for the wind
turbine switching operations (start or stop), as well as for the continuous operation. The voltage
flicker study becomes necessary as the wind power penetration level increases quickly. The
connection of variable renewable sources, like photovoltaic systems, can determine a voltage
rise at PCC and in the grid which can affect the electrical characteristics of the equipments.

The wind generators and photovoltaic sources, connected to the power system through power
electronic converters, can pollute the electrical network with harmonic components that must
not exceed the stipulated limits. A better characterization, from the practical point of view, of
the total current harmonic distortion determined by renewable energy sources interconnected
to the mains supply through power electronic converters is necessary.
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1. Introduction

Non-linear loads are commonly present in industrial facilities, service facilities, office build‐
ings, and even in our homes. They are the source of several Power Quality problems such as
harmonics, reactive power, flicker and resonance [1-3]. Therefore, it can be observed an in‐
creasing deterioration of the electrical power grid voltage and current waveforms, mainly
due to the contamination of the system currents with harmonics of various orders, including
inter-harmonics. Harmonic currents circulating through the line impedance produces distor‐
tion in the system voltages (see Figure 1). Moreover, since many of the loads connected to
the electrical systems are single-phase ones, voltage unbalance is also very common in three-
phase power systems [2]. The distortion and unbalance of the system voltages causes several
power quality problems, including the incorrect operation of some sensitive loads [4,5]. Fig‐
ure 1 presents a power system with sinusoidal source voltage (vS ) operating with a linear
and a non-linear load. The current of the non-linear load (iL1) contains harmonics. The har‐
monics in the line-current (iS) produce a non-linear voltage drop (∆v) in the line impedance,
which distorts the load voltage (vL ). Since the load voltage is distorted, even the current at
the linear load (iL2) becomes non-sinusoidal.

The problems caused by the presence of harmonics in the power lines can be classified into
two kinds: instantaneous effects and long-term effects. The instantaneous effects problems
are associated with interference problems in communication systems, malfunction or per‐
formance degradation of more sensitive equipment and devices. Long-term effects are of
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thermal nature and are related to additional losses in distribution and overheating, causing
a reduction of the mean lifetime of capacitors, rotating machines and transformers. Because
of these problems, the issue of the power quality delivered to the end consumers is, more
than ever, an object of great concern. International standards concerning electrical power
quality (IEEE-519, IEC 61000, EN 50160) impose that electrical equipments and facilities
should not produce harmonic contents greater than specified values, and also indicate dis‐
tortion limits to the supply voltage. According to the European COPPER Institute – Leonard
Energy Initiative, costs related to power quality problems in Europe are estimated in more
than €150.000.000 per year. Therefore, it is evident the necessity to develop solutions that are
able to mitigate such disturbances in the electrical systems, improving their power quality.
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Figure 1. Single line block diagram of a system with non-linear loads.

Passive filters have been used as a solution to solve harmonic current problems, but they
present several disadvantages, namely: they only filter the frequencies they were previously
tuned for; their operation cannot be limited to a certain load; the interaction between the
passive filters and other loads may result in resonances with unpredictable results [6]. To
cope with these disadvantages, in the last years, research engineers have presented various
solutions based in power electronics to compensate power quality problems [6-12]. These
equipments are usually designated as Active Power Conditioners. Examples of such devices
are the Shunt Active Power Filter, the Series Active Power Filter, and the Unified Power
Quality Conditioner (UPQC).

Active Power Filters are conditioners connected in parallel or in series with the electrical
power grid. When connected in parallel is called Shunt Active Power Filter, and when con‐
nected in series is named Series Active Power Filter. The Shunt Active Power Filter behaves
as a controlled current-source draining the undesired components from the load currents,
such that the currents in the electrical power grid become sinusoidal, balanced, and in phase
with fundamental positive sequence component of the system voltages. On the other hand,
the Series Active Power Filter works as a voltage-source connected in series with the electri‐
cal power grid, compensating voltage harmonics, sags (sudden reduction of the voltage fol‐
lowed by its recovery after a brief interval), swells (sudden increase of the voltage followed
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by its recovery after a brief interval) and flicker (cyclic variation of light intensity of lamps
caused by fluctuation of the supply voltage). Three-phase Series Active Power Filters can al‐
so compensate unbalances in the phase voltages [12]. If the DC link of the Series Active
Power Filter inverter is connected to a power supply, its compensation capabilities increas‐
es, allowing also the compensation of long term undervoltages and overvoltages [10,11].

The Unified Power Quality Conditioner (UPQC) is composed by two power converters shar‐
ing the DC Link. One of these power converters is connected in series with the electrical
power grid and the other is connected in parallel with the electrical power grid. This condi‐
tioner offers many compensation options in function of the type of control used. Some of the
power quality problems that the UPQC can compensate are: voltage harmonics, voltage un‐
balance, voltage sags, voltage swells, current harmonics, current unbalance, undervoltages,
overvoltages, reactive power, and neutral wire current in three-phase four wire systems.

The utilization of equipment like Shunt Active Power Filters, Series Active Power Filters and
UPQCs presents significant advantages to the power system. In this way, the research of
new topologies and new control algorithms to improve the performance and capabilities of
these equipments is object of great interest [13,14].

The aforementioned Active Power Conditioners are the most suited for industrial applica‐
tions, so they will be presented with more detail in the following topics.

2. Shunt Active Power Filter

The Shunt Active Power Filter is a device which is able to compensate for both current har‐
monics and power factor. Furthermore, in three-phase four wire systems it allows to balance
the currents in the three phases, and to eliminate the current in the neutral wire [15-17]. Fig‐
ure 2 presents the electrical scheme of a Shunt Active Power Filter for a three-phase power
system with neutral wire.

The power stage is, basically, a voltage-source inverter with a capacitor in the DC side (the
Shunt Active Filter does not require any internal power supply), controlled in a way that it
acts like a current-source. From the measured values of the phase voltages (va, vb, vc) and
load currents (ia, ib, ic), the controller calculates the reference currents (ica

*, icb
*, icc

*, icn
*) used

by the inverter to produce the compensation currents (ica, icb, icc, icn). This solution requires 6
current sensors: 3 to measure the load currents (ia, ib, ic) for the control system and 3 for the
closed-loop current control of the inverter (in both cases the fourth current, the neutral wire
currents, inand icn, are calculated by adding the three measured currents of phases a, b, c). It
also requires 4 voltage sensors: 3 to measure the phase voltages (va, vb, vc) and another for
the closed-loop control of the DC link voltage (Vdc). For three-phase balanced loads (three-
phase motors, three-phase adjustable speed drives, three-phase controlled or non-controlled
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rectifiers, etc) there is no need to compensate for the current in neutral wire, so the forth
wire of the inverter is not required, simplifying the Shunt Active Power Filter hardware.
Since they compensate the power quality problems upstream to its coupling point they
should be installed as near as possible of the non-liner loads, avoiding the circulation of cur‐
rent harmonics, reactive currents and neutral wire currents through the facility power lines.
Therefore it is advantageous to use various small units, spread along the electrical installa‐
tion, instead of using a single high power Shunt Active Power Filter at the input of the in‐
dustry, at the PCC (Point of Common Coupling – where the electrical installation of the
industry is connected to the electrical power distribution system).
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Figure 2. Shunt Active Power Filter for a three-phase power system with neutral wire.

2.1. Typical Waveforms

Typical waveforms of an electrical installation equipped with a Shunt Active Power Filter
are presented in Figure 3. It can be seen that the currents in the load present high harmonic
content (THD% of 58%, in average, see Figure 4), and are also unbalanced, which results in a
considerable neutral wire current (Figure 3 (d)). The Shunt Active Power Filter makes the
currents in the source sinusoidal and balanced (see Figure 3 (b)). The THD% of the source
currents is only of about 1% (Figure 4).

In Figure 4 is presented the THD% of the different currents in the system (at the load, source
and active filter). The THD% was, in all the cases, calculated in relation to the fundamental
frequency of the power grid source (50 Hz). That is why the values of THD% presented for
the compensation currents injected by the active filter are so high.
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Figure 3. Typical waveforms of an installation with a Shunt Active Power Filter: (a) Load currents; (b) Source currents;
(c) Active filter compensation currents; (d) Neutral wire currents.
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Figure 4. Harmonic spectrum and THD% of the currents in an installation with a Shunt Active Power Filter: (a) Load
currents; (b) Source currents; (c) Compensation currents.

3. Series Active Power Filter

The Series Active Power Filter is the dual of the Shunt Active Power Filter, and is able to
compensate for voltage harmonics, voltage sags, voltage swells and flicker, making the vol‐
tages applied to the load almost sinusoidal (compensating for voltage harmonics) [18,19].
The three-phase Series Active Filter can also balance the load voltages [20]. Figure 5 shows
the electrical scheme of a Series Active Power Filter for a three-phase power system.

Electrical
Power Grid

Series Active Power Filter

Figure 5. Series Active Power Filter for a three-phase power system.
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The Series Active Power Filter consists of a voltage-source inverter (behaving as a controlled
voltage-source) and requires 3 single-phase transformers to interface with the power system.
However, some authors have presented research results of Series Active Power Filter topol‐
ogies without the use of line transformers [21,22]. From the measured values of the phase
voltages at the source side (vsa, vsb, vsc) and of the load currents (ia, ib, ic), the controller calcu‐
lates the reference compensation voltages (vca

*, vcb
*, vcc

*), used by the inverter to produce the
compensation voltages (vca, vcb, vcc). The Series Active Power Filter does not compensate for
load current harmonics but it acts as high-impedance to the current harmonics coming from
the electrical power grid side. Therefore, it guarantees that passive filters eventually placed
at the load side will work appropriately and not drain harmonic currents from the rest of the
power system.

3.1. Typical Waveforms

Typical waveforms of an installation equipped with a Series Active Power Filter are present‐
ed in Figure 6.

Figure 6. Typical waveforms of an installation with a Series Active Power Filter: (a) Load voltages; (b) Source voltages;
(c) Active filter compensation voltages.
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Figure 6. Typical waveforms of an installation with a Series Active Power Filter: (a) Load voltages; (b) Source voltages;
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In Figure 7 is presented the THD% of the different voltages in the system (load, source and
series active filter). It can be seen that the voltages in the source present some harmonic con‐
tent (THD% between 2.5% and 4%). The Series Active Power Filter makes the voltages in the
load practically sinusoidal, with almost none distortion (see Figure 6 (a)). The THD% of the
load voltages is below or equal to 0.4%. The THD% was, in all the cases, calculated in rela‐
tion to the fundamental frequency of the power grid source (50 Hz). That is the motive way
the values presented for the compensation voltages produced by the active filter are so high.

Figure 7. Harmonic spectrum and THD% of the voltages in an installation with a Series Active Power Filter: (a) Load
voltages; (b) Source voltages; (c) Compensation voltages.

4. Unified Power Quality Conditioner

The Unified Power Quality Conditioner (UPQC) combines the Shunt Active Power Filter
with the Series Active Power Filter, sharing the same DC Link, in order to compensate both
voltages and currents, so that the load voltages become sinusoidal and at nominal value,
and the source currents become sinusoidal and in phase with the source voltages [23,24]. In
the case of three-phase systems, a three-phase UPQC can also balance the load voltages and
the source currents, and eliminate the source neutral current. Figure 8 shows the electrical
scheme of a Unified Power Quality Conditioner for a three-phase power system.

From the measured values of the source phase voltages (vsa, vsb, vsc) and load currents (ia, ib, ic),
the controller calculates the reference compensation currents (ica

*, icb
*, icc

*, icn
*) used by the in‐

verter of the shunt converter to produce the compensation currents (ica, icb, icc, icn). Using the
measured values of the source phase voltages, and source currents (isa, isb, isc), the control‐
ler calculates the reference compensation voltages (vca

*, vcb
*, vcc

*) used by the inverter of the
series converter to produce the compensation voltages (vca, vcb, vcc).
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Figure 8. Unified Power Quality Conditioner for a three-phase power system.

4.1. Typical Waveforms

Typical waveforms of an installation equipped with a Unified Power Quality Conditioner
are presented next.  In Figure 9 are shown the load currents,  source currents,  compensa‐
tion currents, neutral wire currents, load voltages, and source voltages. It can be seen that
the currents in the load present a high harmonic content (THD% between 32% and 41%,
see Figure 10 (a)),  and are also unbalanced, which results in a considerable neutral wire
current (in  in Figure 9 (d)).  The THD% of the source voltages is also high (about 6%, as
shown in Figure 10 (e)).

By the action of the Unified Power Quality Conditioner the currents in the source become
sinusoidal, in phase with the voltages, and balanced (Figure 6 (b)). The THD% of the source
currents is reduced to about 1% (Figure 10 (b)). Also, the load voltages become sinusoidal
with almost none distortion (Figure 6 (e)). The THD% of the load voltages is reduced to only
0.4% (Figure 10 (d)).

In Figure 10 is presented the THD% of the different currents and voltages in the electrical
system (at the load, source and UPQC). The THD% was, in all the cases, calculated in rela‐
tion to the fundamental frequency of the power grid source (50 Hz). That is way the values
presented for the compensation currents injected by the UPQC are so high.
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Figure 9. Typical waveforms of an installation with a UPQC: (a) Load currents; (b) Source currents; (c) Compensation
currents; (d) Neutral wire currents; (e) Load voltages; (f) Source voltages.
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Figure 10. Harmonic spectrum and THD% of the currents and voltages in an installation with an UPQC: (a) Load cur‐
rents; (b) Source currents; (c) Compensation currents; (d) Load voltages; (e) Source voltages.

5. Control Methods for Active Power Filters

The control methods applied to Active Power Filters and Unified Power Quality Condition‐
ers are decisive in achieving the goals of compensation, in the determination of the condi‐
tioner power rate, and in theirs dynamic and steady-state performances. Basically, the
different approaches regarding the calculation of the compensation currents and voltages
from the measured distorted quantities can be grouped into two classes: frequency-domain
and time-domain.
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Figure 10. Harmonic spectrum and THD% of the currents and voltages in an installation with an UPQC: (a) Load cur‐
rents; (b) Source currents; (c) Compensation currents; (d) Load voltages; (e) Source voltages.
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The frequency-domain approach implies the analysis of the Fourier transform, which leads
to a huge amount of calculations, making the control method very heavy in terms of proc‐
essing time and required computational capacity. The time-domain approach uses the tradi‐
tional concepts of circuit analysis and algebraic transformations associated with changes of
reference frames, which greatly simplify the control task. In general, power definitions in
the time domain offer a more appropriate basis for the design of controllers for power elec‐
tronic devices, because they are also valid during transients. This is especially true for appli‐
cations in three-phase electrical power systems if the definitions are done already
considering a three-phase circuit, instead of considering a single-phase circuit and then
summing up to have a three-phase system [14].

In a three-phase electrical power system the three-phase power delivered to a load by the
source has the well-known expression:

p3(t)=va(t)ia(t) + vb(t)ib(t) + vc(t)ic(t) (1)

where va(t),   vb(t),   and vc(t) represents the instantaneous load voltages referred to the neu‐
tral point, and ia(t),   ib(t),   and  ic(t) are the load instantaneous currents. However, for the
given voltages, there is more than one set of currents producing the same instantaneous
power. So, what is the optimal set of currents for a given power? One possible answer is the
set of currents that minimizes power loss in the lines. On the other hand, it is known that for
a balanced sinusoidal system, in voltage and current, the instantaneous power is constant,
and equal to the active power, since this value corresponds to the average value of the in‐
stantaneous power. Therefore, the best set of currents can be the one that leads to a constant
instantaneous power.

Different time-domain power definitions can be found in the literature. The most important
are: the p-q Theory (Instantaneous Power Theory) proposed by Akagi et al. [25,26]; FBD
(Fryze - Buchholz - Depenbrock) proposed by Depenbrock [27]; the CPT (Conservative Pow‐
er Theory) proposed by Tenti [28]; and the CPC (Current’s Physical Components) proposed
by Czarnecki [29,30]. It can be also found in the literature p-q Theory inspired control algo‐
rithms for switching compensators, as for example, the p-q-r Theory [31-33]. A comparison
involving the p-q-r and the p-q theories is provided in [33]. The control algorithm denomi‐
nated as Synchronous Reference Frame (SRF) [34] also presents similar aspects related with
the p-q-r and the p-q theories. The SRF control algorithm is defined in the d-q-0 reference
frame. All of these control algorithms can be applied to control switching compensators con‐
nected in three-phase systems, with or without neutral wire.

5.1. The p-q Theory Fundamentals

In 1983, Akagi et al. [25,26] have proposed "The Generalized Theory of the Instantaneous
Reactive Power in Three-Phase Circuits", also known as Instantaneous Power Theory, or p-q
Theory, for the control of Active Power Filters. The fact of being a time-domain theory
makes it viable for operation in steady state or transient state, as well as for generic voltage
and current waveforms, allowing a real time control of the Active Power Filters. Another ad‐
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vantage of the p-q Theory is the simplicity of its calculations, which consists only in algebra‐
ic operations, being the only exception the extraction of the average and alternating
components of the calculated powers.

5.1.1. Clarke for Three-Phase Four-Wire Electrical Power Systems

The p-q Theory was initially developed for three-phase electrical power systems without
neutral wire, with a short reference to three-phase systems with neutral wire. Later, Wata‐
nabe et al. [35] and Aredes et al. [36] extended it to three-phase electrical power systems
with neutral wire.

This theory consists in an algebraic transformation (the Clarke transformation) of the three-
phase voltages and currents in the a-b-c coordinates to the α-β-0 coordinates, where α-β are
orthogonal, and the 0 coordinate corresponds to the zero-sequence component. The p-q Theo‐
ry transformation applied to the electrical power grid voltages and load currents is given by:
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1 / 2 1 / 2 1 / 2

1 -1 / 2 -1 / 2
0 3 / 2 - 3 / 2
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The instantaneous three-phase electrical power, in the a-b-c coordinates is defined as:

p3 = pa + pb + pc =vaia + vbib + vcic (3)

In the α-β-0 coordinates the instantaneous three-phase electrical power is defined as:

p3 = p + p0 =vαiα + vβiβ + v0i0 (4)

The two components of p3 are defined as follow:

p =vαiα + vβiβ Instantaneous real power (5)

p0 =v0i0 Instantaneous zero−sequence power (6)

The instantaneous imaginary power is defined as:

q =vβiα - vαiβ (7)
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The qpower difers form the conventional reactive three-phase electrical power, since it also
takes into consideration all the voltage and current harmonics.

Since the pand qpowers do not depend on the zero-sequence components of the voltages
and currents, but only on the same α-β components, they can be written together:

p
q =

vα vβ

vβ -vα

iα
iβ

(8)

5.1.2. Physical Meaning of the p-q Theory Electrical Powers

The different p-q Theory electrical powers are illustrated in Figure 11, for an electrical pow‐
er system represented in α-β-0 and in Figure 12 for an electrical power system represented in
a-b-c coordinates, and have the following physical meaning:

p̄: mean value of the instantaneous real power – corresponds to the energy per time unity
that is transferred from the power supply to the load, through the α-β coordinates, or
through the a-b-c coordinates, in a balanced way (it is the desired power component).

p̃: alternated value of the instantaneous real power – It is the energy per time unity that is
exchanged between the power supply and the load, through the α-β coordinates, or through
the a-b-c coordinates.

q: instantaneous imaginary power – corresponds to the power that is exchanged between
the α-β coordinates, or between the a-b-c coordinates. This power does not imply any trans‐
ference or exchange of energy between the power supply and the load, but is responsible for
the existence of undesirable currents, which circulate between the system phases. In the case
of a balanced sinusoidal voltage supply and a balanced load, with or without harmonics, q̄
(the mean value of the instantaneous imaginary power) is equal to the conventional reactive
power (q̄=3VI1sin ϕ1).

p̄0: mean value of the instantaneous zero-sequence power – corresponds to the energy per
time unity which is transferred from the power supply to the load through the zero-se‐
quence components of voltage and current.

p̃0:alternated value of the instantaneous zero-sequence power – it means the energy per time
unity that is exchanged between the power supply and the load through the zero-sequence
components.

The zero-sequence power, p0, only exists in three-phase systems with neutral wire. Further‐
more, the systems must have unbalanced voltages and currents and/or 3rd harmonics in
both voltage and current of at least one phase.
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Figure 11. Power components of the p-q Theory in α-β-0 coordinates.

Figure 12. Power components of the p-q Theory in a-b-c coordinates.

5.1.3. The p-q Theory Powers Compensation

From the concepts seen before, p̄and p̄0 are usually the only desirable p-q Theory power
components that the source must supply. The other power components can be compensated
using a Shunt Active Power Filter. Figure 13 shows the Shunt Active Power Filter for an
electrical power system represented in a-b-c coordinates, and Figure 14 shows the Shunt Ac‐
tive Power Filter for an electrical power system represented in α-β-0 coordinates.

Figure 13. Compensation of power components p̃,   q,   p̃0, and p̄0 in a-b-c coordinates.

Active Power Conditioners to Mitigate Power Quality Problems in Industrial Facilities
http://dx.doi.org/10.5772/53189

119



The qpower difers form the conventional reactive three-phase electrical power, since it also
takes into consideration all the voltage and current harmonics.

Since the pand qpowers do not depend on the zero-sequence components of the voltages
and currents, but only on the same α-β components, they can be written together:

p
q =

vα vβ

vβ -vα

iα
iβ

(8)

5.1.2. Physical Meaning of the p-q Theory Electrical Powers

The different p-q Theory electrical powers are illustrated in Figure 11, for an electrical pow‐
er system represented in α-β-0 and in Figure 12 for an electrical power system represented in
a-b-c coordinates, and have the following physical meaning:

p̄: mean value of the instantaneous real power – corresponds to the energy per time unity
that is transferred from the power supply to the load, through the α-β coordinates, or
through the a-b-c coordinates, in a balanced way (it is the desired power component).

p̃: alternated value of the instantaneous real power – It is the energy per time unity that is
exchanged between the power supply and the load, through the α-β coordinates, or through
the a-b-c coordinates.

q: instantaneous imaginary power – corresponds to the power that is exchanged between
the α-β coordinates, or between the a-b-c coordinates. This power does not imply any trans‐
ference or exchange of energy between the power supply and the load, but is responsible for
the existence of undesirable currents, which circulate between the system phases. In the case
of a balanced sinusoidal voltage supply and a balanced load, with or without harmonics, q̄
(the mean value of the instantaneous imaginary power) is equal to the conventional reactive
power (q̄=3VI1sin ϕ1).

p̄0: mean value of the instantaneous zero-sequence power – corresponds to the energy per
time unity which is transferred from the power supply to the load through the zero-se‐
quence components of voltage and current.

p̃0:alternated value of the instantaneous zero-sequence power – it means the energy per time
unity that is exchanged between the power supply and the load through the zero-sequence
components.

The zero-sequence power, p0, only exists in three-phase systems with neutral wire. Further‐
more, the systems must have unbalanced voltages and currents and/or 3rd harmonics in
both voltage and current of at least one phase.

Power Quality Issues118

Figure 11. Power components of the p-q Theory in α-β-0 coordinates.

Figure 12. Power components of the p-q Theory in a-b-c coordinates.

5.1.3. The p-q Theory Powers Compensation

From the concepts seen before, p̄and p̄0 are usually the only desirable p-q Theory power
components that the source must supply. The other power components can be compensated
using a Shunt Active Power Filter. Figure 13 shows the Shunt Active Power Filter for an
electrical power system represented in a-b-c coordinates, and Figure 14 shows the Shunt Ac‐
tive Power Filter for an electrical power system represented in α-β-0 coordinates.

Figure 13. Compensation of power components p̃,   q,   p̃0, and p̄0 in a-b-c coordinates.

Active Power Conditioners to Mitigate Power Quality Problems in Industrial Facilities
http://dx.doi.org/10.5772/53189

119



Figure 14. Compensation of power components p̃,   q,   p̃0, and p̄0in α-β-0 coordinates.

With the Shunt Active Power Filter in operation, the p̃ and p̃0 power components cease to be
exchanged between the load and the electrical power source and start to be exchanged be‐
tween the load and the Shunt Active Power Filter DC link capacitor, which continuously
stores and delivers energy, to compensate these pulsating electrical powers.

The power componentq is not associated with any energy transference, so the currents asso‐
ciated with this electrical power component start to circulate only between the Shunt Active
Power Filter and the load, and not anymore through the electrical power grid.

The power component p0only can exist in three-phase four-wire systems with voltage and
current distortions or/and unbalances (when simultaneously i0 ≠0 and v0 ≠0,  at the same fre‐
quencies), in these conditions it is necessary to compensate the electrical power component
p0to allow the balancing of the currents, and to make the current in the neutral wire assume
a null value upstream of the Shunt Active Power Filter, or in other words, to make that the
zero-sequence component of the current between the electrical power source and the Shunt
Active Power Filter is eliminated.

The compensation of p̄0, requires that the Shunt Active Power Filter delivers energy to the
load. To do this there are two possibilities:

• Include a power supply on the Shunt Active Power Filter inverter DC link to deliver this
energy.

• Drain the energy required for the p̄0 compensation from the electrical power grid itself, in
a balanced way by the three-phases.

The second possibility, was proposed by Aredes et al. [36], and is implicit in Figure 13. It is
also possible to conclude that the Shunt Active Power Filter DC link capacitor is only neces‐
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sary to compensate p̃ and p̃0, since these quantities must be stored in this component at one
moment to be later delivered back to the load. The instantaneous imaginary power (q),
which includes the conventional reactive power, is compensated without the contribution of
this capacitor. This means that, the size of the DC link capacitor does not depend on the
amount of reactive power to be compensated.

5.2. Calculations for theShunt Active Power Filter Control

The p-q Theory presents some interesting features when applied to the control of Active
Power Filters for three-phase power systems, namely:

• It is inherently a three-phase system theory;

• It can be applied to any three-phase system (balanced or unbalanced, with or without har‐
monics, for compensation of both voltages and/or currents);

• It is based in instantaneous values, allowing excellent dynamic response;

• Its calculations are relatively simple (it only includes algebraic expressions that can be im‐
plemented using a simple controller);

• It allows two control strategies: “constant instantaneous real power at source”and “sinus‐
oidal current at source”.

As can be seen in Figure 15, the inputs of the control system are the instantaneous values of
the voltages and currents in the phases that feed the load to be compensated
(va,   vb,   vc  and  ia,   ib,   ic).

Figure 15. Control system structure for the control strategy “constant instantaneous real power at source”.
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These currents and voltages are calculated in the α-β-0 coordinates through the equations
given in (2). Using the equations (5), (6) and (7) are calculated the instantaneous powers
p, p0 and q, respectively. The separation of the p-q Theory power components in their aver‐
age and alternating values can be obtained using analog or digital filters, according to the
type of control system.

To calculate the reference compensation currents in the α-β-0 coordinates is used the equa‐
tion (9):

icα*

icβ* = 1
vα2 + vβ2

vα -vβ
vβ vα

px

qx
(9)

In the previous equation, px and qxare the values of the power components to be provided
by the Shunt Active Power Filter. Always that the Shunt Active Power Filter compensates
the zero-sequence power (p0) , pxmust be subtracted of the average value of the zero-se‐
quence power, p̄0, as presented in equation (10). In this way the energy per time unit, which
p̄0 represents, can be delivered to the load by the electrical power grid. The qxpower compo‐
nent usually assumes the value ofq, as shown in equation (11).

px = p̃ - p̄0 (10)

qx =q (11)

Since the zero-sequence current must be compensated, the reference compensation current
in the 0 coordinate is i0 itself:

ic0
* = i0 (12)

For a proper operation of the inverter of the Shunt Active Power Filter, the DC link voltage
(Vdc), which corresponds to the capacitor voltage, should be regulated to be kept within ap‐
propriate levels. The p-q Theory calculations allow a simple method to regulate that voltage:
if the Shunt Active Power Filter receives energy from the electrical power grid, it is stored in
the capacitor and its voltage (V dc) will increase, otherwise, Vdcwill decrease. It is set a regu‐
lation power (preg), that is included in the value ofpx:

px = p̃ - p̄0 - preg (13)

And the regulation power,preg , can be calculated according to:

preg = K (Vref - Vdc) (14)
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where K is a proportional gain1, Vref  is the reference of the desired voltage in the DC link,
and Vdc is the average voltage in the DC link.

So:

• If Vdc >Vref – the Shunt Active Power Filter delivers energy to the electrical power grid
and Vdc decreases.

• If Vdc <Vref– the Shunt Active Power Filter absorbs energy from the electrical power grid
and Vdc increases.

The reference compensation currents in the a-b-c coordinates can be obtained by the trans‐
formation given in equation (15) and equation (16):

ica
*

icb
*

icc
*

= 2 / 3

1 / 2 1 0

1 / 2 -1 / 2 3 / 2

1 / 2 -1 / 2 - 3 / 2

ic0
*

icα*

icβ*

(15)

icn
* =  - (ica

* + icb
* + icc

*) (16)

The calculations presented so far are synthesized in Figure 15, and correspond to a Shunt
Active Power Filter control strategy for “constant instantaneous real power at source”. This
approach, when applied to a three-phase system with balanced sinusoidal voltages, produ‐
ces the following results:

• The phase supply currents become sinusoidal, balanced, and in phase with the voltages
(in other words, the power supply “sees” the load as a purely resistive symmetrical load);

• The neutral current is made equal to zero (even 3rd order current harmonics are compen‐
sated);

• The three-phase instantaneous power supplied, equation (17), is made constant.

p3s =vaisa + vbisb + vcisc (17)

The p-q Theory is also a valid control strategy for the Shunt Active Power Filter when the
voltages are distorted and/or unbalanced, and sinusoidal supply currents are desired. How‐
ever, with this strategy the total instantaneous power supplied will not be constant, since it
is not physically possible to achieve both sinusoidal currents and constant power in systems
with unbalanced and/or distorted voltages.

1 Is also possible to use a PI controller to regulate de DC link voltage. Whit the PI controller it is possible to eliminate
the steady-state error.
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In the case of a non-sinusoidal or unbalanced supply voltage, with the control strategy “con‐
stant instantaneous real power at source”, the compensated supply currents will include
harmonics, but in practical cases, when the voltage distortion and the voltage unbalance are
within the limits established by the standards for the supply voltage at industries, the distor‐
tion in the source currents will be negligible after the compensation made by the Shunt Ac‐
tive Power Filter.

With the control strategy “sinusoidal current at source”, even with highly distorted and/or
unbalanced source voltages, are obtained sinusoidal supply currents with the compensation
made by the Shunt Active Power Filter. When this approach is used the results are:

• The phase supply currents become sinusoidal, balanced, and in phase with the funda‐
mental voltages;

• The neutral current is made equal to zero (even 3rd order current harmonics are compen‐
sated);

• The total instantaneous power supplied (p3s) is not made constant, but in real cases when
voltages and unbalance are within normal limits, it will present a small ripple (much
smaller than before the compensation).

The only difference of the control strategy “sinusoidal current at source” in relation to the
control strategy “constant instantaneous real power at source” is that its control system uses
the fundamental positive sequence component of the system voltages, instead of using the
real measured system voltages. It is usually accomplished using a PLL (Phase Locked Loop)
algorithm, as described in [37-39].

6. Shunt Active Power Filter Implementation and Field Results

The Shunt Active Power Filter previously described in this chapter was implemented in the
form of prototypes in order to validate the topology and control algorithms. To strength this
validation it is advisable to test the active filter in different operation conditions, so it were
developed four prototypes to be tested in real operation conditions in four different electri‐
cal installations, with different load profiles.

The target installations were previously monitorized, and simulation models of each instal‐
lation were developed using a simulation tool. The simulation models were used to foresee
the Shunt Active Power Filter behavior and to help sizing the hardware components and the
protection systems.

According to the performed measurements and studies, the four Shunt Active Power Filters
were constructed within three different compensation ranges: two 20 kVA prototypes to be
used in a computation center and in an hospital, a 35 kVA prototype to be used in a textile
industry installation, and a 55 kVA prototype to be applied in a medical drugs distribution
warehouse.
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In terms of hardware the main components that were used are:

• A DSP (Digital Signal Processor) from Texas Instruments (the control system was imple‐
mented using only fixed point calculations in order to enhance performance in terms of
execution time);

• Hall effect sensors (used to measure the voltages and currents);

• Semikron IGBTs (the inverter stage was implemented using 4 Semikron IGBT modules -
one for each leg of the inverter).

Two of the most important aspects when an equipment prototype is installed in field envi‐
ronment are security and reliability. The security of the human operators, the security of the
industry plant, and the integrity of the equipment are factors that must be evaluated careful‐
ly. Therefore, it is very important to protect the Shunt Active Power Filter prototype against
phenomena that usually do not exist in a laboratory environment, but that may occur in real
industry installations. To accomplish these constraints, the laboratory prototypes were de‐
signed to be assembled in an electric switchboard (Figure 16). To prevent that anomalous
operations could damage the Shunt Active Power Filter components, or other equipment
connected to the electrical installation, various protections schemes were implemented.

Figure 16. Two of the four final prototypes of Shunt Active Power Filters.

A supervision and protection system was developed to permanently monitor the Shunt Ac‐
tive Power Filter operation parameters, and to disconnect the device if any anomalous val‐
ues are detected. Some of the implemented protections have two levels of actuation, in a
first level the problem can be detected through software algorithms, and the Shunt Active
Power Filter is softly turned off if the problem persists. More extreme malfunctions will acti‐
vate implemented hardware protections that instantaneously disconnect the Shunt Active
Power Filter from the electrical power grid and also discharge the DC link capacitors. The
supervision and protection system also has the responsibility to correctly operate the Shunt
Active Power Filter. It is responsible for the soft connection of the Shunt Active Power Filter

Active Power Conditioners to Mitigate Power Quality Problems in Industrial Facilities
http://dx.doi.org/10.5772/53189

125



In the case of a non-sinusoidal or unbalanced supply voltage, with the control strategy “con‐
stant instantaneous real power at source”, the compensated supply currents will include
harmonics, but in practical cases, when the voltage distortion and the voltage unbalance are
within the limits established by the standards for the supply voltage at industries, the distor‐
tion in the source currents will be negligible after the compensation made by the Shunt Ac‐
tive Power Filter.

With the control strategy “sinusoidal current at source”, even with highly distorted and/or
unbalanced source voltages, are obtained sinusoidal supply currents with the compensation
made by the Shunt Active Power Filter. When this approach is used the results are:

• The phase supply currents become sinusoidal, balanced, and in phase with the funda‐
mental voltages;

• The neutral current is made equal to zero (even 3rd order current harmonics are compen‐
sated);

• The total instantaneous power supplied (p3s) is not made constant, but in real cases when
voltages and unbalance are within normal limits, it will present a small ripple (much
smaller than before the compensation).

The only difference of the control strategy “sinusoidal current at source” in relation to the
control strategy “constant instantaneous real power at source” is that its control system uses
the fundamental positive sequence component of the system voltages, instead of using the
real measured system voltages. It is usually accomplished using a PLL (Phase Locked Loop)
algorithm, as described in [37-39].

6. Shunt Active Power Filter Implementation and Field Results

The Shunt Active Power Filter previously described in this chapter was implemented in the
form of prototypes in order to validate the topology and control algorithms. To strength this
validation it is advisable to test the active filter in different operation conditions, so it were
developed four prototypes to be tested in real operation conditions in four different electri‐
cal installations, with different load profiles.

The target installations were previously monitorized, and simulation models of each instal‐
lation were developed using a simulation tool. The simulation models were used to foresee
the Shunt Active Power Filter behavior and to help sizing the hardware components and the
protection systems.

According to the performed measurements and studies, the four Shunt Active Power Filters
were constructed within three different compensation ranges: two 20 kVA prototypes to be
used in a computation center and in an hospital, a 35 kVA prototype to be used in a textile
industry installation, and a 55 kVA prototype to be applied in a medical drugs distribution
warehouse.

Power Quality Issues124

In terms of hardware the main components that were used are:

• A DSP (Digital Signal Processor) from Texas Instruments (the control system was imple‐
mented using only fixed point calculations in order to enhance performance in terms of
execution time);

• Hall effect sensors (used to measure the voltages and currents);

• Semikron IGBTs (the inverter stage was implemented using 4 Semikron IGBT modules -
one for each leg of the inverter).

Two of the most important aspects when an equipment prototype is installed in field envi‐
ronment are security and reliability. The security of the human operators, the security of the
industry plant, and the integrity of the equipment are factors that must be evaluated careful‐
ly. Therefore, it is very important to protect the Shunt Active Power Filter prototype against
phenomena that usually do not exist in a laboratory environment, but that may occur in real
industry installations. To accomplish these constraints, the laboratory prototypes were de‐
signed to be assembled in an electric switchboard (Figure 16). To prevent that anomalous
operations could damage the Shunt Active Power Filter components, or other equipment
connected to the electrical installation, various protections schemes were implemented.

Figure 16. Two of the four final prototypes of Shunt Active Power Filters.

A supervision and protection system was developed to permanently monitor the Shunt Ac‐
tive Power Filter operation parameters, and to disconnect the device if any anomalous val‐
ues are detected. Some of the implemented protections have two levels of actuation, in a
first level the problem can be detected through software algorithms, and the Shunt Active
Power Filter is softly turned off if the problem persists. More extreme malfunctions will acti‐
vate implemented hardware protections that instantaneously disconnect the Shunt Active
Power Filter from the electrical power grid and also discharge the DC link capacitors. The
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to the electrical power grid, performing the pre-charge of the DC capacitor. Some of the im‐
plemented protections are:

• Protection against abnormal system voltages (protections for different values of transitory
and RMS values are implemented).

• Protection against overcurrents produced by the Shunt Active Power Filter (the maxi‐
mum compensation currents are limited by software, but several malfunctions can origin
a current higher than the parameterized limit, triggering the protection).

• Protections against high temperature are also implemented through temperature sensors
assembled in various representative points. Temperature sensors also allow the ON/OFF
control of the electric board ventilation fans, which are responsible for cooling the heat‐
sinks of the IGBTs modules, and the inductors (that connect the inverter to the electrical‐
power grid).

In Figure 17 is presented the generic electrical diagram of the case studies installations with
the Shunt Active Power Filter. It shows the main electrical signals that were measured to
validate the installation’s power quality improvement achieved with the active filter. In blue
are the source currents that are expected to become sinusoidal and balanced by the action of
the active filter. In red are the non-sinusoidal currents of the load. In green are represented
the compensation currents produced by the Shunt Active Power Filter.

The experimental results achieved in the four demonstration installations are presented in
the following topics.

Figure 17. Generic electrical diagram of the case studies installations with the Shunt Active Power Filter.

6.1. Results at the Textile Industry

The first place selected to test the Shunt Active Power Filters consisted in an electrical
switchboard that feeds a cloth whitening machine, in a large textile industry. In this place,
the load is composed by eight variable speed drives with different power rates. Figure 18
shows the voltage and current waveforms and RMS values measured with the Shunt Active
Power Filter in operation. In this figure it is possible to see that at the load side (waveforms
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of current in red color) the three phase currents are distorted, and at the source side (blue

waveforms) the three phase currents become almost sinusoidal, and in phase with the sys‐

tem voltages (black waveforms). The total power factor increased from 0.82 to 1.

Figure 18. System voltages (black) and currents waveforms at Load (red) and Source (blue) sides of the Shunt Active
Power Filter, registered in installation 1 (Textile Industry).

Figure 19. Current harmonics and THD% at Load and Source sides of the Shunt Active Power Filter, registered in in‐
stallation 1 (Textile Industry).
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of current in red color) the three phase currents are distorted, and at the source side (blue

waveforms) the three phase currents become almost sinusoidal, and in phase with the sys‐

tem voltages (black waveforms). The total power factor increased from 0.82 to 1.

Figure 18. System voltages (black) and currents waveforms at Load (red) and Source (blue) sides of the Shunt Active
Power Filter, registered in installation 1 (Textile Industry).

Figure 19. Current harmonics and THD% at Load and Source sides of the Shunt Active Power Filter, registered in in‐
stallation 1 (Textile Industry).
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The load currents presented a Total Harmonic Distortion (THD%) greater than 60% in all the
three phases, the fifth and seventh harmonics are the highest ones, but other harmonics are
also present (see Figure 19 - Load). In this load the neutral wire current was nearly zero. Ac‐
cording to the measurements presented in Figure 19, the source current THD% of all the
three phases decreased to values smaller than 3%.

6.2. Results at the Computational Center

The second test installation consisted in the main electrical switchboard of a computational
center, at the University of Minho, where the main loads are computers, deskJet and laser
printers, lighting and air-conditioning circuits.

At this electrical installation the load current presented a THD% near to 50%, the third har‐
monic was especially high, although other harmonics were present (Figure 21). The load
presented significant unbalances at certain periods of the day, and the neutral current was
high, not only due to the unbalance, but specially due to the third order harmonics at the
phase currents, resulting in a neutral wire current with a higher value at the frequency of
150 Hz. As result of the Shunt Active Power Filter operation, the three phase currents were
enhanced,  the  waveforms  became  approximately  sinusoidal  (Figure  20),  with  a  THD%
around 6%. At the source side the three phase currents became balanced, the neutral wire
current was reduced from 16.5 A to 1 A, and the total power factor was increased from
0.88 to 0.99.

Figure 20. System voltages (black) and currents waveforms at Load (red) and Source (blue) sides of the Shunt Active
Power Filter, registered in installation 2 (Computational Center)
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Figure 21. Current harmonics and THD% at Load and Source sides of the Shunt Active Power Filter, registered in in‐
stallation 2 (Computational Center).

6.3. Results at the Clinical Analysis Laboratory of an Hospital

The third test site was the electrical switchboard of the clinical analyses laboratory of a hos‐
pital. Here, the loads were composed by some computers, diverse medical equipments, and
lighting and air-conditioning circuits.

Figure 22. System voltages (black) and currents waveforms at Load (red) and Source (blue) sides of the Shunt Active
Power Filter, registered in installation 3 (Clinical Analysis Laboratory).
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Figure 23. Current harmonics and THD% at Load and Source sides of the Shunt Active Power Filter, registered in in‐
stallation 3 (Clinical Analysis Laboratory).

The load currents presented low harmonic distortion (the worst case was phase A with a
THD% near to 11%), but the unbalance was very significant during certain periods of the
day (see Figure 21 and Figure 23). In Figure 22 it is possible to see that the phase A current
was almost 29 A, while the phase B current was smaller than 9 A. The phases B and C also
presented low power factor (less than 0.78). When the Shunt Active Power Filter was operat‐
ing, the current THD% at the source side decreased in all the three phases, reaching values
near to 3%, and became balanced with unitary power factor. The current in the neutral wire
decreased from 16 A to approximately 1 A.

6.4. Results at the Medical Drugs Distribution Warehouse

The fourth test site consisted in a medical drugs distribution warehouse. Here, the Shunt Ac‐
tive Power Filter was installed at the main switchboard of the warehouse. The principal loads
of this installation were illumination circuits (composed by a large number of fluorescent tube
lamps with magnetic ballasts), chest refrigerators, conveyor belt systems, and a central air-con‐
ditioning unit. The load current presented low distortion (the worst case was in phase A with
a THD% near to 5%), as it can be seen in Figure 25. The current unbalance was also small, re‐
sulting in a neutral wire current of around only 8 A (also there were not large values of third
order harmonics). The major problem of this installation was the power factor. According to
the Portuguese legislation, if an installation presents a tan φ higher than 0.4 (equivalent to a
cos φ lower than 0.93), the Reactive Energy is taxed. It is possible to see in Figure 24 that the
total power factor of the installation was lower than 0.7. When the Shunt Active Power Fil‐
ter was connected, the current THD% at the electrical power grid side decreased in all the
three phases, reaching values of less than 2%. The three phase currents became sinusoidal, in
phase with the system voltages, and perfectly balanced. The power factor increased from 0.69
to 1, and the current in the neutral wire decreased from 8 A to 3 A.
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Figure 24. System voltages (black) and currents waveforms at Load (red) and Source (blue) sides of the Shunt Active
Power Filter, registered in installation 4 (Medical Drugs Distribution Warehouse).

Figure 25. Current harmonics and THD% at Load and Source sides of the Shunt Active Power Filter, registered in in‐
stallation 4 (Medical Drugs Distribution Warehouse).

The presented results confirm the ability of the Shunt Active Power Filters to compensate
problems like current harmonics, current unbalance and power factor. The developed proto‐
types presented a good performance in all the four demonstration installations.
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Figure 24. System voltages (black) and currents waveforms at Load (red) and Source (blue) sides of the Shunt Active
Power Filter, registered in installation 4 (Medical Drugs Distribution Warehouse).

Figure 25. Current harmonics and THD% at Load and Source sides of the Shunt Active Power Filter, registered in in‐
stallation 4 (Medical Drugs Distribution Warehouse).

The presented results confirm the ability of the Shunt Active Power Filters to compensate
problems like current harmonics, current unbalance and power factor. The developed proto‐
types presented a good performance in all the four demonstration installations.
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7. Conclusions

The growing use of non-linear loads in industrial facilities is the source of several power
quality problems, such as harmonics, reactive power, flicker and resonance. These problems
affect not only the facility but also the electrical power system by distorting the voltage and
current waveforms with harmonics of various orders, including inter-harmonics. Active
Power Conditioners are an up-to-date solution to mitigate these power quality problems. It
can be found conditioners to mitigate current problems, others to mitigate voltage problems,
and others that mitigate both current and voltage problems, both in power systems and in
industrial facilities. In this chapter were presented the Active Power Conditioners more suit‐
able for use in industrial facilities, explaining in detail their concepts, presenting their power
electronics topologies and typical waveforms.

Shunt Active Power Filters allow the compensation of problems related to the consumed
currents, like current harmonics and current unbalance, together with power factor correc‐
tion, and can be a much better solution than the conventional approach (capacitors for pow‐
er factor correction and passive filters to compensate for current harmonics). They are most
suitable for facilities with a high level of distortion and/or unbalance of the consumed cur‐
rents. There are some situations in which the use of Shunt Active Power Filters to compen‐
sate the current problems also improves the power grid voltage waveforms due to the
reduction of the current harmonics flowing through the line impedances.

Series Active Power Filters permit the compensation of problems related to the supplied vol‐
tages, like voltage harmonics, voltage unbalance, sags, swells and flicker. They are most
suitable for facilities with loads sensitive to voltage problems. In installations that use shunt
passive filters to mitigate current harmonics they also improve the behavior of those passive
filters and the overall installation power quality.

Unified Power Quality Conditioners (UPQCs) can compensate both and simultaneously
problems related to the consumed currents and to the supplied voltages. So, it is suitable for
facilities that have problems in the consumed currents and that also have loads which are
sensitive to voltage problems. The UPQC topology allows the power flow between the
shunt and series conditioners, so it is able to compensate undervoltages and overvoltages in
steady-state. This is a great advantage comparing to the use of shunt and series active power
filters operating independently.

The control of the conditioners is also a matter of great importance, and different control
theories can be found. The p-q Theory is a suitable tool to the analysis of three-phase electri‐
cal systems with non-linear loads and for the control of Active Power Conditioners. Based
on this theory, two control strategies for Shunt Active Power Filters were described in this
chapter, one leading to constant instantaneous real power at source and the other leading to
sinusoidal currents at source.

The experimental results obtained in four different test facilities, and presented in this chap‐
ter, show that the developed Shunt Active Power Filters have a good performance.They dy‐
namically compensate for harmonic currents, and correct power factor. They also
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compensate for load current unbalance, and almost eliminate the current in the neutral wire
at the source side. Therefore, the Shunt Active Power Filters allow the power source to see
an unbalanced and non-linear load, with reactive power consumption, as if the load is a
symmetrical linear resistive load. By the action of the Shunt Active Power Filters, the cur‐
rents at the three phases of the source side become almost sinusoidal and in phase with the
voltages, and the neutral wire current become almost null. Since all the source currents are
reduced in relation to the load currents, the electrical installation losses also decrease.
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7. Conclusions
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chapter, one leading to constant instantaneous real power at source and the other leading to
sinusoidal currents at source.

The experimental results obtained in four different test facilities, and presented in this chap‐
ter, show that the developed Shunt Active Power Filters have a good performance.They dy‐
namically compensate for harmonic currents, and correct power factor. They also

Power Quality Issues132

compensate for load current unbalance, and almost eliminate the current in the neutral wire
at the source side. Therefore, the Shunt Active Power Filters allow the power source to see
an unbalanced and non-linear load, with reactive power consumption, as if the load is a
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rents at the three phases of the source side become almost sinusoidal and in phase with the
voltages, and the neutral wire current become almost null. Since all the source currents are
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1. Introduction

Today, electric power systems is spreading to a large area and wide variety of loads are con‐
nected to energy system. During the planning and management of power systems, accurate
determination of load characteristics that connected to power system is very important.
Thus, power system problems, that may occur, can be pre-determined and precautions may
be taken against them.

Especially with the developing semi-conductor technology, harmonics have become one of
the most popular issues in power system. In this study, the measurements for the harmonic
effects of the loads in power system were carried out and also contribution of these loads to
harmonic distortion was exhibited. Moreover, the effect of harmonics existing in power sys‐
tem on the performance of some equipment was analyzed experimentally. The obtained re‐
sults were discussed and suggestions were given.

2. Power system harmonics

Harmonics can be defined as components with periodic waveforms having multiples of fun‐
damental frequency. Harmonics, one of the most important issues of power quality, have re‐
cently come into prominence though they are known since the early time of the ac power
systems. In 1893, only eight years after first ac power plant is built, engineers conducted har‐
monic analyses to identify and solve the motor heating problem [1]. A paper written by E.J.

© 2013 Kocatepe et al.; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
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Houston and A.E. Kennely in 1894 is one of the first documents in which the word harmonic
is used [2]. The issues related to harmonics became widespread especially after power elec‐
tronic devices are significantly penetrated into power systems. In order to enhance the pow‐
er quality and to remove the negative effect of nonsinusoidal magnitudes on power system,
harmonic magnitude levels are need to be specified and also harmonics have to be analyzed.
In this part, the circuit quantities/components are identified and definitions related to har‐
monic distortion are introduced.

2.1. Electrical quantities for non-sinusoidal conditions

Electrical quantities, such as voltage and current, are usually defined for sinusoidal steady-
state operating conditions. These electrical magnitudes are, however, needs to be redefined
when there are harmonic components due to the nonlinear elements. In this case, instanta‐
neous voltage and current can be represented as following;
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where Vn and In are the effective values of voltage and current for nth harmonic level, re‐
spectively. θn and δn are respectively phase angels of voltage and current for nth harmonic

component with respect to reference angle. ω1=2πf1 is the angular frequency of the funda‐
mental frequency f1. The DC component is assumed to be zero for simplification.

A typical distorted voltage waveform and its harmonic components are shown in Figure 1.
The voltage signal has the following function;

v(t)=220 2⋅sinωt + 20 2⋅sin(3ωt + 90° ) + 40 2⋅sin(5ωt + 36° )

Real power P can be represented by the following expression,
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where T=1/f is known as period or cycle. Notice that voltages and currents having different
frequencies have no effect on real power value calculated. Expression (e.g. multiplication of
3rd harmonic voltage by 5th harmonic current is not undefined in real power expression).
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Figure 1. a) A typical distorted voltage waveform b) components of waveform

Apparent power S and distortion power D in power systems are defined as,
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Houston and A.E. Kennely in 1894 is one of the first documents in which the word harmonic
is used [2]. The issues related to harmonics became widespread especially after power elec‐
tronic devices are significantly penetrated into power systems. In order to enhance the pow‐
er quality and to remove the negative effect of nonsinusoidal magnitudes on power system,
harmonic magnitude levels are need to be specified and also harmonics have to be analyzed.
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Distortion power is not identical to real power and its value for sinusoidal conditions is
zero.

Reactive power can be represented by,
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1

sinn n n n
n

Q V I q d
¥

=
= × -å (6)

Power factor concept is used to determine how a current from AC power system is efficient‐
ly utilized by a load. In both sinusoidal and non-sinusoidal cases, power factor can be ex‐
pressed as follows,

PPF
S

= (7)

2.2. Total Harmonic Distortion (THD)

Total harmonic distortion, THD, most-widely used index in related standards, is used to de‐
termine the deviation of the periodic waveform containing harmonics from the pure sinusoi‐
dal waveform. The total harmonic distortion of voltage and current waveform respectively
can be expressed as following,
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As seen from Eq. (7) and (8), total harmonic distortion is the ratio between rms values of
harmonic components and rms value of fundamental component, and, is usually represent‐
ed in percentage. THD value is equal to zero in a pure sinusoidal waveform.

2.3. Total Demand Distortion (TDD)

Total demand distortion, TDD, is related to particular load and defined as total harmonic
current distortion,
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where IL is the maximum demand load current at the point of common coupling, PCC. This
current value is the mean of the maximum currents which are demanded by the load
through twelve months prior the measurement. TDD index is especially emphasized in IEEE
Standard 519.

2.4. Crest factor (Cf)

The crest factor of a non-sinusoidal wave is represented,

Peak Value
RMS Value 

Cf = (11)

This factor is the ratio between peak value and rms value of periodic wave which is the easi‐

est way to indicate the harmonic components, and it is equal to 2 for a sinusoidal wave.

2.5. Transformer K-factor

The load current flowing through a transformer includes harmonic components when the
transformer supplies nonlinear loads. Consequently the transformers under nonlinear load‐
ing cannot be run at their rating power. Transformer K-Factor index is used to determine the
decrement quantity in nominal loading capacity of standard transformers running under
harmonic conditions.

The transformer K-factor can be represented as follows,
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where I is effective current and In is current of nth harmonic component.

To show how the concepts and definition related to harmonic distortion is changed in terms
of signal waveform, a comparison is realized using several waveforms of current as shown
in Figure 2. Peak values of pure sinusoidal waveform and square waveform are the same,
311 A, while pure sinusoidal waveform and distorted sinusoidal waveform have same rms
value, 220 A. Distorted sinusoidal current signal has the identical harmonic components of
waveform shown in Figure 2.
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where IL is the maximum demand load current at the point of common coupling, PCC. This
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through twelve months prior the measurement. TDD index is especially emphasized in IEEE
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The load current flowing through a transformer includes harmonic components when the
transformer supplies nonlinear loads. Consequently the transformers under nonlinear load‐
ing cannot be run at their rating power. Transformer K-Factor index is used to determine the
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where I is effective current and In is current of nth harmonic component.

To show how the concepts and definition related to harmonic distortion is changed in terms
of signal waveform, a comparison is realized using several waveforms of current as shown
in Figure 2. Peak values of pure sinusoidal waveform and square waveform are the same,
311 A, while pure sinusoidal waveform and distorted sinusoidal waveform have same rms
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Figure 2. Several current waveforms

Quantities for the waveforms mentioned above are given in Table 1. The square shape cur‐
rent signal has the highest values for all harmonic indexes except crest factor. This is expect‐
ed result since square waveform is the most distorted signal among the others. The highest
crest factor value is obtained for distorted sinusoidal signal. Notice that, the peak value of
the whole waveform would be different if the phase angles of the harmonic components are
changed. The crest factor will have another value though the signal has the same harmonic
components in that case. Maximum demand load current, IL, is assumed to be 311 A for the
calculations of TDD.

Electrical

Quantity
Pure Sinusoidal Square

Distorted

Sinusoidal

I (A) 220 311 224,5

THDi (%) 0 48,17 20,33

TTD (%) 0 43,37 14,38

Crest Factor 1,414 1 1,535

Transformer K-Factor 1 11,35 1,83

Table 1. Harmonic quantities calculated for several waveforms

2.6. Nonlinear elements

An electrical linear element has the constant ratio of voltage to current as illustrated in Fig‐
ure 3. An electrical element which does not have linear relationship between voltage and
current is defined as nonlinear element. When a nonlinear element is connected to a power
system, it causes harmonic voltages and currents. These elements have either the electrical
or magnetic circuit non-linearity characteristics.

Power Quality Issues180

0 1 2 3 4 5 6 7 80

20

40

60

80

100

120

I (Amp)

V
 (v

ol
t)

Z1 (ohm)
Z2 (ohm)
Z3 (ohm)

Figure 3. Linear electrical element characteristics

The relationship between voltage and current of a nonlinear element is mostly defined as,

2 3
1 2 3 4 .....I K K V K V K V= + × + × + × + (13)

where, I is the current through the nonlinear element and V is the voltage on the nonlinear
element [3]. Constant values such as K1, K2, K3 and K4 can be different for every nonlinear
element. These constant values given for every nonlinear element changes according to the
current-voltage characteristic and acquired experientially. For example, the constant values
of current function for a nonlinear element which flows 5,5 A at 100 V, 9 A at 150 V, 14,5 A
at 200 V and 18 A at 230 V, are calculated as K1=11,81, K2=-0,19, K3=1,5∙103 and K4=-2,44∙10-6,
respectively. Some of them might be existent in a nonlinear element while some of them
might not. Several nonlinear electrical element patterns are shown in Figure 4. Notice that
the characteristic on the rightmost is nonlinear though it looks like linear element.

Figure 4. Nonlinear element patterns
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system, it causes harmonic voltages and currents. These elements have either the electrical
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3. Harmonic effects of power system loads

Due to increased diversity of the load that used in power systems, need to analyze load ef‐
fects on power system occurred. The harmonic effects of the loads in power system were
presented in this study. The loads in power system are considered in two different catego‐
ries: distribution system loads and transmission system loads.

3.1. Distribution system loads

The harmonic effectiveness of the loads used frequently in power system was demonstrated
by the performed measurements, in present study. The measurements were carried out for
office equipment (computer, printer, scanner), air conditioner, lighting devices, motor driv‐
ers and kitchenware (refrigerator, microwave oven).

3.1.1. Office equipment

Many devices have been developed to facilitate professional life depending on technological
developments. Growing number of these equipment occurred as power system loads. These
office devices such as computer, printer, scanner etc. that involve power electronic compo‐
nents, have distortion effects on electrical power systems.

With the aim of seeing power quality distortions clearly, power quality measurements were
performed for desktop computer, printer and scanner as office equipment. The real power,
reactive power, total harmonic distortion in current (THDI), power factor and cosϕ values
obtained from the measurement on office equipment are given in Table 2 [4, 5];

P (W) Q(VAr) THDI(%) PF cosφ

Desktop Computer 140 100 70.3 0,82 1

Printer 174 154 36.9 0,76 0,92

Scanner 10 13 132.4 0,55 0,92

Table 2. Measurement Results from Office Equipment

As clearly seen in Table 2, THDI values of all measured office equipment are exceed the
standard values. Printer has worst power quality level with %132,4 THDI value. Since power
and current values of considered devices are very low, it is assumed that effects of this
equipment may not harmful on power system. However, numbers of business centers have
been increasing and very significant growth on collectively usage of these devices is ob‐
served. With including of individual user in this number, effects of office devices on power
systems reach very high level that cannot be ignored.

All measured office equipment take attention with low power factor as seen in Table 2. In
this case, it would be appreciate that implementation of compensation filter is realized espe‐
cially on substations which feed business centers.
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In Figure 5, voltage and current waveforms of measured equipment are shown.

(a) Computer (b) Printer (c) Scanner 

Figure 5. Voltage-Current Waveforms of Measured Equipment

3.1.2. Air conditioning

Air conditioning is used for both cooling and heating nowadays. Especially on summer, re‐
spectable increasement is shown on usage of air conditioning. Nevertheless, impact of air
conditioning loads on electrical energy system increases. Particularly in warm regions, over‐
load and disruptive effects can be shown on power system. This situation emphasizes the
need to analyze the effects of air conditioning loads on power system. In line with this objec‐
tive, power quality measurements of six commercial air conditioning units are realized and
results are given in Table 3.

Air Conditioning Btu/h Pn (W) In (A) Power Factor THDv (%) THDi (%)

A 9000 1.000 4,0 0,98 2,600 17,042

B 9000 1.000 4,0 0,98 2,200 16,313

C 7000 680 3,0 0,98 3,702 17,879

D 12000 1230 5,7 0,99 3,502 14,861

E 21000 2100 9,5 0,57 3,201 19,881

F 11200 1250 6,0 0,99 1,600 13,419

Table 3. Measurement Results of Air Conditioners

By examination of Table 3, it can be clearly seen that, except air conditioner E, power factor
values of all considered air conditioning unit are over 0,98. Similar with this situation cosφ
values of measured air conditioning units are 0,99 or 1,00, except air conditioner E. Air con‐
ditioner E has very low power factor with value of 0,57. Therefore, power compensation
should be done where these air conditioning units are used. However, considered air condi‐
tioning units are single-phase equipment and are used in places without an obligation to
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Air conditioning is used for both cooling and heating nowadays. Especially on summer, re‐
spectable increasement is shown on usage of air conditioning. Nevertheless, impact of air
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values of all considered air conditioning unit are over 0,98. Similar with this situation cosφ
values of measured air conditioning units are 0,99 or 1,00, except air conditioner E. Air con‐
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make compensation like houses, offices etc. In this case, reactive power demand is met by
distribution transformers and voltage value will be change. This situation cause major prob‐
lems for distribution transformers especially in summer, due to increased use of air condi‐
tioning.

Total harmonic distortion of air conditioner E is the worst one of considered air conditioning
units with THDI value of %19,881. Also, the power factor value of air conditioner E is very
low. Voltage-current waveforms and harmonic spectrum of air conditioner E are given in
Figure 6.

With examination of Table 3 values in general, total harmonic distortion values of all air
conditioners are over 10%. Consequently, measured air conditioning units act as harmonic
source and distort voltage waveform of power system.

(a) Voltage – Current Waveform (b) Harmonic Spectrum of Current 

Figure 6. Voltage-Current Waveforms and Harmonic Spectrum of Air Conditioner E

As a result of global warming, installed capacities of air conditioners are rising parallel with
increased temperature. Correspondingly, harmonic distortion of low voltage power system
is rising. In conclusion, filtered compensation is suggested on distribution substations that
includes in a large number of air conditioning unit.

3.1.3. Lighting devices

Although the lighting loads are not taken into account generally, while the power system
loads are ranked. They have an important place in power systems. The effects of lighting
loads should be considered especially in the night hours.

Fluorescent lamps, which operate according to gas discharge principle and have high im‐
pact factor (effectiveness factor), are preferred instead of the incandescent lamps for light‐
ing. Compact fluorescent lamps are widely used types of these devices. Block diagram of
these lamps are shown in Figure 7. [6].
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Figure 7. Block Diagram of Compact Fluorescent

The grid voltage with 50 Hz (or 60 Hz) main frequency is firstly directed by a rectifier and
then filtered by a capacitor. The obtained DC voltage is converted to high frequency (20 kHz
– 50 kHz) AC voltage by an inverter and applied to the fluorescent lamp. When the applied
voltage frequency is going up, the luminous flux increases and impact factor of the device
rises [7].

Fluorescent lamps are producing harmonic components and non-sinusoidal currents, be‐
cause of their nonlinear current-voltage characteristics. Due to their characteristics, detailed
analysis is required where they are used extensively. Power quality measurement results for
commercially available devices are given in Table 4 [8].

Irms (A) P (W) Q (VAr) Power Factor cosφ THDI (%)

Compact Fluorescent A 0,077 10,3 14,0 0,59 0,89 108,8

Compact Fluorescent B 0,121 16,6 21,6 0,61 0,89 105,4

Compact Fluorescent C 0,170 22 34,0 0,54 0,94 123,3

Fluorescent Lamb 0,336 44 62 0,58 0,60 10,3

Table 4. Measurement Results of Fluorescent Lambs

According to measurement results THDI values of compact fluorescent lamps reaches to %
123. Whereas, THDI value of fluorescent lamp was % 10,3. Measurements show that all the
lamps have very low power factor values.

The variation of THDI according to voltage for compact fluorescent lamps is given in Figure
3.4. As shown in Figure 8, THDI values of C lamp is particularly high over 220 V.

The harmonic currents injected into the network by a fluorescent lamp are negligible be‐
cause of its low power. However, when the large number of fluorescent lamps used togeth‐
er, their effects are important for power quality distortion studies.
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Fluorescent lamps are producing harmonic components and non-sinusoidal currents, be‐
cause of their nonlinear current-voltage characteristics. Due to their characteristics, detailed
analysis is required where they are used extensively. Power quality measurement results for
commercially available devices are given in Table 4 [8].

Irms (A) P (W) Q (VAr) Power Factor cosφ THDI (%)

Compact Fluorescent A 0,077 10,3 14,0 0,59 0,89 108,8

Compact Fluorescent B 0,121 16,6 21,6 0,61 0,89 105,4

Compact Fluorescent C 0,170 22 34,0 0,54 0,94 123,3

Fluorescent Lamb 0,336 44 62 0,58 0,60 10,3

Table 4. Measurement Results of Fluorescent Lambs

According to measurement results THDI values of compact fluorescent lamps reaches to %
123. Whereas, THDI value of fluorescent lamp was % 10,3. Measurements show that all the
lamps have very low power factor values.

The variation of THDI according to voltage for compact fluorescent lamps is given in Figure
3.4. As shown in Figure 8, THDI values of C lamp is particularly high over 220 V.

The harmonic currents injected into the network by a fluorescent lamp are negligible be‐
cause of its low power. However, when the large number of fluorescent lamps used togeth‐
er, their effects are important for power quality distortion studies.
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Figure 8. The variation of THDI values with voltage for several compact fluorescent lamps.

3.1.4. Motor drives

Motor drives act an important role to ensuring control and efficient use of electrical ma‐
chines. Due to technological developments, motor drives became more advances featured
and reached a wider field of use. Many commercial facilities utilize motor drives for their
motional systems. Motor drives become a significant power system load with increasement
of usage.

Momentary or continuous variations on voltage and frequency can be occurred especially at
the points that feed industrial plants. Motor drives are affected by these changes in addition
to being a harmonic source. In Figure 9, total harmonic distortion of single-phase motor
drive depending on variable voltage and frequency [9]. Voltage level is fixed to motor drives
nominal voltage while frequency is variable.

(a) THDI variation by frequency (b) THDI variation by voltage 

Figure 9. THDI characteristic of considered motor drive
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Total harmonic distortion of motor drive current decreased to minimum value at nominal
voltage and frequency levels, as seen in Figure 9. On the other hand, Total harmonic distor‐
tion reached very high values at low voltage and frequency levels. It can be suggested that
usage of voltage and frequency regulator reduce total harmonic distortion in industrial
plants, which includes motor drives.

3.1.5. Household equipment

Despite the conveniences that they create in daily life, household equipment take place in
electrical energy system as a power system load. It is considering that household equipment
is used several times per day; importance of their effects on power system is appeared clear‐
ly. Power quality measurements of an office type refrigerator and microwave oven are given
in Table 5 [4, 5].

As seen in Table 5, THDI values of all measured household equipment are exceed standard
levels. Especially microwave oven has harmful effect on power system with %39,3 THDI lev‐
el. However, office type refrigerator have showed worst characteristic in terms of power fac‐
tor. As a result of analyses, it can be said that other household equipment have similar
effects on power system. In this case, characteristics of system loads must be considered and
appropriate precautions must be operated during planning of power system.

THDI(%) Irms(A) P (W) Q(VAr) Power Factor cosφ

Refrigerator 13.3 0.608 97 98 0,70 0,72

Microwave Oven 39.3 5.39 1110 390 0,94 1

Table 5. Measurement Results of Household Equipment

Voltage and current waveforms of measured household equipment are shown in Figure 10.

(a) Refrigerator (b) Microwave Oven 

Figure 10. Voltage-Current Waveforms of Measured Household Equipment
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3.2. Transmission system loads

The harmonic effectiveness of the loads which are directly connected to transmission system
is introduced in this part. Within the scope of National Power Quality Project of Turkey,
power quality measurements on more than 150 points were achieved. The results of meas‐
urements have been continuously carried out through 7 days and then processed.

In this study, harmonic effects of the loads which are directly connected to the measured
transmission system are also demonstrated. In consequence of realized measurements, it has
been seen that especially the iron-steel plants and large industrial facilities have considera‐
ble disturbance effect on the electrical network.

As an example THDv variation with time measured in a distribution substation that feed in‐
dustrial loads is shown in Figure 11.

Figure 11. THDv variation in time belonging to a distribution substation

Figure 12. TDDI variation of an iron-steel plant
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Also, Figure 12 shows the TDDI variation for an iron-steel plant. As it can be seen easily
from the figure, notable distortions are observed at same substations. Because of that espe‐
cially effects of large industrial plants and iron-steel plants have to be mentioned and sus‐
tainable solutions as harmonic filters, STATCOM etc. should be applied for substations
which feed these loads. As a conclusion, it can be said that power quality problems could be
seen in transmission system, besides distribution system.

4. Effects of harmonics on power system equipment

In power systems, protection relays are crucial elements for the system’s reliability and pro‐
tection. The overcurrent protection relays are used to protect the system’s elements from
over load and short circuit faults. Electromechanical, static and digital relays are the main
types of over current relays. Generally, relay manufacturers design these relays for sinusoi‐
dal currents by giving them operating characteristics for sinusoidal conditions. The opera‐
tion of these relays for non-sinusoidal currents including harmonics is not defined.

In this study, effects of harmonics on overcurrent relays are investigated for static inverse
time overcurrent relay, electromechanical inverse time overcurrent relay, electromechanical
definite time overcurrent relay.

4.1. Electromechanical Inverse Time Overcurrent Relay (EITOCR)

Electromechanical inverse time overcurrent relay (EITOCR) is used for overcurrent and
short circuit protection of power systems elements (transmission lines, power transformers,
generators etc.) The induction disc unit is the most important part of an EITOCR. The gener‐
al structure of this relay is shown in Figure 13 [10]. The relay operates when the center coil is
energized. As shown in Figure 13, the left pole is equipped with a lag coil while the right
pole does not have any. The flux Φ is produced by the current of center pole coil. This flux
passes through the air gap towards the disc and it reaches to the keeper.
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Figure 13. Induction disc unit [13]
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The flux Φ consists of two parts: ΦL through the left-hand leg and ΦR through the right-hand
leg. Φ is equal to summation of ΦL and ΦR. There is a short-circuited lagging coil on the left
leg. This coil causes ΦL to lag both ΦR and Φ. When the fundamental pickup current applied
to the center pole coil, a torque occurs on the disc. This causes the disc to begin to move.
This torque results from the interaction between the disc currents produced by center pole
flux and the other two pole fluxes. Directions of these torques are same [10, 11, 12].

In Figure 14, the standard current-time characteristic curves of EITOCR are given. [13].
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Figure 14. Time-current curves of an EITOCR [13]

In the lag coil circuit, increasing the frequency of the input current causes a little change in
the current that is induced in the coil. The flux in this pole will decrease in inversely propor‐
tional to increasing of frequency. Because of this case, disc rotation slows down and the pick
current of relay increases. Slowing down in disc rotation causes the operation time to in‐
crease. Frequencies of harmonic currents are different from the fundamental current’s fre‐
quencies. Therefore, currents that include harmonics would have serious effects on pick up
current and operation time of EITOCR.

In order to investigate the effects of harmonics on EITOCR, an experiment circuit was imple‐
mented. The experiment circuit for EITOCR is shown in Figure 15. Harmonics, pickup cur‐
rents and operating times of the relay are measured and analyzed by means of data
acquisition hardware and LabVIEW programme.
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Figure 15. Experiment circuit for EITOCR [14]

The rms value of current (Irms), total harmonic distortion of current (THDI), rms value of fun‐
damental current (I1) and the relay’s operating time (t) are measured for six modes. For all
measurement modes, the relay’s pickup current is set to 1 Amps for sinusoidal current and
this pickup current value of relay is not changed during the experiments.

According to the experimental results, the pickup current of the relay and THD value of the
non-sinusoidal current are given in Table 6. While THD value of current is increased, the
pickup current of the relay increases. When THDI is approximately 85%, although pickup
current of the relay is set to 1 Ampere for sinusoidal current, it operates at 1.9 Ampere. In‐
creasing in the pickup current of the relay shows that the relay cannot perform a suitable
protection function and causes damage or heating up depending on the rms value of current
in power system components such as transmission lines, motors and transformers.

Mode α I1 (A) Irms (A) THDI(%)

0 0o 1.0975 1.10 6.0010

1 30o 1.1422 1.20 35.3101

2 60o 1.2177 1.30 46.0880

3 90o 1.3352 1.60 68.9976

4 120o 1.3888 1.68 70.6527

5 150o 1.4583 1.90 85.8677

Table 6. Pickup current values and THDi values of EITOCR

The variation of relay’s operating time versus the relay’s rms current is shown in Figure 16.

The EITOCR has different operating time values for the same current value which is applied
to the relay for six modes as shown in Table 7. While THD value of current increases, oper‐
ating time of relay increases. According to this result, power system elements that are pro‐
tected by this relay will be damaged because of the increase in the operating time of the
relay.
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creasing in the pickup current of the relay shows that the relay cannot perform a suitable
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Mode Irms (A) THDI (%) t (s)

0 2.00 6.43 4.634

1 2.00 27.45 5.268

2 2.00 35.12 5.984

3 2.00 59.50 8.682

4 2.00 65.23 9.582

5 2.00 85.20 14.964

Table 7. Operating times of EITOCR for six modes
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Figure 16. Operating time curves of relay versus rms values of current [14]

4.2. Elecromechanical Definite Time Overcurrent Relays (EDTOCR)

Non-sinusoidal load currents contain harmonic components. Each frequency component
produces an independent and cumulative effect on relay operation. This effect appears as an
increasing in pickup current of electromechanical definite time overcurrent relay. For very
high frequencies, the pickup current of EDTOCR increases since the frequency increases
[15]. Because of the unexpected increase of the pickup current value, this type of protection
relays may not protect the power system elements reliably.

There are two types of time-current curves for overcurrent relays: inverse curve and definite
curve. Operating time is inversely proportional to the current in inverse curve. As shown in
Figure 17 [15, 16], operating time in definite curve is approximately constant if current is
higher than several times of pickup current. Instantaneous relays have definite curve. These
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relays are used for short circuit protection. If an instantaneous relay have a time delayed
unit, then this relay is suitable for overcurrent protection. Instantaneous overcurrent relays
are also called as definite time overcurrent relay. Generally, time-current curves of these re‐
lays are given for sinusoidal current and they may be affected by current harmonics [15, 17].
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Figure 17. Operating time-current curves of overcurrent relays

In order to investigate the effects of harmonics on EDTOCR, an experiment circuit was im‐
plemented. The experiment circuit for EDTOCR is shown in Figure 18.
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Figure 18. Experiment circuit for EDTOCR [17]
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The pickup current value of EDTOCR (Ipickup), total harmonic distortion value (THDI), rms
value of fundamental current (I1) and rms value of harmonic currents (In) for 3rd, 5th, 7th, 9th,
11th and 13th harmonic components are measured for each firing angle (α) value. For all
measurements the pickup current of relay is adjusted to 1.095 Ampere for pure sinusoidal
current and this setting is not changed during the experiments. The experimental results are
given in Table 8.

THDI

(%)

I1

(A)

I3

(%)

I5

(%)

I7

(%)

I9

(%)

I11

(%)

I13

(%)

Ipickup

(A)

0.0 1.095 0.0 0.0 0.0 0.0 0.0 0.0 1.095

11.9 1.091 3.2 9.4 3.4 3.1 2.7 2.1 1.099

12.6 1.102 3.1 10.1 3.6 3.2 2.6 1.8 1.106

22.8 1.085 13.6 13.2 6.6 5.8 4.0 3.3 1.114

28.4 1.081 20.5 13.4 8.5 5.7 4.4 4.1 1.124

37.3 1.078 30.0 12.8 10.8 6.6 6.4 4.8 1.152

52.0 1.042 46.1 12.2 10.9 10.2 6.6 6.2 1.174

58.3 1.030 51.6 15.0 11.5 10.4 7.7 6.9 1.190

65.8 1.017 57.3 19.8 13.3 10.2 9.3 7.0 1.213

71.5 0.997 61.4 23.7 15.2 10.3 10.5 7.5 1.226

76.4 0.994 64.6 27.4 17.2 11.3 10.8 8.8 1.253

79.6 0.984 66.2 30.6 18.6 12.5 10.9 9.4 1.262

86.7 0.965 70.1 35.7 22.1 16.3 11.8 11.5 1.285

92.8 0.963 72.6 39.4 24.6 18.9 12.9 11.7 1.311

96.4 0.960 74.0 41.1 25.7 19.8 13.8 13.0 1.335

99.8 0.959 75.1 43.7 27.6 22.6 15.8 13.2 1.380

Table 8. Experimental results of EDTOCR [17]

According to the experimental results, the variation of relay’s pickup current versus to THDI

is given in Figure 19. Pickup current value of the relay increases as long as THDI values of
relay current increases. Because of this problem, the relay is not suitable to protect the sys‐
tem and this circumstance causes damage or heating in power system elements.
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Figure 19. The pickup current values of EDTOCR versus % THDI [17]

4.3. Static Inverse Time Overcurrent Relay (SITOCR)

Time-current curves of static over current relays are similar to the electromechanical relay’s
curves, but the structures of them are quite different. Static relays consist of analogue elec‐
tronic circuits elements. In Figure 20, the general block diagram of a static inverse time over
current relay is given [14]. When a short circuit fault occurs in the power system, the current
increases to a very high value and the short circuit unit (I>>) of the relay operates instantly.
In the event of a fault, if the current value is between nominal load current and short circuit
current, the over current unit (I>) of the relay operates with a time delay. This time delay is
called as operating time of relay [14].
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Figure 20. General block diagram of the SITOCR [14]

Time-current curve of a SITOCR is given in Figure 21. (pickup current of SITOCR is adjusted
to 0.6 Amps). As shown in Figure 21, operating time of SITOCR is inversely proportional to
the relay current.
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The pickup current value of EDTOCR (Ipickup), total harmonic distortion value (THDI), rms
value of fundamental current (I1) and rms value of harmonic currents (In) for 3rd, 5th, 7th, 9th,
11th and 13th harmonic components are measured for each firing angle (α) value. For all
measurements the pickup current of relay is adjusted to 1.095 Ampere for pure sinusoidal
current and this setting is not changed during the experiments. The experimental results are
given in Table 8.
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22.8 1.085 13.6 13.2 6.6 5.8 4.0 3.3 1.114
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99.8 0.959 75.1 43.7 27.6 22.6 15.8 13.2 1.380

Table 8. Experimental results of EDTOCR [17]

According to the experimental results, the variation of relay’s pickup current versus to THDI

is given in Figure 19. Pickup current value of the relay increases as long as THDI values of
relay current increases. Because of this problem, the relay is not suitable to protect the sys‐
tem and this circumstance causes damage or heating in power system elements.
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Figure 19. The pickup current values of EDTOCR versus % THDI [17]

4.3. Static Inverse Time Overcurrent Relay (SITOCR)

Time-current curves of static over current relays are similar to the electromechanical relay’s
curves, but the structures of them are quite different. Static relays consist of analogue elec‐
tronic circuits elements. In Figure 20, the general block diagram of a static inverse time over
current relay is given [14]. When a short circuit fault occurs in the power system, the current
increases to a very high value and the short circuit unit (I>>) of the relay operates instantly.
In the event of a fault, if the current value is between nominal load current and short circuit
current, the over current unit (I>) of the relay operates with a time delay. This time delay is
called as operating time of relay [14].
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Figure 20. General block diagram of the SITOCR [14]

Time-current curve of a SITOCR is given in Figure 21. (pickup current of SITOCR is adjusted
to 0.6 Amps). As shown in Figure 21, operating time of SITOCR is inversely proportional to
the relay current.
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Figure 21. Current-time characteristic of the SITOCR

In order to investigate the effects of harmonics on SITOCR, an experiment circuit was imple‐
mented. The experiment circuit is shown in Figure 22.
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Figure 22. Experiment circuit for SITOCR [14]

The rms value of current (Irms), total harmonic distortion of current (THDI), rms value of fun‐
damental current (I1) and the relay’s operating time (t) are measured for six modes. For all
measurement modes, the relay’s pickup current is set to 0.6 Amps for sinusoidal current and
this pickup current value of relay is not changed during the experiments.
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Figure 23. Operating time curves of relay versus rms current [14]

The experimental results for all modes are given Figure 23. Generally, the overcurrent relay
characteristic for pure sinusoidal current (mode-0 curve) is given by the manufacturer of the
relay. The other curves of modes (mode 1-5) are obtained for nonsinusoidal currents in the
study. The most distorted case for current is mode-5. Although the RMS value of current is
constant for all modes, the operating times of the relay is not. Operating time of relay de‐
creases, whereas THD value of current increases as shown in Table 9.

Mode Irms(A) THDI (%) t(s)

0 1,5 4,45 8,493

1 1,5 24,99 7,998

2 1,5 56,68 6,986

3 1,5 82,04 6,416

4 1,5 92,60 6,302

5 1,5 120,73 6,078

Table 9. Operating times of relay for all modes

As shown in Table 9 and Figure 23, while THD value of current increases, the operating
time of relay decreases. Therefore, the selectivity cannot be provided in protection systems
when harmonics exist in power systems.
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5. Conclusion

Harmonic effects in power system are inspected in this study. This effect will further in‐
crease depending on the use of more devices which are produced by semiconductor technol‐
ogy. Furthermore, impact of iron-steel plants and large industrial areas on power quality
disturbances cannot be ignored.

The representations of electrical quantities are modified due to harmonic components. These
modified equations are given in subsection two. By using these equations, more realistic cal‐
culations could be realized. Especially when used in the systems with effective harmonic
components, these equations lead to more reliable systems.

The distortion effects of distribution system loads and transmission system loads are given
in subsection three. Influence of these loads can be easily seen from the given figures and
tables. All of the office equipments and air conditioning units have significant harmonic dis‐
tortion. In particular, this distortion effect increases in parallel to the size of the business
center. In order to obtain a reliable and sustainable power system, these effects ought not be
ignored. Furthermore, lighting devices, motor drives and household equipments are ana‐
lyzed by using measurement results. As it can be easily seen from experimental results, all
of them have harmful effects on distortion systems. According to the results of the studies,
compact fluorescent lamps have more THDI value when compared to fluorescent lamps.
Use of a large number of these equipments could have an effective impact on the distortion
of distribution systems. When focused on the motor drives, it can be said that frequency and
voltage level variations have a considerable impact on the THDI of these devices. By analyz‐
ing the measurement results, it has been seen that household equipments have harmful ef‐
fects. Especially, the microwave oven, which has a greater power, has a remarkable THDI

value. As a result of analyses, it can be said that other household equipment have similar
effects on power system. In this case, characteristics of system loads must be considered and
appropriate precautions must be operated during planning of power system.

Furthermore, power quality disturbances on transmission lines are analyzed in this study.
Turkey’s power quality disturbance on transmission system is investigated by National
Power Quality Project. According to the results of this project, it is seen that large industrial
facilities and iron-steel plants have a disturbance effect on the network. Therefore, this im‐
pact has to be considered while planning and operating the power system. Electrical equip‐
ment as harmonic filter, STATCOM etc. should be used to eliminate the negative effects of
nonlinear loads which have large application area on power systems. Thus, the quality of
the power system would be at a better level.

In addition, influences of harmonics on power system equipment are very important. Re‐
sults of an experimental study which performed on relays are given in subsection four in
order to show these effects. According to the experimental results for over current protec‐
tion relays, the operating time of static inverse time overcurrent relay decreases while THD
value of current increases. Therefore, when harmonics exist in power systems, the selectivity
cannot be achieved in protection systems. The operating time and pickup current of electro‐
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mechanical inverse time overcurrent relay increase, while THD value of current increases.
Similarly, electromechanical definite time overcurrent relay’s pickup current increases, as
THD value of current increases. According to the results it is seen that these relays cannot
perform a suitable protection function and cause damage or heating up depending on the
rms value of current in power system components such as transmission lines, motors and
transformers. Finally, according to results of this study, the effects of harmonics on overcur‐
rent relays are not same for all relays. These effects change depending on the type and the
structure of overcurrent relays.

As a result of experimental studies, we can say that harmonic effects of power system loads
and influence of harmonic components on power system equipment may create serious
problems on system. Therefore, it can be clearly seen that power quality studies have great
importance on the establishment and operation of the system.
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1. Introduction

Continuous technological development facilitates the increase in the number of nonlinear
loads that significantly affect the power quality in a power system and, consequently, the
quality of the electric power delivered to other customers. DC and AC variable speed drives
and arc furnaces are ranked among the most commonly used large power nonlinear loads.

DC drives can be a significant plant load in many industries. They are commonly used in the
oil, chemical, metal and mining industries. These drives are still the most common large power
type of motor speed control for applications requiring very fine control over wide speed ranges
with high torques. Power factor correction is particularly important for this drives because of
relatively poor power factor, especially when the motor is at reduced speeds. Additional trans‐
former capacity is required to handle the poor power factor conditions and more utilities are
charging a power factor penalty that can significantly impact the total bill for the facility. The
DC drives also generate significant harmonic currents. The harmonics make power factor cor‐
rection more complicated. Power factor correction capacitors can cause resonant conditions
which magnify the harmonic currents and cause excessive distortion levels. For the same rea‐
sons arc furnaces are very difficult loads for a supplier and for the customer they are very diffi‐
cult objects of reactive power compensation and harmonics filtering.

One of the most common methods to prevent adverse effects of nonlinear loads on the power
network is the use of passive filters. However, different configurations should be considered
before making the final design decision. Among the performance criteria are current and volt‐
age ratings of the filter components, and the effect of filter and system contingency conditions.
Before any filter scheme is specified, a power factor study should be done to determine if any
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reactive compensation requirements are needed. If power factor correction is not necessary,
then a minimum power filter can be designed; one that can handle the fundamental and har‐
monic currents and voltages without consideration for reactive power output. Sometimes,
more than one tuned filter is needed. The filter design practice requires that the capacitor and
the reactor impedance be predetermined. For engineers not knowing the appropriate initial es‐
timates, the process has to be repeated until all the proper values are found. This trialand-error
approach can become complex as more filters are included in the systems.

While the effectiveness of a filter installation depends on the degree of harmonic suppres‐
sion, it also involves consideration of alternate system configurations. As the supplying util‐
ity reconfigures its system, the impedance, looking back to the source from the plant’s
standpoint, will change. Similar effects will be seen with the plant running under light ver‐
sus heavy loading conditions, with split-bus operation, etc. Therefore, the filtering scheme
must be tested under all reasonable operating configurations.

The general procedure in analyzing any harmonic problem is to identify the worst harmonic
condition, design a suppression scheme and recheck for other conditions. Analysis of impe‐
dance vs frequency dependencies for all reasonable operating contingencies is commonly
used practice. A frequency scan should be made at each problem node in the system, with
harmonic injection at each point where harmonic sources exist. This allows easy evaluation
of the effects of system changes on the effective tuning. Of particular importance is the vari‐
ability of parallel resonance points with regard to changing system parameters. This prob‐
lem is illustrated by the practical example.

In a most classic cases all filter considerations are carried out under the following simplify‐
ing assumptions: (i) the harmonic source is an ideal current source; (ii) the filter inductance
LF and capacitance CF are lumped elements and their values are constant in the considered
frequency interval; (iii) the filter resistance can be sometime neglected and the filter is main‐
ly loaded with the fundamental harmonic and the harmonic to which it is tuned e.g. [1]. The
above assumptions allow designing simple filter-compensating structures. However, if a
more complex filter structures or a larger number of filters connected in parallel are de‐
signed or their mutual interaction and co-operation with the power system (the network im‐
pedance), or non-zero filter resistances should be taken into account, these may impede or
even prevent an effective analysis. An example of the new approach is the use of artificial
intelligence methods, among them the genetic algorithm (AG) [2 - 4]. The usefulness of this
new method is illustrated by examples of designing selected filters' structures: (a) a group of
single-tuned filters; (b) double-tuned filter and (c) C-type filter.

2. Single-tuned single branch filter

Many passive LC filter systems, of various structures and different operating characteristics
have been already developed [4 - 9]. Nevertheless, the single-tuned single branch filter (Fig.
1) still is the dominant solution for industrial applications, and it certainly is the basis for
understanding more advanced filtering structures.
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Where k single-tuned filters are operated in parallel in order to eliminate a larger number of
harmonics then k voltage resonances (series resonances) and k current resonances (parallel
resonances) occur in the system. These resonance frequencies are placed alternately and the
series resonance is always the preceding one. In other words, each branch has its own reso‐
nance frequency.

The schematic diagram of an example group of filters in a large industrial installation and
characteristics illustrating the line current variations and the 5th harmonic voltage varia‐
tions in result of connecting ONLY the 5th harmonic filter are shown in Fig. 2. The figure
also shows the 7th harmonic voltage variations prior to and after connecting the 5th har‐
monic filter. The 5th harmonic filter selectivity is evident ― its connection has practically no
influence on the 7th harmonic value.

Relations (2) allow determining parameters of a group of single-tuned filters taking into ac‐
count their interaction, as well as choosing the frequencies for which the impedance fre‐
quency characteristic of the filter bank attains maxima, where (the filters' resistances Ri 0): Ci

- the filters' capacitances; Li - the filters' inductances; ωri - tuned angular frequency; nri - or‐
ders of filter tuning harmonics; mi - orders of harmonics for which the impedance character‐
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monic filter. The 5th harmonic filter selectivity is evident ― its connection has practically no
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istic should attain maxima; QF - reactive power of the basic harmonic of the filter or group of
filters and U – RMS operating voltage.
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Figure 2. Groups of single branch filters: (a) schematic diagram; (b) current (I); characteristics of (c) 5th and (d) 7th volt‐
age harmonic. The vertical line indicates the instance of the 5th harmonic filter connection
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2.1. Example 1

An example application of the method will be the design of single-tuned filters (two single-
tuned filters) for DC motor (Fig. 3). The basis for design is modelling of the whole supplying
system. The system may comprise nonlinear components and analysis of the filters can take
into account their own resistance, which depends on the selected components values. Gener‐
ally speaking, the model can be detailed without simplifications.

CF5

LF5

RF5 

CF7

LF7

RF7 

control 

6kV 

400V 

Sz = 500kVA 

Figure 3. Diagram of the power system with the designed group of single-tuned filters for system with DC drive sup‐
plied by 6-pulse controlled rectifier:PN = 22kW, UN = 440V, IN = 56,2A, J = 2,7kgm2, Rt = 0,465Ω, Lt = 15,345mH, nN =
1500 r/min, k = 2,62

Parameters of the single-tuned filters group were determined by means of the Genetic Algo‐
rithm minimising the voltage harmonic distortion factor with limitation of the phase shift
angle between fundamental harmonics of the current and voltageϕ(1) >0. Parameters of the
applied Genetic Algorithm: (a) each parameter (CF5, CF7) is encoded into a 15-bit string; (b)
range of variability from 1μF to 100μF; (c) population size 100 individuals; (d) crossover
probability pk = 0.7; (e) mutation probability pm = 0.01; (f) Genetic Algorithm termination
condition – 100 generations; (g) selection method Stochastic Universal Sampling (SUS); (h)
shuffling crossover (APPENDIX A).

The genetic algorithm objective is to find the capacitance values of two single-tuned filters
tuned to harmonics nr5 = 4.9 and nr7 = 6.9. It is worth pointing out that the genetic algorithm
itself solves the problem of reactive power distribution between the filters. The voltage total
harmonic distortion will be minimized and therefore power distribution between the filters
will be achieved.

Basic characteristics of the power system, before and after connecting the filters, are tabulated
in Fig. 4 (CF5 = 30.14μF; CF7 = 4.11μF; the phase shift angle between the voltage and current fun‐
damental harmonics: prior to connection of filters – 11º, after connection of filters 0.2º).

In industry many of the supply systems consist of a combination of tuned filters and a ca‐
pacitor bank. Depending on the system configuration the capacitor bank can lead to magni‐
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istic should attain maxima; QF - reactive power of the basic harmonic of the filter or group of
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An example application of the method will be the design of single-tuned filters (two single-
tuned filters) for DC motor (Fig. 3). The basis for design is modelling of the whole supplying
system. The system may comprise nonlinear components and analysis of the filters can take
into account their own resistance, which depends on the selected components values. Gener‐
ally speaking, the model can be detailed without simplifications.
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plied by 6-pulse controlled rectifier:PN = 22kW, UN = 440V, IN = 56,2A, J = 2,7kgm2, Rt = 0,465Ω, Lt = 15,345mH, nN =
1500 r/min, k = 2,62

Parameters of the single-tuned filters group were determined by means of the Genetic Algo‐
rithm minimising the voltage harmonic distortion factor with limitation of the phase shift
angle between fundamental harmonics of the current and voltageϕ(1) >0. Parameters of the
applied Genetic Algorithm: (a) each parameter (CF5, CF7) is encoded into a 15-bit string; (b)
range of variability from 1μF to 100μF; (c) population size 100 individuals; (d) crossover
probability pk = 0.7; (e) mutation probability pm = 0.01; (f) Genetic Algorithm termination
condition – 100 generations; (g) selection method Stochastic Universal Sampling (SUS); (h)
shuffling crossover (APPENDIX A).

The genetic algorithm objective is to find the capacitance values of two single-tuned filters
tuned to harmonics nr5 = 4.9 and nr7 = 6.9. It is worth pointing out that the genetic algorithm
itself solves the problem of reactive power distribution between the filters. The voltage total
harmonic distortion will be minimized and therefore power distribution between the filters
will be achieved.

Basic characteristics of the power system, before and after connecting the filters, are tabulated
in Fig. 4 (CF5 = 30.14μF; CF7 = 4.11μF; the phase shift angle between the voltage and current fun‐
damental harmonics: prior to connection of filters – 11º, after connection of filters 0.2º).

In industry many of the supply systems consist of a combination of tuned filters and a ca‐
pacitor bank. Depending on the system configuration the capacitor bank can lead to magni‐
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fication or attenuation of the filters loading. Filter detuning significantly affects this
phenomenon. Therefore, specifying harmonic filters requires considerable care under analy‐
sis of possible system configurations for avoidance of harmonic problems.
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Figure 4. The voltage-current waveforms and spectrum before and after connecting the filters (U1/I1 – basic voltage/
current harmonic; Uh/Ih – h. order voltage/current component

3. Parallel operation of filters

3.1. Example 2 – description of the system

Fig. 5 shows a one-line diagram of a mining power supply system which will be used to an‐
alyze operation characteristics of the single tuned harmonic filters in a power supply system
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including power factor correction capacitor banks. System contains two sets of powerful DC
skip drives as harmonic loads connected to sections A and B. The drives are fed from six-
pulse converters. As a result, there is significant harmonic current generation and the plant
power factor without compensation is quite low.
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Figure 5. One-line diagram of a mining power supply system

Shunt capacitors 2×1.5 MVA connected to main sections 1 and 2 to partially correct the pow‐
er factor but this can cause harmonic problems due to resonance conditions. The sections A
and B can be supplying from the main section 1 or 2. Four single-tuned filters (5th, 7th, 11th,
and 13th harmonic order) have been added to the sections A and B to limit harmonic prob‐
lems and improve reactive compensation. Specifications of the harmonic filters are shown in
the Table 1.
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Fig. 5 shows a one-line diagram of a mining power supply system which will be used to an‐
alyze operation characteristics of the single tuned harmonic filters in a power supply system
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including power factor correction capacitor banks. System contains two sets of powerful DC
skip drives as harmonic loads connected to sections A and B. The drives are fed from six-
pulse converters. As a result, there is significant harmonic current generation and the plant
power factor without compensation is quite low.
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Shunt capacitors 2×1.5 MVA connected to main sections 1 and 2 to partially correct the pow‐
er factor but this can cause harmonic problems due to resonance conditions. The sections A
and B can be supplying from the main section 1 or 2. Four single-tuned filters (5th, 7th, 11th,
and 13th harmonic order) have been added to the sections A and B to limit harmonic prob‐
lems and improve reactive compensation. Specifications of the harmonic filters are shown in
the Table 1.
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Allowable current limit for filter capacitors is 130% of nominal RMS value and voltage limit
-110%. The iron-core reactors take up less space comparatively to air-core reactor and make
use of a three-phase core. Reactors built on these cores weigh less, take up less space, have
lower losses, and cost less than three single-phase reactors of equal capability. Reactors are
manufactured with multi-gap cores of cold laminated steel to ensure low tuning tolerance.
The primary draw back to iron-core reactors is that they saturate.

Filter, tuning Capacitor bank Reactor bank (three phase, iron-core)

F5

n r5 = 4.81

Bank rating 2×500 kvar Nominal voltage 7.2 kV

Nominal voltage 6.6 kV Nominal current 120.0 A

Nominal current 87.4 A S.c. current 14.0 kA

Capacitance 73.1 μF Inductance 6.0 mH

Cap. tolerance -5…+10 % Inductance tolerance ± 5 %

F7

n r7 = 6.98

Bank rating 2×400 kvar Nominal voltage 7.2 kV

Nominal voltage 6.6 kV Nominal current 100.0 A

Nominal current 70.0 A S.c. current 14.0 kA

Capacitance 58.4 μF Inductance 3.54 mH

Cap. tolerance -5…+10 % Inductance tolerance ± 5 %

F11

n r11 = 10.94

Bank rating 2×500 kvar Nominal voltage 7.2 kV

Nominal voltage 6.6 kV Nominal current 130.0 A

Nominal current 87.4 A S.c. current 14.0 kA

Capacitance 73.1 μF Inductance 1.16 mH

Cap. tolerance -5…+10 % Inductance tolerance ± 5 %

F13

n r13 = 13.02

Bank rating 2×500 kvar Nominal voltage 7.2 kV

Nominal voltage 6.6 kV Nominal current 130.0 A

Nominal current 87.4 A S.c. current 14.0 kA

Capacitance 73.1 μF Inductance 0.82 mH

Cap. tolerance -5…+10 % Inductance tolerance ± 5 %

Table 1. Filter specifications

The saturation level is dependent upon the fundamental current and the harmonic currents
that the reactor will carry. There is not standard for rating harmonic filter reactors and there‐
fore, it is difficult to evaluate reactors from different manufacturers. For example, some reac‐
tor manufacturers base their core designs (cross sectional area of core) on RMS flux, while
other will based it on peak flux (with the harmonic flux directly adding). There is a signifi‐
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cant difference between these two design criteria. For evaluation purposes, reactor weight
and temperature rise are a primary indication of the amount of iron that is used. The second
feature of the reactors is considerable frequency dependency of eddy currents loss in the
winding.

Equation (1) shows that the relative resonant frequency nr depends on the power system fre‐
quency and filter inductance and capacitance. Any variation of these parameters causes de‐
viation of the resonant frequency. So, possible deviation from the designed value can be
obtained using (1) by the equation:

* * * * * *(1 ) (1 )(1 ) (1 ) (1 )(1 )
d d

r
n n

n
f L C f L C

£ £
+ D + D + D - D - D - D

(3)

where: Δ f ∗- power system frequency variation, p.u.; ΔL *, ΔC*-filter inductance and capaci‐
tance variations, p.u.; nd- designed relative resonant frequency (d = 5, 7, 11, 13).

Assuming Δ f ∗ ≈ 0, the possible deviation of relative resonant frequency nr from the de‐
signed value for the investigated filter circuits can be defined using values of ΔL *, ΔC*

from the Table 1:
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This means that the analysed filter circuits have the following possible ranges of relative res‐
onant frequency nr :

5-thorder filter - 4.3≤ nr ≤ 5.1;

7-thorder filter 6.5- . ; 7 4rn£ £ (5)

11-th order filter - 10.2≤ nr ≤ 11.5;

13-th order filter - 12.1≤ nr ≤ 13.7.

It is obvious that the detuning of higher order filter is more sensitive for the same filter ca‐
pacitance or inductance drift than detuning of lower order filter, as value of resonant fre‐
quencyωr  defines its deviation:
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Allowable current limit for filter capacitors is 130% of nominal RMS value and voltage limit
-110%. The iron-core reactors take up less space comparatively to air-core reactor and make
use of a three-phase core. Reactors built on these cores weigh less, take up less space, have
lower losses, and cost less than three single-phase reactors of equal capability. Reactors are
manufactured with multi-gap cores of cold laminated steel to ensure low tuning tolerance.
The primary draw back to iron-core reactors is that they saturate.

Filter, tuning Capacitor bank Reactor bank (three phase, iron-core)
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Table 1. Filter specifications

The saturation level is dependent upon the fundamental current and the harmonic currents
that the reactor will carry. There is not standard for rating harmonic filter reactors and there‐
fore, it is difficult to evaluate reactors from different manufacturers. For example, some reac‐
tor manufacturers base their core designs (cross sectional area of core) on RMS flux, while
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3.2. Filter characteristics analysis

In order to demonstrate filter circuits behavior under all reasonable operating configura‐
tions and get numerical results for comparison purposes, computer simulations have been
performed using frequency and time domain software.

Figure 6. Current and voltage waveforms of the fully loaded DC drive (a) and the current harmonic spectrum (b)

Measurements performed at the facility were used to characterize the DC drive load and ob‐
tain true source data for computer analysis of the filter characteristics. For example, Fig. 6
shows the DC drive current and its harmonic spectrum in the supply system consisting of 5th

order filter under isolated operation of the section A.

Harmonic currents in the supply system components are listed in Table 2. There are obvious
important findings from these measurements: 1) noncharacteristics current harmonics are
present due to irregularities in the conduction of the converter devices, unbalanced phase
voltages and other reasons; 2) there is resonance condition near 4th harmonic in the system
configuration with 5th filter connected. Similar measurements also provided for the system
with other filter sets.

Analysis of the system response is important because the system impedance vs frequency
characteristics determine the voltage distortion that will result from the DC drive harmonic
currents. For the purposes of harmonic analysis, the DC drive loads can be represented as
sources of harmonic currents. The system looks stiff to these loads and the current wave‐
form is relatively independent of the voltage distortion at the drive location. This assump‐
tion of a harmonic current source permits the system response characteristics to be
evaluated separately from the DC drive characteristics.

In Fig. 7 are depicted the worst case of frequency scan for system impedance looking from
the section A with several filters connected as concerns 5th harmonic filter loading. These
conditions occur with upper limit (see (3)) of filter reactor and capacitor rating variations.
Proximity of the frequency response resonance peaks to 4th and 5th harmonics produces sig‐
nificant magnification the harmonic currents in the 5th filter and feeder circuits.
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Harmonic

order

Feeder

current, IS

Drive

current, ID

5-th filter

current, IF5

A % A % A %

1 241,49 100,0 309,68 100,0 157,87 100,0

2 8,49 3,5 8,04 2,6 0,61 0,4

3 9,75 4,0 8,03 2,6 1,77 1,1

4 41,62 17,2 7,51 2,4 39 24,7

5 27,02 11,2 68,09 22,0 42,54 26,9

6 4,31 1,8 6,75 2,2 2,42 1,5

7 25,43 10,5 30,21 9,8 5,28 3,3

8 0,74 0,3 0,85 0,3 0,28 0,2

9 2,81 1,2 3,36 1,1 0,57 0,4

10 2,92 1,2 3,49 1,1 0,57 0,4

11 22,09 9,1 26,36 8,5 4,33 2,7

12 4,16 1,7 5,04 1,6 0,89 0,6

13 12,7 5,3 15,43 5,0 2,77 1,8

14 1,21 0,5 1,49 0,5 0,27 0,2

15 2,79 1,2 3,37 1,1 0,59 0,4

16 2,84 1,2 3,41 1,1 0,59 0,4

17 12,14 5,0 14,57 4,7 2,48 1,6

18 3,52 1,5 4,28 1,4 0,73 0,5

19 7,35 3,0 8,74 2,8 1,38 0,9

Table 2. Harmonic currents for the system consisting of 5th harmonic filter

Figure 7. Frequency scans for the system impedance with 5th (a), (5+7)-th (b), (5+7+11)-th (c), (5+7+11+13)-th (d) har‐
monic filters

Bank Harmonic Filters Operation in Power Supply System − Cases Studies
http://dx.doi.org/10.5772/53425

211



3.2. Filter characteristics analysis

In order to demonstrate filter circuits behavior under all reasonable operating configura‐
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sources of harmonic currents. The system looks stiff to these loads and the current wave‐
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conditions occur with upper limit (see (3)) of filter reactor and capacitor rating variations.
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Harmonic current magnification in a filter circuit can be defined by the following factor:

Fn n
Fn

Dn Fn

I Z
I Z

b = = (7)

and for the feeder circuit similarly:

Sn n
Sn

Dn Sn

I Z
I Z

b = = (8)

where: IDn, ISn, IFn - the nth harmonic current of the harmonic source, feeder and filter, cor‐
respondingly; Zn, ZSn, ZFn- the n-th harmonic impedances of the system, feeder and filter
at the point of common connection, correspondingly.

The harmonic magnification factor allows estimating harmonic current in a filter or feeder
circuit for several system configurations relative to source harmonic current. A value less
than 1.0 means that only a part of the source harmonic current flows in the circuit branch.

Calculated values of harmonic magnification factors for analyse 5-th filter loading in the
several system configurations are listed in Table 3. Column “Upper deviation limits” with
2×1.5 Mvar capacitors corresponds to the Fig. 7. The significant 4-th and 5-th harmonics
magnification can be observed from the Table 3 in the 5-th filter and feeder circuits in the
case of 2×1.5 Mvar capacitors connected. It can cause the filter overload and allowable sys‐
tem voltage distortion exceeding. On the other hand when lower deviation of the filter pa‐
rameters the magnification factors are considerably less. Switching off the 2×1.5 Mvar
capacitors reduces 5-th harmonic magnification in the circuits to acceptable levels, but 4-th
harmonic is magnificated considerably more due to close to resonant peak.

System configuration
Upper deviation limits Lower deviation limits

5th filter Feeder 5th filter Feeder

With cap. 2×1.5 Mvar βF4 βF5 βS4 βS5 βF4 βF5 βS4 βS5

F5 4.2 0.8 9.3 1.7 0.5 1.1 2.6 0.4

F5+F7 14.4 1.4 32.2 2.8 0.6 1.0 3.3 0.4

F5+F7+F11 4.8 2.8 10.2 5.5 0.8 0.9 4.5 0.4

F5+F7+F11+F13 2.4 18.6 5.2 36.7 1.4 0.8 7.4 0.3

Without cap. 2×1.5 Mvar

F5 0.8 0.3 1.9 0.7 0.2 1.6 1.3 0.6

F5+F7 1.1 0.4 2.4 0.8 0.3 1.5 1.4 0.6

F5+F7+F11 1.5 0.5 3.2 1.0 0.3 1.4 1.6 0.5

F5+F7+F11+F13 2.1 0.6 4.5 1.1 0.3 1.3 1.8 0.5

Table 3. Harmonic current magnification factors β in the system
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The calculated harmonic current magnification factors in filter circuits in the possible filter
configurations are depicted in the Table 4. It is here noted that harmonic loading of the fil‐
ters in the system without 2×1.5 Mvar capacitors depends on the filter configuration and fil‐
ter detuning. It is well known that the series L-C circuit has the lowest impedance at its
resonant frequency. Below the resonant frequency the circuit behaves as a capacitor and
above the resonant frequency as a reactor. When a filter is slightly undertuned to desired
harmonic frequency it has lower harmonic absorbing as a result of the harmonic current di‐
viding between the filter and system inductances. If the filter is slightly overtuned than par‐
allel resonant circuit created of the filter capacitance and system inductance will magnify the
source harmonic current. Regularity of the phenomena for the analyzed system with multi‐
ply filter circuits one can see in the bottom part of the Table 4 for the system configuration
without capacitors 2×1.5 Mvar.

Switching in capacitors 2×1.5 Mvar to the bus section changes the filters loading due to par‐
allel resonant circuit created of the capacitors and system impedances. The resonant fre‐
quency of the system looking from the section A with several connected filters depends on
the number of the filters and specifies the filter loading.

System configuration
Deviation limits

5th filter 7th filter 11th filter 13th filter

With cap. 2×1.5 Mvar Up Lo Up Lo Up Lo Up Lo

F5 0.8 1.1 - - - - - -

F5+F7 1.4 1.0 0.1 0.1 - - - -

F5+F7+F11 2.8 0.9 0.1 0.1 0.6 1.9 - -

F5+F7+F11+F13 18.6 0.8 0.1 0.1 1.3 1.3 0.6 3.2

Without cap. 2×1.5 Mvar

F5 0.3 1.6 - - - - - -

F5+F7 0.4 1.5 0.5 3.0 - - - -

F5+F7+F11 0.5 1.4 0.7 1.9 0.7 1.3 - -

F5+F7+F11+F13 0.6 1.3 0.8 1.5 2.5 1.0 0.7 2.1

Table 4. Harmonic current magnification factors βFn in the filter circuits
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The calculated harmonic current magnification factors in filter circuits in the possible filter
configurations are depicted in the Table 4. It is here noted that harmonic loading of the fil‐
ters in the system without 2×1.5 Mvar capacitors depends on the filter configuration and fil‐
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allel resonant circuit created of the filter capacitance and system inductance will magnify the
source harmonic current. Regularity of the phenomena for the analyzed system with multi‐
ply filter circuits one can see in the bottom part of the Table 4 for the system configuration
without capacitors 2×1.5 Mvar.

Switching in capacitors 2×1.5 Mvar to the bus section changes the filters loading due to par‐
allel resonant circuit created of the capacitors and system impedances. The resonant fre‐
quency of the system looking from the section A with several connected filters depends on
the number of the filters and specifies the filter loading.
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Figure 8 shows current waveforms and its harmonic spectrums for parallel 11th and 13th har‐
monic filters in the analyzed system obtain from time domain computer simulation of the
system. The first observation of these two cases is significant harmonic overloading of the
filters. In the case in question of filter iron-core reactor the phenomenon can cause the reac‐
tor temperature rise and its failure.

Figure 8. Current waveforms and its harmonic spectrums for parallel 11th (a) and 13th (b) filters

The most representative cases of the parallel filter configurations (e.g. when feeding sections
A and B from section 1) are depicted in the Table 5. Two parallel the same order filters have
opposite resonance detuning with upper and lower parameter deviation limits. From analy‐
sis of the Table 5 it is seen that opposite resonance detuning of the same order filters can
cause considerable filter overload. As it has been noted earlier the higher order harmonic fil‐
ters are more sensitive to filter component parameter variations from the detuning point of
view. Furthermore, resonance detuning of the same order filters in the some system configu‐
rations can cause parallel system resonance peaks close to characteristic harmonic.

It should be quite clear from the above presented example that specifying harmonic filters
and power factor correction requires considerable care and attention to detail. Main results
of the investigation are follows:

• it is a bad practice to add filter circuits to existing power factor correction capacitors,

• improper design of the filter resonant point considering capacitor and reactor manufac‐
turing tolerance and operation conditions can cause significant harmonic overloading of
the filter,

• it is desirable to avoid the parallel operation of the same order filters in the system.
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System configuration
Deviation limits

5th filters 7th filters 11th filters 13th filters

With cap. 2×1.5 Mvar Up Lo Up Lo Up Lo Up Lo

2×(F5+F7)* 0.55 0.55 0.50 0.50 - - - -

2×(F5+F7) 0.15 0.91 0.10 0.21 - - - -

2×(F5+F7+F11+F13) 0.18 1.05 0.10 0.16 0.57 1.42 2.92 4.82

(F5+F7)+2×(F11+F13) 18.34 - 0.11 - 0.55 1.44 3.02 5.01

Without cap. 2×1.5 Mvar

2×(F5+F7)* 0.41 0.41 0.50 0.50 - - - -

2×(F5+F7) 0.13 0.77 5.40 9.44

2×(F5+F7+F11+F13) 0.15 0.86 1.21 2.11 0.50 1.23 3.12 5.13

(F5+F7)+2×(F11+F13) 0.84 - 1.23 - 0.48 1.20 3.11 5.04

Note. *Both of 5th filters and 7th filters are fine-tuned.

Table 5. Harmonic current magnification factors βFn in the filter circuits (parallel operation)

4. Double-tuned filter

Double-tuned resonant filters are sometimes used for harmonic elimination of very high
power converter systems (e.g. HVDC systems). Just like any other technical solution they al‐
so have their disadvantages (e.g. more difficult tuning process, higher sensitivity of frequen‐
cy characteristic to changes in components values) and advantages (e.g. lower power losses
at fundamental frequency, reduced number of reactors across which the line voltage is
maintained, compact structure, single breaker) versus single-tuned filters. Such filters prove
economically feasible exclusively for very large power installations and therefore they are
not commonly used for industrial applications. There are, however, rare cases in which the
use of such filter is justified. The double-tuned filter structure and its frequency characteris‐
tics are shown in Fig. 9. There are also the relations used to determine its parameters.

4.1. Example 3

As an example let us design a double-tuned filter (consider alternative configurations pre‐
sented in Fig. 10) with parameters: QF = 1Mvar, U = 6kV, n1 = 5, n2 = 7, nR = 6. Locations of the
filter frequency characteristic extrema are determined using relations as in Fig. 9, whereas
the genetic algorithm (APPENDIX A) determines the values of C1 and C2 for which the im‐
pedance-frequency characteristic attains the least value (at chosen harmonic frequencies) for
the given filter power (RC1, RC2, RL1,RL2 –equivalent capacitor and reactor resistances; Fig. 9).
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Figure 8 shows current waveforms and its harmonic spectrums for parallel 11th and 13th har‐
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ters are more sensitive to filter component parameter variations from the detuning point of
view. Furthermore, resonance detuning of the same order filters in the some system configu‐
rations can cause parallel system resonance peaks close to characteristic harmonic.

It should be quite clear from the above presented example that specifying harmonic filters
and power factor correction requires considerable care and attention to detail. Main results
of the investigation are follows:

• it is a bad practice to add filter circuits to existing power factor correction capacitors,

• improper design of the filter resonant point considering capacitor and reactor manufac‐
turing tolerance and operation conditions can cause significant harmonic overloading of
the filter,

• it is desirable to avoid the parallel operation of the same order filters in the system.
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4. Double-tuned filter

Double-tuned resonant filters are sometimes used for harmonic elimination of very high
power converter systems (e.g. HVDC systems). Just like any other technical solution they al‐
so have their disadvantages (e.g. more difficult tuning process, higher sensitivity of frequen‐
cy characteristic to changes in components values) and advantages (e.g. lower power losses
at fundamental frequency, reduced number of reactors across which the line voltage is
maintained, compact structure, single breaker) versus single-tuned filters. Such filters prove
economically feasible exclusively for very large power installations and therefore they are
not commonly used for industrial applications. There are, however, rare cases in which the
use of such filter is justified. The double-tuned filter structure and its frequency characteris‐
tics are shown in Fig. 9. There are also the relations used to determine its parameters.

4.1. Example 3

As an example let us design a double-tuned filter (consider alternative configurations pre‐
sented in Fig. 10) with parameters: QF = 1Mvar, U = 6kV, n1 = 5, n2 = 7, nR = 6. Locations of the
filter frequency characteristic extrema are determined using relations as in Fig. 9, whereas
the genetic algorithm (APPENDIX A) determines the values of C1 and C2 for which the im‐
pedance-frequency characteristic attains the least value (at chosen harmonic frequencies) for
the given filter power (RC1, RC2, RL1,RL2 –equivalent capacitor and reactor resistances; Fig. 9).
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Figure 9. The double-tuned filter and its essential frequency characteristics;the basic configuration and frequency
characteristics of: the series part, parallel part, and the whole filter (ωR – angular resonance frequency of the parallel
part; ωS – angular resonance frequency of the series part; ωn1, ωn2 – tuned angular frequencies of the double-tuned
filter; equation 9 R 0).

Figure 11 shows graphic window of the programme developed by authors in the Matlab en‐
vironment for optimisation of double-tuned filter. Ranges of filter parameters seeking are
visible in the upper part of the widow, below the found characteristic is displayed, and basic
parameters of the found solution are shown in the lowest part.
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The range of variability of decision variables: C1 = (10-6 – 10-3), C2 = (10-6 – 10-3). The Genetic
Algorithm parameters: (a) each parameter is encoded into a 30-bit string, thus the chromo‐
some length is 60 bits; (b) population size 1000 individuals; (c) crossover probability pk = 0.7;
(d) mutation probability pm = 0.01; (e) Genetic Algorithm termination condition – 100 genera‐
tions; (f) ranking coefficients Cmin = 0, Cmax = 2; (g) inverse ranking was applied in order to
minimize the objective function; (h) selection method SUS and (i) shuffling crossover. The
Genetic Algorithm goal was to minimize impedances for selected harmonics (n1 and n2) and
maximize the impedance for the nR harmonic.

Table 6 provides results of a double-tuned filter (Fig. 9 and 10) optimisation. The solutions
are similar to each other (in terms of their values). It is noticeable that genetic algorithm is
aiming to minimize the influence of additional resistances, that is to make the filter struc‐
tures similar to the basic structure from Fig. 9. It means that additional resistances worsen
the quality of filtering. The obtained result ensues from the applied optimisation method,
i.e. optimisation of the frequency characteristic shape.

Parameter
Filter configuration

Fig. 10a Fig. 10b Fig. 10c Fig. 10d Fig. 10e Fig. 10f Fig. 9

C1 [μF] 85.52 85.52 85.52 85.53 85.53 85.53 85.53

C2[μF] 732.21 732.73 732.72 732.71 732.71 732.72 731.90

L1[mH] 3.481 3.481 3.482 3.482 3.482 3.482 3.482

L2 [mH] 0.384 0.384 0.384 0.384 0.384 0.384 0.385

RL1 [mΩ] 10.93 10.94 10.94 10.93 10.94 10.94 10.94

RL2 [mΩ] 1.207 1.207 1.207 1.207 1.207 1.207 1.208

RC1 [mΩ] 7.44 7.44 7.44 7.44 7.44 7.44 7.44

RC2 [mΩ] 0.869 0.868 0.868 0.868 0.868 0.868 0.870

Z50 [Ω] 36 36 36 36 36 36 36

Z250 [mΩ] 35.82 35.8 35.83 35.85 35.79 35,85 35.86

Z300 [Ω] 252.76 252.58 252.53 252.47 252.59 252.53 252.87

Z350 [mΩ] 40 40 40.04 40.01 40 40.01 40

QF[MVAr] 1 1 1 1 1 1 1

P50 [W] 546.09 546.06 546.10 546,11 546.07 546.11 546.11

R1 [MΩ] - 1 1 1 - 1 -

R2 [MΩ] 1 - 1 1 0 - -

Table 6. Basic parameters of filters from Fig. 10, designed using the genetic algorithm
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5. C-type filter

The principal disadvantage of the majority of filter-compensating device structures is the
poor filtering of high frequencies. To eliminate this disadvantage are usually used broad‐
band (damped) filters of the first, second or third order; the C-type filter is included in the
category of broadband filters [1, 2, 10]. Broadband filters have one more advantage, substan‐
tial for their co-operation with power electronic converters: they damp commutation notch‐
es more effectively than single branch filters - they have a much broader bandwidth. They
also more effectively eliminate interharmonic components (in sidebands adjacent to charac‐
teristic harmonics) generated by static frequency converters. In the C-type filter in which the
L2C2 branch (Fig. 12) is tuned to the fundamental harmonic frequency can be also achieved a
significantly better reduction of active power losses compared to single branch filters. Thus
the fundamental harmonic current is not passing through the resistor RT, avoiding therefore
large power losses.

RT 

L2 

C2 

C1 

U 

IF IS Iload 

Load 

Figure 12. The C-type filter circuit

5.1. Example 4

In result of the arc furnace modernization (Fig. 13.) its power and consequently the level of
load-generated harmonics have increased. It was, therefore, decided to expand the existing
reactive power compensation and harmonic mitigation system. Prior to the modernization
the system comprised two parallel, single-tuned 3rd harmonic filters that were the cause of a
slight increase in the voltage 2nd harmonic.

Considering the system expansion the designed C-type filter should be tuned to the 2nd
harmonic. Although currently the 2nd harmonic level in the existing system does not exceed
the limit, connection of new loads may increase the 2nd harmonic to an unacceptable level.

5.1.1. Traditional approach

The filter impedance is given by (Fig. 12) [1]:
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5. C-type filter

The principal disadvantage of the majority of filter-compensating device structures is the
poor filtering of high frequencies. To eliminate this disadvantage are usually used broad‐
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Figure 13. Single line diagram of the arc furnace power supply system 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 15. a) The C-type filter frequency characteristics for various quality factors qF = RT/Xr, b) the resistance RT 
vs. the coefficient k 
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The filter reactive power (QF) for the fundamental harmonic is given by the relation:
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Distribution of the load-generated harmonic current between the filter tuned to that har‐
monic and the system is:
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Summarizing, the C-type filter parameters can be determined from above formulas. For the
arc furnace power supply system (Fig. 13) and the design requirements:

Network
U = 30 kV
Ssc= 1500 MVA
LS = 3.129 mH
RS = 30.0 m

3rd harmonic filters
QF = 20 Mvar
L3 = 18.48 mH
C3 = 63 F
R3 = 30.0 m
nr = 2.95

C-type filter
QF = 20 Mvar
nr = 1.9
qF2 = 10 
k = 1(supply network)

(supply network) (filter quality factor)

The C-type filter parameters are: C1 =70.736μF, C2 =198.24μF, L2 =51.11mH, RT =276.86 Ω.

Figure 14a shows frequency-impedance characteristics of: the power network, the resultant
impedance of two single-tuned 3rd harmonic filters, and the C-type filter impedance. Fig. 14b
shows frequency-impedance characteristics of: the network, the resultant impedance of the
network and two 3rd harmonic filters, and the resultant impedance of the network, two 3rd

harmonic filters and the C-type filter.
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arc furnace power supply system (Fig. 13) and the design requirements:

Network
U = 30 kV
Ssc= 1500 MVA
LS = 3.129 mH
RS = 30.0 m

3rd harmonic filters
QF = 20 Mvar
L3 = 18.48 mH
C3 = 63 F
R3 = 30.0 m
nr = 2.95

C-type filter
QF = 20 Mvar
nr = 1.9
qF2 = 10 
k = 1(supply network)

(supply network) (filter quality factor)

The C-type filter parameters are: C1 =70.736μF, C2 =198.24μF, L2 =51.11mH, RT =276.86 Ω.
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Figure 14. Frequency-impedance characteristics of: a) the power network equivalent impedance (ZS), the resultant impe‐
dance of two 3rd harmonic filters (Z2x3h), the C-type filter impedance (ZCfilter), the resultant impedance of two 3rd harmonic
filters and the C-type filter (ZF); b) the impedance seen from the load terminals: without filters (ZS), the network equivalent
impedance and two 3rd harmonic filters impedance connected in parallel (Zs||Z2x3h), and parallel connection of the net‐
work equivalent impedance, two 3rd harmonic filters and the C-type filter impedances (Zs||Z2x3h||ZCfilter)

Data listed in Table 7 demonstrate that connecting the C-type filter results in the expected re‐
duction of the 2nd voltage harmonic in the supply system, whereas other harmonics are re‐
duced to  a  small  extent.  Further  reduction of  the  second harmonic  can be  achieved by
improving the C-type filter quality factor qF2 and, consequently, reduction of the filter impe‐
dance for the filter resonant frequency and increasing the impedance for higher harmonics.

% U2 U3 U4 U5 U6 U7 U8 U9 THDU *

Busbars voltage harmonics

without filters
1,76 3.01 1.66 2.88 1.12 1.75 1.00 1,12 5.87

Busbars voltage harmonics with

two 3rd harmonic filters
2.47 0,27 0.95 1.87 0.78 1.24 0.72 0.81 4.07

Busbars voltage harmonics with

two 3rd harmonic filters and the

C-type filter

1.32 0.27 0.91 1.78 0.74 1.18 0.69 0.78 3.37

*Total harmonic voltage distortion factor THDu determined from components up to 15th order.

Table 7. Voltage harmonics (at the 30kV side) without filters, with two 3rd harmonic filters, and with two 3rd
harmonic filters and the C-type filter

Figure 15a shows the C-type filter frequency characteristics for different filter quality fac‐
tors, figure 15b illustrates the relation between the resistance RT and the coefficient k that in‐
dicates the distribution of the current harmonic to which the filter is tuned (Table 8).

Seemingly, the most advantageous solution is to increase the filter resistance RT in order to
ensure the largest possible part of the eliminated harmonic current flow through the filter
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instead of the supply network. But the increase in the resistance will reduce high harmonic
currents through the filter. Thus a compromise between the filter ability to take over the har‐
monic the filter is tuned to, and its capability to mitigate other harmonics should found. In‐
creasing the RT resistance makes the C-type filter frequency characteristic similar to that of a
single-branch filter.

5.1.2. Genetic approach

The goal of genetic algorithm is to seek the C-type filter capacitance (C1) in order to compen‐
sate the system's reactive power, and determine the resistance value (RT) to ensure a re‐
quired distribution of the 2nd harmonic current. The filter parameters were computed by
means of the Genetic Algorithm using the model from Fig. 13 in the Matlab environment.
The arc furnace is regarded as an ideal harmonic current source and as a load for the funda‐
mental harmonic with given active power (P) and reactive power (Q).

The range of variability of decision variables: C1 = (10-6 – 10-4F), RT = (1 – 10000) . The Genetic
Algorithm parameters: (a) parameter C1 is encoded into 8-bit strings, and parameter RT into
a 12-bit string; (b) population size 200 individuals; (c) crossover probability pk = 0.8; (d) mu‐
tation probability pm = 0,01; (e) Genetic Algorithm termination condition – 30 generations; (f)
ranking coefficients Cmin = 0, Cmax = 2; (g) inverse ranking was applied in order to minimize
the objective function; (h) selection method SUS and (i) shuffling crossover. The optimiza‐
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Figure 15. a) The C-type filter frequency characteristics for various quality factors qF = RT/Xr, b) the resistance RT vs. the
coefficient k

IF [%] 38.5 44.4 50.0 51.9 57.1 66.6 75.0 83.3 91.0

IS [%] 61.5 55.6 50.0 48.1 42.9 33.3 25.0 16.7 9.0

k 1.60 1.25 1.00 0.93 0.75 0.50 0.33 0.25 0.10

RT [Ω] 172 221 276.86 300 350 555 840 1111 2778

Table 8. The percentage distribution of the harmonic current between the filter tuned to that harmonic and the
supply network; the corresponding RT values and the designed filter quality factor.
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Figure 14. Frequency-impedance characteristics of: a) the power network equivalent impedance (ZS), the resultant impe‐
dance of two 3rd harmonic filters (Z2x3h), the C-type filter impedance (ZCfilter), the resultant impedance of two 3rd harmonic
filters and the C-type filter (ZF); b) the impedance seen from the load terminals: without filters (ZS), the network equivalent
impedance and two 3rd harmonic filters impedance connected in parallel (Zs||Z2x3h), and parallel connection of the net‐
work equivalent impedance, two 3rd harmonic filters and the C-type filter impedances (Zs||Z2x3h||ZCfilter)
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% U2 U3 U4 U5 U6 U7 U8 U9 THDU *

Busbars voltage harmonics

without filters
1,76 3.01 1.66 2.88 1.12 1.75 1.00 1,12 5.87

Busbars voltage harmonics with

two 3rd harmonic filters
2.47 0,27 0.95 1.87 0.78 1.24 0.72 0.81 4.07

Busbars voltage harmonics with

two 3rd harmonic filters and the

C-type filter

1.32 0.27 0.91 1.78 0.74 1.18 0.69 0.78 3.37

*Total harmonic voltage distortion factor THDu determined from components up to 15th order.

Table 7. Voltage harmonics (at the 30kV side) without filters, with two 3rd harmonic filters, and with two 3rd
harmonic filters and the C-type filter

Figure 15a shows the C-type filter frequency characteristics for different filter quality fac‐
tors, figure 15b illustrates the relation between the resistance RT and the coefficient k that in‐
dicates the distribution of the current harmonic to which the filter is tuned (Table 8).

Seemingly, the most advantageous solution is to increase the filter resistance RT in order to
ensure the largest possible part of the eliminated harmonic current flow through the filter
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tion goal was to minimize total harmonic distortion of the supply network current THDI and
reduce the angle between fundamental voltage and current harmonics φ(I(1),U(1)) - (18).
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According with the achieved results the total capacitance C1 = 70.75μF and total capacitance C2

= 196.8μF. The reactor L2 inductance is 51.48mH. The resistor resistance is RT= 300Ω ± 10%.

Measurements in the power system, configured according to the above specification, were
carried out in order to check the correctness of the system operation. The instruments loca‐
tions were (fig. 13): P1 – arc furnace, P2 – C-type filter, P3 – first filter of the 3rd harmonic, P4

– second filter of the 3rd harmonic, and P5 – at the 110kV side. Essential results of measure‐
ments are provided in Table 9.

Figures 16 – 18 illustrate voltage and current waveforms recorded at the 110kV side, the arc
furnace supply voltage the arc furnace and the C-type filter currents and total harmonic
voltage distortion factor THDU at both: the 30kV and 110kV side. The measurements have
demonstrated that the C-type filter performance has met the requirements, i.e. it attains the
expected reduction of reactive power, ensures the second harmonic reduction in the power
system and harmonic distortion THDU reduction by means of high harmonics mitigation.
The measurements verified the proposed method and the C-type filter designed using this
method operates according to the requirements.

6. Conclusion

This chapter presents several selected cases of power electronic systems analysis with re‐
spect to high harmonics occurrence and reactive power compensation. For these cases are
proposed classical solutions, i.e. power passive filters which still are a basic and the simplest
method for high harmonics mitigation. Analytical formulas that enable to determine basic
parameters of various filters' structures and a group of single-tuned filters are provided.

Also a method for passive filters' design employing artificial intelligence, which incorpo‐
rates genetic algorithms, is presented. It has been proved that this method can be the attrac‐
tive tool to solve some kinds of power quality problems. The results obtained using GA are
very close to those obtained with the analytical method. Hence the conclusion that genetic
algorithms can be an efficient tool for passive filters design. The advantage of the method
employing genetic algorithms is the possibility of multi-criterial optimisation and taking in‐
to account at the design stage different (e.g. voltage or current) constraints. It also can be ap‐
plied to filters of various structures and degrees of complexity and can account for filters'
resistance that may influence the filter resonance frequency. In other words, genetic algo‐
rithm can be a useful design tool in cases where the system analysis is too complex or even
not possible.

Power Quality Issues224

Figure 16. Voltage and current characteristics, spectrums and THD factors at 110 kV side. The graphs show two time
characteristics: 10 min. averaged values (blue) and 10 ms maximum values (yellow)
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Figure 16. Voltage and current characteristics, spectrums and THD factors at 110 kV side. The graphs show two time
characteristics: 10 min. averaged values (blue) and 10 ms maximum values (yellow)
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Figure 17. Current characteristics, spectrums and THDI factors of Arc-furnace and C-type filter. The graphs show two
time characteristics: 10 min. averaged values (blue) and 10 ms maximum values (yellow)
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Figure 18. Current characteristics, spectrums and THDU factors at 30 kV side. The graphs show two time characteris‐
tics: 10 min. averaged values (blue) and 10 ms maximum values (yellow)

Measurement

point
P1 (Furnace) P1 (Furnace)

P2

(Filter C)

P3

(3rd harm.

Filter)

P4

(3rd harm.

Filter)

P5(110kV)
P5

(110kV)

Furnace and filters in

operation
off on on on on on off

URMS [kV] 18.29 17.59 65.04 66.58

IRMS [A] - 2383 391 398 385 602 86.5

P [MW] - 93.75 0.083 0.234 0.198 105 12.14

Q [MVAr] - 71.19 19.55 19.84 19.68 28.2 6.52

S [MVA] - 125.7 20.65 21.0 20.34 117.5 17.25

PF - 0.744 0.0043 0.011 0.001 0.89 0.57

THDU [%] 1.56 2.45 1.92 1.58

THDI [%] - 6.44 8.04 12.04 10.62 4.64 6.61

I(1)RMS [A] - 2357 387 376 373 594 85.46

U(1)RMS [kV] 18.29 17.57 65.0 66.57

U(2)RMS [%] 0.06 0.73 0.42 0.07

U(3)RMS [%] 0.57 0.61 0.43 0.43

U(4)RMS [%] 0.04 0.34 0.19 0.04

U(5)RMS [%] 1.15 1.51 1.22 1.25

I(2)RMS [A] - 58.7 32 10.8 9.8 15 2.21

I(3)RMS [A] - 97.3 3.5 44.3 38.8 9 4.8

I(4)RMS [A] - 23.1 1.5 5.1 4.5 3.7 0.6

I(5)RMS [A] - 71.2 3.7 11.9 11.2 12.5 3.5

Pst [%] 1 16.66 9.17 1.02

Table 9. The Measurement results obtained over a period of 7 days
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Figure 18. Current characteristics, spectrums and THDU factors at 30 kV side. The graphs show two time characteris‐
tics: 10 min. averaged values (blue) and 10 ms maximum values (yellow)
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Appendix A - Genetic Algorithms

Genetic Algorithms (GA) are stochastic global search method, mimicking the natural biolog‐
ical evolution. It has been noted that natural evolution is done at the chromosome level, and
not directly to individuals. In order to find the best individual, genetic operators apply to
the population of potential solutions, the principle of survival of the fittest individual. In ev‐
ery generation, new solutions arise in the selection process in conjunction with the operators
of crossover and mutation. This process leads to the evolution of individuals that are better
suited to be the existing environment in which they live.

GA popularity is due to its features. They: (i) don’t process the parameters of the problem
directly but they use their coded form; (ii) start searching not in a single point but in a group
of points; (iii) they use only the goal function and not the derivatives or other auxiliary in‐
formation; (iv) use probabilistic and not deterministic rules of choice. These features consists
in effect on the usability of Genetic Algorithms and hence their advantages over other com‐
monly used techniques for searching for the optimal solution. There is a high probability
that the AG does not get bogged in a local optimum.

An important term in genetic algorithms is the objective function. It is on the basis of all the
individuals in the population are evaluated and on the basis of a new generation of solu‐
tions is created. Each iteration of the genetic algorithm creates a new generation. Figure 20.
shows the basic block diagram of a Genetic Algorithm.

Figure 19. Block diagram of the basic Genetic Algorithm (GA)
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frequency control within the micro-grids and the increase of the total harmonic distortion.
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in signal processing techniques for detecting and estimating harmonic components of time-
varying frequencies. Their correct estimation has become an important issue in measure‐
ment equipment and compensating devices. Although many methods have been proposed
in the literature, it still remains difficult to detect and estimate harmonics of time-varying
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connected to power systems and the fundamental frequency is experiencing a large range of
variation. These factors have putting in check the traditional stationary spectral analysis
methods, and many techniques for improving harmonics measurement have been proposed
in recent years. Parametric and nonparametric methods that commonly have been used by the
community of signal processing have been applied to power system harmonic estimation.
These methods have in common that they need to estimate the fundamental frequency to adjust
some internal parameters, like filter coefficients. The challenge is producing a harmonic
estimator with high convergence ratio, high accuracy, low computational burden and im‐
munity to the presence of interharmonic: conditions that are not ease to simultaneously deal
with. The most used technique for harmonics estimation is based on the discrete Fourier
transform (DFT) [8, 10]. The DFT algorithm is attractive because of its low computational
complexity and its simple structure. However, DFT does not perform well if power system
frequency varies around the nominal value. Several other techniques have been proposed in
the literature for harmonic estimation. However, the DFT still appear to be the preferred
algorithm mainly due to its simplicity.

2. Power quality and smart grid

The term “smart grid” has different definitions in the literature. Regardless of the precise
definition, the term smart grid can be seen as a new paradigm, covering from conception to
operation of the power systems, that makes intensive use of information and communication
technologies, decentralized control approaches, powerful signal processing and computation‐
al intelligence techniques, renewable and distributed generation and storage energy facilities,
self-generation, etc [11] to offer flexibility, robustness, and efficiency regarding generation,
transmission, distribution, and consumption of electrical energy.

One of the promises of the smart grid is to improve the power quality. Therefore, the reliability
or continuity of service is one of the consequences that will result from the implementation of
the self-healing aspects of the Smart Grid. However power quality issues should not form an
unnecessary barrier against the development of smart grids or the introduction of renewable
sources of energy. The smart properties of future grids should rather be a challenge for new
approaches in an efficient management of power quality [11].

An adequate power quality should guarantees electromagnetic compatibility between all
equipment connected to the grid. Then, an important issue for the successful and efficient
operation of smart grids is the introduction of advanced, flexible, robust, and cooperative set
of signal processing and computational intelligent techniques for power quality analysis. With
this set of techniques, an effective and extensive smart monitoring system can be devised and
deployed. Such a monitoring system have to allow for the monitoring of such as voltage,
current, bidirectional energy consumption at distribution transformers, substations trans‐
formers, smart meters, distribution feeders, distribution switching devices, and strategically
installed power quality monitors in the power systems.
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3. Harmonic estimation techniques: Before and after smart grid

Consider the monitored power line signal, after processed by the analog anti-aliasing filter, be
expressed by
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where Am(t) and ϕm(t) are, respectively, the amplitude and phase of the m-th harmonic, Nh  is
the maximum harmonic order, η(t) is the additive noise and Ω0 denotes the angular funda‐
mental synchronous frequency. Based on the definition of instantaneous frequency deviation
[6, 7], the frequency of the m-th harmonic can be defined as
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Assuming Ω0 constant, note that any variation in ψm(t) can be expressed by the term 
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The goal of harmonic estimation techniques is to provide estimates of the parameters Am(t)
and ϕm(t) using the discrete version x n  of the signal x(t). Some of the existing techniques
estimate these parameters considering that the fundamental angular frequency ψ1(t) is
constant and nominal (steady) and some estimate the same parameters considering ψm(t) time-
varying.

Basically, we can say that before smart grids, the most used techniques for harmonic estimation
assumed that ψ1(t) was constant and nominal. This is the reason that DFT is the standard
algorithm adopted in international standards and implemented in the majority of equipments.
It can be explained because, generally, in interconnected power systems the power frequency
is high controlled and very near the nominal value. Thus, powerful harmonic estimation
methods are not needed, except in especial applications. However, with the inclusion of new
power generation technologies such as renewable energy source generation and distributed
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generation energy, the fundamental frequency of micro grids and isolated systems will suffer
significant variations (this fact is already noted in actual power systems). In this new scenarios,
very common in smart grids, new harmonic estimation techniques will be very needed and
essential.

4. Methods for estimating steady-state harmonics

Methods for estimating steady-state harmonics are more simple than time-varying ones, and
its algorithms do not use information of the fundamental frequency of the signal under
estimation. In what follows, we describe four algorithms.

4.1. Discrete fourier transform

The most common and the most used technique for steady-state harmonic estimation is the
discrete Fourier transform (DFT) [8-10]. The DFT method is simple and easy to be implemented
in monitoring systems, but its application for time-varying harmonics is not recommended.

Given the discrete signal x n , the amplitude and phase of the k-th harmonic component can
be straightforwardly estimated by the recursive equations:
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in which w0 =Ω0 / f s is the discrete synchronous angular frequency, f s is the sampling rate and
N is the number of samples within a integer number of cycles of the fundamental power signal.
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The DFT algorithm is very simple and its implementation is easy for real-time application.
However, if the fundamental frequency is not nominal and constant, then the estimates can
carry significant errors.

4.2. Demodulation

The demodulation technique presented in [15] can be used to estimate the parameters of
harmonics as point out in [16]. In similar way to the DFT technique the demodulation technique
can give erroneous results if its filter is fixed.

The k-th harmonic parameters can be estimated by
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respectively, where h n  is the impulse response of a low-pass filter and ∗ denotes the linear
convolution operator.

4.3. Goertzel

The Goertzel technique uses a second-order infinite impulse response filter to estimate the
parameters of the k-th harmonic [17]. The Goertzel algorithm is more efficient than the Fast
Fourier Transform (FFT) when the number of harmonics to be calculated is low.

The amplitude and phase of the k-th harmonic is estimated, respectively, by
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4.4. Linear least squares

The linear least squares (LS) algorithm estimates several harmonics in one evaluation instead
of a unique estimate [18]. Its advantage is the acquisition of several harmonics in only one
evaluation. However the computational burden is high.

Basically, the LS algorithm has as a result the vector given by
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The vector v m  is evaluated as following
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In this kind of technique, the number of harmonic has to be known a priori. Otherwise, the
performance can be considered reduced, also, the computational complexity is higher due to
the matrix operations.

5. Methods for estimating time-varying harmonics

Methods for estimating time-varying harmonics consider that not only the amplitudes and
phases of harmonics change, but also the fundamental frequency, and consequently, the
harmonics frequencies. Thus, the frequency estimation is generally required to improve the
algorithms.

5.1. Discrete fourier transform with sampling frequency control

The main weakness of the DFT is to estimate the harmonics when the sampling frequency is
not synchronous with the fundamental frequency. In order to guarantee this synchronism we
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The linear least squares (LS) algorithm estimates several harmonics in one evaluation instead
of a unique estimate [18]. Its advantage is the acquisition of several harmonics in only one
evaluation. However the computational burden is high.

Basically, the LS algorithm has as a result the vector given by

1 2 1 2[ ] [ [ ] [ ] ... [ ] [ ] [ ] ... [ ] ]
h h

T
N Nm a m a m a m b m b m b m=v (18)

Thus, the amplitude and phase of the k-th harmonic (k ∈ [1, 2,...,Nh ]) are given by

2 2ˆ [ ] 2 [ ] [ ]k k kA m b m a m= + (19)

and

[ ]ˆ [ ] arctan .
[ ]

k
k

k

b m
m

a m
f

æ ö
= - ç ÷ç ÷

è ø
(20)
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The vector v m  is evaluated as following
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where

[ ] [ [ ] [ 1] ... [ ]]Tm x n x n x n N= - -y (22)
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In this kind of technique, the number of harmonic has to be known a priori. Otherwise, the
performance can be considered reduced, also, the computational complexity is higher due to
the matrix operations.

5. Methods for estimating time-varying harmonics

Methods for estimating time-varying harmonics consider that not only the amplitudes and
phases of harmonics change, but also the fundamental frequency, and consequently, the
harmonics frequencies. Thus, the frequency estimation is generally required to improve the
algorithms.

5.1. Discrete fourier transform with sampling frequency control

The main weakness of the DFT is to estimate the harmonics when the sampling frequency is
not synchronous with the fundamental frequency. In order to guarantee this synchronism we
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can control the sampling frequency as shown in Fig. 1. This method reduces and can also
eliminate the errors caused by the mismatch between the fundamental frequency and the
sampling frequency, however, it requires a robust and controllable ADC converter and a
frequency estimation algorithm. As a result, its use is not recommended.

ADC

Frequency 
Estimator

DFT

Figure 1. DFT with control of the ADC sampling frequency

5.2. Discrete fourier transform with signal resample

An alternative to the problem of synchronization of the sampling frequency when the sampling
frequency is constant and not controllable is resampling the original signal before the harmonic
estimation with the DFT. The drawback of this approach is the high computation complexity
required by the resample process. Also, a frequency estimation technique is required to control
the resampling process. Fig. 2 shows the block diagram of this strategy.

ADC

Frequency 
Estimator

Resample DFT

Figure 2. DFT with signal resample

5.3. Discrete fourier with window

An interesting way of improving the DFT algorithm is using a window in each block of data
before the evaluation of the DFT. The windowing of the data can deal with the spectral leakage
of the DFT caused by the frequency deviation by adding some computational burden to the
algorithm. Some windows generally used are the triangular and Hanning. The coefficients of
a Hanning window are computed from the following equation:
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The triangular window has its coefficient given by

2 , if 1 ;
2[ ]

2( ) , if 1 ;
2

 n Nn
Nw n

N n N n N
N

ì
£ £ïï= í -ï £ £ -

ïî

(27)

for N even, and

2 , if  1 ;
1 2[ ]
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1 2
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for N odd.

5.4. Demodulation

An interesting method based on demodulation technique for estimating time-varying har‐
monics is presented in [16]. This technique can provide very accurate estimates with a
reasonable computational complexity.

The block diagram of the demodulation technique is depicted in Fig. 3. The LP blocks imple‐
ment identical low-pass filters and the blocks COS and SIN implement the demodulation
signals expressed by

0[ ] cos( [ ])
kc kd n kw n nj= + (29)

and

0[ ] sin( [ ]),
ks kd n kw n nj= + (30)

respectively. The term φk n  control the instantaneous frequency of the demodulation signals
(29)-(30). It is evaluated by

1 0[ ] [ 1] ( [ ] ),k k
s

kn n n
f

j j y= - + - (31)
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5.3. Discrete fourier with window

An interesting way of improving the DFT algorithm is using a window in each block of data
before the evaluation of the DFT. The windowing of the data can deal with the spectral leakage
of the DFT caused by the frequency deviation by adding some computational burden to the
algorithm. Some windows generally used are the triangular and Hanning. The coefficients of
a Hanning window are computed from the following equation:
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5.4. Demodulation

An interesting method based on demodulation technique for estimating time-varying har‐
monics is presented in [16]. This technique can provide very accurate estimates with a
reasonable computational complexity.

The block diagram of the demodulation technique is depicted in Fig. 3. The LP blocks imple‐
ment identical low-pass filters and the blocks COS and SIN implement the demodulation
signals expressed by

0[ ] cos( [ ])
kc kd n kw n nj= + (29)

and

0[ ] sin( [ ]),
ks kd n kw n nj= + (30)

respectively. The term φk n  control the instantaneous frequency of the demodulation signals
(29)-(30). It is evaluated by
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where ψ1 n  is the estimated fundamental frequency in rad.

The blocks AMP and PHAS implement, respectively, the expressions

2 2ˆ [ ] 2 [ ] [ ]
k kk cc ssA n y n y n= + (32)

and

[ ]ˆ [ ] arctan ,
[ ]

k

k

ss
k

cc

y n
n

y n
f

æ ö
ç ÷= -
ç ÷
è ø

(33)

respectively, where dck
n  is the output of the low-pass filter at the top and dsk

n  is the output
of the low-pass filter at the bottom in Fig. 3.

In this technique, it is applied a approach to control the demodulation signals (blocks COS and
SIN) and the frequency response of the low-pass filters (blocks LP) by the power frequency
estimate, which is implemented by the block FREQ. The low pass filters are finite impulse
response (FIR) filters which are controlled by a frequency estimator.

LP

LP

AMP

COS

SIN

PHAS

FREQ

Figure 3. Block diagram of the demodulation technique for time-varying harmonic estimation.

Power Quality Issues240

5.5. Non linear least squares

The nonlinear least squares (NLS) uses the same expressions of the linear least squares for
evaluate the harmonics [18]. The advantage of this approach is the improving of the estimates
related to the linear version, however, the additional searching of the optimal frequency
introduces additional delay in the technique and computational burden.

The NLS algorithm test several values of w0 near its nominal value in order to minimize the
euclidian norm of the following vector:

1[ ] ( ( [ ] [ ]) [ ]) [ ]T Tm m m m m-= -e I H H H H y (34)

Thus, with the optimal w0, the harmonic parameters are evaluates as presented in section 4.4.

6. Performance analysis

In order to analyze the performance of the described techniques the following signal is
considered:

1 0 1 3 0 3

5 0 5 7 0 7

9 0 9 11 0 11

13 0 13 15 0 15

17 0 17

[ ] [ ]cos( [ ]) [ ]cos(3 [ ])
[ ]cos(5 [ ]) [ ]cos(7 [ ])

[ ]cos(9 [ ]) [ ]cos(11 [ ])
[ ]cos(13 [ ]) [ ]cos(15 [ ])
[ ]cos(17

x n A n w n n A n w n n
A n w n n A n w n n

A n w n n A n w n n
A n w n n A n w n n
A n w n

f f
f f
f f
f f
f

= + + +
+ + + +

+ + + +
+ + + +
+ + 19 0 19

21 0 21 23 0 23

25 0 25

[ ]) [ ]cos(19 [ ])
[ ]cos(21 [ ]) [ ]cos(23 [ ])

[ ]cos(25 [ ]) [ ],

n A n w n n
A n w n n A n w n n

A n w n n v n

f
f f

f

+ +
+ + + +

+ + +

(35)

where v n ~N(0, σ 2) is a white zero-mean Gaussian noise so that the signal-to-noise ratio (SNR)
between the fundamental component and the additive noise is 60 dB (it should be noted that the
SNR of the signal obtained from a power system usually ranges between 50 and 70 dB [19]).

Fig. 4 shows time estimations of the amplitude of the 3rd harmonic considering a 50% drop in
the amplitude of signal when the fundamental frequency is equal to 60 Hz. Estimation delays
of 2 cycles of the fundamental component are noted because the twocycles version of each
technique was considered. However, when the fundamental frequency is set to 60.5 Hz such
techniques exhibit significant errors in the estimates (time variations), as can be seen in Fig.
5. Otherwise, the time-varying techniques significantly improve the estimates. These results
are depicted in Fig. 6. Table 1 shows the maximum of the absolute instantaneous error of all
techniques after convergence of the algorithms (after the 50% drop in the amplitude of signal).

The best results are achieved with the demodulation and NLS techniques. Considering only
these last two techniques, the errors were evaluated when the fundamental frequency varies
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where ψ1 n  is the estimated fundamental frequency in rad.

The blocks AMP and PHAS implement, respectively, the expressions
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respectively, where dck
n  is the output of the low-pass filter at the top and dsk

n  is the output
of the low-pass filter at the bottom in Fig. 3.

In this technique, it is applied a approach to control the demodulation signals (blocks COS and
SIN) and the frequency response of the low-pass filters (blocks LP) by the power frequency
estimate, which is implemented by the block FREQ. The low pass filters are finite impulse
response (FIR) filters which are controlled by a frequency estimator.

LP

LP

AMP

COS

SIN

PHAS

FREQ

Figure 3. Block diagram of the demodulation technique for time-varying harmonic estimation.
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5.5. Non linear least squares

The nonlinear least squares (NLS) uses the same expressions of the linear least squares for
evaluate the harmonics [18]. The advantage of this approach is the improving of the estimates
related to the linear version, however, the additional searching of the optimal frequency
introduces additional delay in the technique and computational burden.

The NLS algorithm test several values of w0 near its nominal value in order to minimize the
euclidian norm of the following vector:

1[ ] ( ( [ ] [ ]) [ ]) [ ]T Tm m m m m-= -e I H H H H y (34)

Thus, with the optimal w0, the harmonic parameters are evaluates as presented in section 4.4.

6. Performance analysis

In order to analyze the performance of the described techniques the following signal is
considered:

1 0 1 3 0 3
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where v n ~N(0, σ 2) is a white zero-mean Gaussian noise so that the signal-to-noise ratio (SNR)
between the fundamental component and the additive noise is 60 dB (it should be noted that the
SNR of the signal obtained from a power system usually ranges between 50 and 70 dB [19]).

Fig. 4 shows time estimations of the amplitude of the 3rd harmonic considering a 50% drop in
the amplitude of signal when the fundamental frequency is equal to 60 Hz. Estimation delays
of 2 cycles of the fundamental component are noted because the twocycles version of each
technique was considered. However, when the fundamental frequency is set to 60.5 Hz such
techniques exhibit significant errors in the estimates (time variations), as can be seen in Fig.
5. Otherwise, the time-varying techniques significantly improve the estimates. These results
are depicted in Fig. 6. Table 1 shows the maximum of the absolute instantaneous error of all
techniques after convergence of the algorithms (after the 50% drop in the amplitude of signal).

The best results are achieved with the demodulation and NLS techniques. Considering only
these last two techniques, the errors were evaluated when the fundamental frequency varies

Parameters Estimation of Time-Varying Harmonics
http://dx.doi.org/10.5772/53816

241



between 59.5 Hz to 60.5 Hz for the 25th harmonic (See Fig. 7). Also, it is important to note that
the improvement achieved by the DFT with hanning and triangular windows is significant
compared with the standard DFT method as can be seen by Figs. 5 and 6. In order to better
show this improvement, the errors, considering the DFT, DFT with triangular window and
DFT with hanning window, were evaluated when the fundamental frequency varies between
59.5 Hz and 60.5 Hz for the 25th harmonic (Fig. 8).
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Figure 4. Estimation performance for the signal given by equation (35) in the case of a 50% drop in its amplitude for
the 3rd harmonic when the fundamental frequency is set to be 60 Hz considering the steady-state methods.
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Figure 5. Estimation performance for the signal given by equation (35) in the case of a 50% drop in its amplitude for
the 3rd harmonic when the fundamental frequency is set to be 60.5 Hz considering the steady-state methods.
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compared with the standard DFT method as can be seen by Figs. 5 and 6. In order to better
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DFT with hanning window, were evaluated when the fundamental frequency varies between
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Figure 5. Estimation performance for the signal given by equation (35) in the case of a 50% drop in its amplitude for
the 3rd harmonic when the fundamental frequency is set to be 60.5 Hz considering the steady-state methods.
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Figure 6. Estimation performance for the signal given by equation (35) in the case of a 50% drop in its amplitude for
the 3rd harmonic when the fundamental frequency is set tobe 60.5 Hz considering the time-varying methods.
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Figure 7. Maximum of the absolute instantaneous amplitude for the 25th harmonic when the fundamental frequency
varies between 59.5 Hz to 60.5 Hz considering the NLS and Demodulaton method.
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Figure 8. Maximum of the absolute instantaneous amplitude for the 25th harmonic when the fundamental frequency
varies between 59.5 Hz to 60.5 Hz considering the DFT, DFT with triangular window and DFT with hanning window.

Technique Maximum Instantaneous Error

DFT 4.7655

Goertzel 4.7655

LS 4.7655
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Figure 6. Estimation performance for the signal given by equation (35) in the case of a 50% drop in its amplitude for
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Technique Maximum Instantaneous Error

Demodulation (steady-state) 4.7655

DFT with hanning window 0.7479

DFT with triangular window 0.2296

NLS 0.0842

Demodulation (time-varying) 0.0660

Table 1. Maximum of the absolute instantaneous error of all techniques after convergence of the algorithms.

7. What is next and needed?

Most existing end-user equipment (computer, television, lamps, etc) emit almost exclusively
at the lower odd integer harmonics, but there are indications that modern devices including
certain types of distributed generators emit a broadband spectrum [11–14]. The measurement
of these low levels of harmonics at higher frequencies will be more difficult than for the existing
situation with higher levels and lower frequencies. This might require the development of new
measurement techniques including a closer look at the frequency response of existing instru‐
ment transformers. Consequently, harmonic estimation of higher order harmonics will be very
important and needed. In this case the sampling frequency should be increased to satisfy the
Nyquist criterion and faster analog to digital converter (ADC) must be used to deal with this
requirement.

Power electronic based photovoltaic solar and wind energy equipment may emit disturbances
causing voltage fluctuations and unbalance. These types of electric sources will have large
presence in the future grids very large. In order to deal with this new scenario, the harmonic
estimation algorithms must be immune to higher voltage fluctuations and interharmonics.

An important issue associated with smart grid in regarding to harmonic estimation is the real
time estimation of several harmonics instantaneously, including higher-order harmonics.
Higher-order harmonics will be more and more important to estimate due its influence in
sensitive electronics devices. Also, the dynamic and diversity of smart grid will demand
different set of techniques to analyze the behavior of the time-varying harmonics. For deal
with these issues, the use of reconfigurable hardware that allow the exchange of features
between existing monitoring devices is of ultimate importance.

8. Concluding remarks

Several methods and techniques were developed so far for estimating steady-state and
timevarying harmonics. Although several techniques can deal with time-varying harmonics,
the implementation of them is incipient. However, the needs and demands related to smart
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grids is pushing forward the development of new techniques as well as discussion of new
measurement standards for time-varying harmonics.

Although smart grids offers the opportunity to improve the quality, efficiency and reliability
for power systems, the increase of disturbances levels is inevitable. Thus, new challenges
related to the power quality will be introduced.
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1. Introduction

Electrical disturbances have important economic consequences for the consumer and the
utilities, a fact which increases from the new electricity regulatory framework. Thus, Electric
Power Quality, EPQ, has now become a priority within the field of electrical engineering.
Power-quality deterioration is due to transient disturbances (voltage sags, voltage swells,
impulses, etc.) and steady state disturbances (harmonic distortion, unbalance, and flicker).
Among these are the so-called periodic disturbances such as distortion of the voltage and
current waveforms, or unbalanced three-phase systems, [1-2]. This chapter is focused specif‐
ically on harmonic and unbalance phenomena.

These quality problems have entailed the need for measuring equipment to monitor the
installation at the user side such as electric power quality analyzers, [3-7]. This equipment
has  a  great  number  of  quantities  available  relating  to  the  harmonic  distortion  for  each
phase. Each measurement is usually composed of the voltage and current total harmonic
distortion  (THD)  index,  and  RMS  values  of  the  total  waveforms  and  the  fundamental
component. One problem with characterization of these data is representation of harmon‐
ic distortion when the installation has very different distortion levels in each phase. There
are two choices: to consider the distortion level of each phase separately, managing three
times  more  information,  or  to  characterize  the  installation  distortion  using a  global  pa‐
rameter which considers the whole three-phase system, [5, 7]. The first approach is more
interesting for analyzing the cause of the problems in an installation. The second is more
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suited to characterizing the distortion level of the whole installation. This point of view is
adopted in this chapter.

On the other hand, it is necessary to know the responsible for the production of periodic
perturbations. That is, first, identification of distortion sources, and secondly, unbalances
emission. Regarding on localization of sources producing distortion two different ap‐
proaches can be distinguished: a) those based on measurements taken on the point of com‐
mon coupling, PCC, [9-21], b) those based one measurement taken and processed
simultaneously on different metering sections placed on the line connected to the same PCC,
[22-24]. This chapter is developed within the first group. Thus, the objective to localization
of sources producing distortion is to measure instantaneous values of current and voltage in
each of the branches of the PCC, and from these measurements, establish which consumers
are responsible for generating the distortion and quantify the distortion generated by each
consumer. Regarding the issue of unbalance emission, it is measurement and evaluating the
negative and zero sequence currents injected by loads of unbalanced structure at the PCC.

Originally, the problem was analyzed through the harmonic power sign with the objective
of knowing the sense of harmonic power flow between source and one load in distorted sys‐
tems. Nowadays, it has already been established in the technical literature that an analysis
of this kind does not solve the problem, [10-11]. Recently, new indices have been introduced
to evaluate a specific consumer distortion and unbalance level, [12, 15, 19]. In this chapter, a
comparative analysis of these indices is carried out, having as reference different practical
cases. The results obtained show that, in fact, these indices can help to valuate the periodic
perturbation, although none of them solve the question definitively.

More recently, it has been found that the measure of quality indices of EPQ presents addi‐
tional difficulties in the presence of capacitors. The capacitor do not produce harmonic but
their presence contributes to the amplification of the harmonics existing in the electrical net‐
work. The capacitor behaviour makes that the indices proposed up now to identify distor‐
tion sources fail in the presence of this element, [25]. However, in [21] has proposed a new
method that resolves the situation.

The chapter is structured as follows. Second section begins with the definitions of effective
voltage and current contained in the IEEE Standard 1459 and continuous with the most suit‐
ed distortion and unbalance indices for three-phase four-wire networks for characterizing
the quality of the waveforms present in the PCC. In third section presents the theoretical ba‐
sis of the main methods to identify sources of unbalance and distortion: harmonic powers,
conforming and nonconforming currents, balanced linear currents and unbalanced non-line‐
ar currents. A comparative analysis of different PQ indices based on digital simulations has
been performed. The fourth section analyzes the problems that present PQ indices in the
presence of installed capacitor banks for power factor correction. The fifth section describes
an experimental setup for measuring the PQ indices of a three-phase nonlinear load con‐
nected to the mains. Finally, a discussion of the results and conclusions are extracted.
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2. Assessment of harmonic distortion and unbalance in power systems

In any system of measurement for power system, is usual to introduce a number of quanti‐
ties characterizing the waveforms of voltage and current. This requiere to define the effec‐
tive values of voltage, Ve, and current, Ie; here the definitions adopted in the IEEE Standard
1459-2000 (Std 1459), [26], are introduced. The definitions of these quantities are directly re‐
lated to the definition of apparent power. Thus, in the 1459 Std apparent power is the maxi‐
mum power that can be transmitted under ideal conditions (sinusoidal single phase or
balanced three-phase sinusoidal systems) with the same impact of voltage (on the insulation
and on the no-load losses) and the same impact of current (or line losses) from the PCC on
the network. From this definition equivalent values of voltage and current which character‐
ize the load impact on the power system are deduced.

2.1. Preliminary definitions

The explicit expression of the apparent power depends on how are characterized these volt‐
age and current impacts. To determine the apparent power, we introduce an equivalent
voltage and an equivalent current of a balanced system of positive sequence to produce the
same impact on the network voltages and currents present in the system. In the following
are determined equivalent quantities, effective voltage, Ve, and effective current, Ie.

A three-phase system consisting of an unbalanced load is supplied by a four-wire system
wherein each of the lines has a resistance r and the neutral conductor has a resistance rn. The
effective current value, Ie, is

( )2 2 2 21 ;
3

n
e a b c n

r
I I I I I

r
r r= + + + = (1)

The 1459 Std is ρ = 1. On the premises of medium and low voltage typical ρ = 0.2 - 4. Today,
digital instrumentation can develop equipment that can adjust ρ for any default.

The next step is to find an effective voltage Ve. This will take into account the non load pow‐
er losses in magnetic cores of transformers and insulation 'upstream' of the load. Standard
means that losses (non load losses voltage-dependent), PY, which are due to the line-neutral
voltages and losses (non load losses voltage-dependent), PΔ, which are due to the line-line
voltages are equal. Thus, the expression for Ve:
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Where ξ is the power ratio,
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x D= (3)

Later, the concept of losses which depend on the voltage was abandoned in favor of which‐
ever of loads that consume an equivalent active power, so that to determine the equivalent
voltage Ve is assumed that the load is formed by a group resistors connected in Y, which
consume a power PY and a group connected in Δ, which consume a power PΔ. In any case
the St 1459 considers ξ = 1. To a three-wire three-phase system where ln = 0, the standard
recommended simplified expressions,
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referred to as the Buchholz-Goodhue, and original works proposed by the IEEE working
group on nonsinusoidal situations.

As already stated above, the definition Std 1459 takes as apparent power or effective appa‐
rent power of the system, Se, that originally suggested by F. Buchholz in 1922 and clarified
by W. M. Goodhue in 1933,

e e eS 3V I= (5)

Similarly for a total active power consumed by a load, P, the power factor is defined as,

e

PPF=
S (6)

relating the minimum power loss and the current power loss.

The RMS values of the magnitudes of phase voltage and line current are determined as,
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Likewise, it is desirable to split the effective voltage and current into two terms, one for the
fundamental harmonic and the other for the remainder of the harmonics,
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and the subscript 'H' refers to the whole of the harmonic components other than the funda‐
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2.2. Power quality indexes

The use of effective voltage and current values helps characterize the harmonic content of
the three-phase system by using the so-called total harmonic distortion (THD) rates of volt‐
age and current, [4]. Thus, for any phase ϕ (a, b, c) the voltage total harmonic distortion is,

2 3 41

1 1

2 2 2 22 2

2 2

. . .
N

V V V VV V
VTHD

V V
f f f ff f

f
f f

+ + + +-
= = (11)

and the current total harmonic distortion is,
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where the second subscript represents the order of the harmonic. These indices THD, har‐
monic content of the waveform are compared with the fundamental harmonic. This is a defi‐
nition in the standard IEC 61000 and is common in commercial network analyzers.
However, a second definition is introduced where the harmonic content is compared to the
RMS value of the waveform, [8]. Here we refer to this factor as the rate of total demand dis‐
tortion, TDD. For voltage,
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Later, the concept of losses which depend on the voltage was abandoned in favor of which‐
ever of loads that consume an equivalent active power, so that to determine the equivalent
voltage Ve is assumed that the load is formed by a group resistors connected in Y, which
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recommended simplified expressions,

2 2 2 2 2 2
;

9 3
ab bc ca a b c

e e
V V V I I I

V I
+ + + +

= = (4)

referred to as the Buchholz-Goodhue, and original works proposed by the IEEE working
group on nonsinusoidal situations.

As already stated above, the definition Std 1459 takes as apparent power or effective appa‐
rent power of the system, Se, that originally suggested by F. Buchholz in 1922 and clarified
by W. M. Goodhue in 1933,
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relating the minimum power loss and the current power loss.
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where the second subscript represents the order of the harmonic. These indices THD, har‐
monic content of the waveform are compared with the fundamental harmonic. This is a defi‐
nition in the standard IEC 61000 and is common in commercial network analyzers.
However, a second definition is introduced where the harmonic content is compared to the
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and to the current,

2 3 41

2 2 2 22 2

2 2

. . .
N

I I I II I
ITDD

I I
f f f ff f

f
f f

+ + + +-
= = (14)

The values provided by THD and TDD factors are often very similar to waveforms with low
distortion, yet their differences are more significant for high distortions. THD factors indi‐
cate a very high value, even infinite, when the waveform has a very small or zero value of
the fundamental harmonic. Moreover, TDD values are always below 100% and this is some‐
what larger errors in measurement instrumentation versus normal situations THD distor‐
tion.

The distortion characterization of the global systems requires extending the definition of
harmonic distortion rates to three-phase systems. The rate of three-phase voltage total har‐
monic distortion, VTHD3ϕ, and the rate of three-phase current, ITHD3ϕ, is defined as,
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Similarly, is possible to define the three-phase total demand distortion of voltage, VTDD3ϕ,
and the three-phase total demand distortion of current, ITDD3ϕ,
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According to their definition, the three-phase total demand distortion indices measure the
lack of conformity of the line voltage and current waveforms with respect to sinusoidal
waveforms, because of the harmonic content; without considering possible unbalances.

It is important to point out that these new indices may be calculated in a simple way with
the harmonic measurements available from a commercial device. Usually, a power quality
Analyzer supplies THD values, RMS values and fundamental component RMS values corre‐
sponding to each harmonic in each phase. So, the defined indices can be calculated for the
measurements of each phase. For instance, the three-phase distortion indices can be calculat‐
ed by means of the following expressions: to the voltage,
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and to the current
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To evaluate the unbalance conditions, a reference waveform may be established [2, 23]. In
this paper a reference voltage waveform and a reference current waveform are defined in a
similar way: they are sinusoidal and positive sequence waveforms whose RMS values, Ve1+

and Ie1+, are the effective voltage and current defined in similar form as (16), respectively.
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These new factors act as indices of non-conformity of voltage and current waveforms with
respect to sinusoidal waveforms of positive phase sequence of voltage and current, respec‐
tively. A comparison between the values obtained by applying the expressions (16) and (19)
would determine whether the periodic disturbances are mainly due to the presence of dis‐
tortion or the presence of unbalance. Finally, in [8] a weighted distortion index has been pro‐
posed. Their calculation is based on the RMS values of each phase. However, usually, the
three-phase power system is not balanced. So, the power transferred by each phase differs
considerably from the other phases. It affects the information supplied by the current indi‐
ces in a relevant manner. For that reason, the definition of a new distortion index which
takes this new effect into account may be interesting.

However, the indices defined in (17), (18), and (19) are not appropriated for establishing re‐
sponsibility, between customer and supplier, for the lack of electric power quality.

3. Localization of sources producing distortion

The identification of the loads they produce distortion has been addressed by analyzing the
direction of active harmonic power flow. Therefore, this section begins with the analysis of
active harmonic power. Other indices are introduced with the aim of overcoming the limita‐
tions of the method of harmonic powers. Several practical cases using a simulation environ‐
ment will be studied and a comparative analysis is performed.
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The identification of the loads they produce distortion has been addressed by analyzing the
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active harmonic power. Other indices are introduced with the aim of overcoming the limita‐
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3.1. Analisys of active harmonic powers

In a first approximation to the problem, balanced three-phase system are considered with
several non-linear loads connected to PCC. Figure 1 shows the equivalent single-phase cir‐
cuit, which includes n+ 1 branch, n corresponding to the loads and 1 to the supply. The grid
is represented by the Thevenin circuit constituted by a voltage source Vs in series with in‐
ductive impedance Zs. Certainly, PCC in figure 1 represents a bus of a distribution system.

Figure 1. Non linear balanced three-phase system equivalent circuit.

Consumers are supplied by single impedances, where each load is modelled as impedance
ZLj connected in parallel to a harmonic source ILj, for j branch. Due to the system topology, it
is necessary the measurement of voltage and current in each branch connected to the PCC.
From these measurements, the consumers responsible of distortion are established. Besides,
distortion generated by each one is quantified. Thus, figure 1 can be reduced to figure 2.

Consumers are supplied by single impedances, where each load is modelled as impedance
ZLj connected in parallel to a harmonic source ILj, for j branch. Due to the system topology, it
is necessary the measurement of voltage and current in each branch connected to the PCC.
From these measurements, the consumers responsible of distortion are established. Besides,
distortion generated by each one is quantified. Thus, figure 1 can be reduced to figure 2.

Figure 2. Sections of measurements in a power system simplified diagram with two loads connected to PCC.

From now on, diagram presented in figure 2 is considered as reference. There is a PCC
where a sinusoidal voltage source is connected through source impedance. Besides, several
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linear and nonlinear loads are connected. Sections of measurements on M, M1 and M2 are
considered.

A non-linear or time-varying load (measuring section M1) and linear load (measuring sec‐
tion M2) are considered to M. In M, bus voltage is non-sinusoidal due to the simultaneous
effects of distorted caused by non-linear loads upstream and downstream M. The analysis of
power systems which include non-linear loads can be carried out two subsystems. There is a
power flow between them corresponding to each harmonic, [1, 9]. The system analysis in
frequency domain needs the consideration of an equivalent circuit for each relevant har‐
monic. Thus, the system is simplified through a Thevenin equivalent circuit from the meas‐
uring section: a nonsinusoidal Thevenin voltage and frequency dependent Thevenin
equivalent impedance.

In general, there are harmonics common to Thevenin voltage and current incoming non-lin‐
ear loads. So, for each common harmonic there is a harmonic active power value corre‐
sponding to grid and consumer. Its sign depends on the subsystem responsible of the
prevalent contribution. According to this, a harmonic analysis can not identify the distortion
source from the active powers addition, but it only can identify the source which presents
the prevalent contribution. It is because both harmonic currents as harmonic powers are due
to the addition of two opposite contributions. Nevertheless, harmonic active and reactive
powers measurements were the approach mainly adopted to identify the pollution generat‐
ed by the consumer to the supply waveform quality.

3.1.1. An index to identify distorted loads based in harmonic powers

The analysis presented in above section suggests the necessity of finding an index which al‐
lows the evaluation of distortion generated by a specific load in the supply voltage system.
According to this approach, the index should be based on the measurements of harmonic
active powers corresponding to each load is needed. Several proposals within this approach
have appeared in last years. Among them, named harmonic phase index, ξHPI, [15], defined
as follows. A 3n current vector I is introduced where n is the maximum harmonic order con‐
sidered. Vector I is built with RMS values of each phase of each harmonic load current. This
is broken in two components, IS and IL whose elements corresponding to each harmonic are
defined as follows;
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The harmonic phase index here introduced is lightly different from the presented in [15],
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This index has the following significant characteristics for the purpose for which it is intro‐
duced. First, it is defined from the ratio of current RMS values that are the actual cause of
disturbances generated by loads in the grid. Second, different harmonic values are not add‐
ed, but in quadratic sum way. It avoids mutual cancellation between different harmonics.

3.2. Conforming and non-conforming currents

In [12], authors distinguish two kinds of loads, conforming loads and non-conforming loads.
A conforming load does not cause a change in voltage waveform distortion or in symmetry
of the phases. Any other load that changes the voltage waveform or symmetry is a non-con‐
forming load. Thus, from the harmonic point of view, the author considers that a conform‐
ing load presents a current collinear to the voltage. A typical load will be constituted by a
conforming part and a non-conforming part which may be modelled in a simple way by
means of two parallel elements. Current measured in the input i(t) will be the sum of cur‐
rents incoming to the conforming part in(t) and the non-conforming part id(t). The conform‐
ing current is the part of the current that presents the same distortion level as supply
voltage. The rest of current is the non wished part of current; the incoming in non-conform‐
ing load. The split of power flow is obtained from the components established by the cur‐
rent.

Voltage and current measured in load terminals are expressed as the addition of fundamen‐
tal harmonic and other components multiple of fundamental.
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The conforming current presents the same variation as voltage waveform and its phase may
be lower or higher. On the other hand, due to the fact that the load can not generate power
at fundamental frequency, conforming current evolves the complete fundamental active and
reactive powers. Conforming current at fundamental frequency In1 is equal to the total cur‐
rent at fundamental frequency, I1. The rest of components to the conforming current for dif‐
ferent frequencies are proportional to the corresponding harmonic voltage components. The
proportional constant is a complex ratio:
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Expressions in time domain for each line current are:

( )dI
NC 100 %

I
= ´ (24)

Where V1 and I1 are fundamental voltage and current RMS values in PCC, θ1 and ϕ1 are volt‐
age and current fundamental phases, θk is the k order harmonic phase of voltage and i(t) is
the load current. The index of distortion proposed en [12] is the non collinear index, NC,
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where Id is id(t) RMS value.

3.3. Linear and nonlinear current

The problem of separating the contributions to the distortion of the supply and the consum‐
er was approached was reasoned in [19] as follows. The deterioration of EPQ due to har‐
monics can be caused simultaneously in several points of network. Voltage and current
waveforms measured in PCC are due to the combined effect of several polluting equipment
connected in different places in the network. It is possible the determination of the specific
load contribution to harmonic distortion, whereas all other is considered in the supply side
which includes the rest of loads. The first step is fixing the ideal load conditions. Any load
which shows a linear and balanced behavior represents and ideal load condition. In fact, if
specific load is balanced and linear, the supply is the only responsible of harmonic distor‐
tion in PCC. Initially, it is necessary the identification of waveform of incoming current if an
equivalent linear and balanced load is presented instead of the actual incoming load current.
This load can be defined as the linear load that requires a fundamental active power equal to
the fundamental active power actually flow by PCC. It requires a distorted current but it is
not responsible of the distortion.

In order to model the three-phase balanced linear ideal load, three identical RL branches
have been considered. Through the evaluation of R, L parameters, the part of load that rep‐
resents the equivalent ideal load can be identified. So, from the consumer side, it is always
possible the estimation of the linear load. This part of the actual load requires a balanced
and linear which constitute an ideal current and represents one component of the load cur‐
rent in PCC. If ideal current is almost total current, the load is not responsible of distortion
problems.

Equivalent balanced and linear load parameters R and L are estimated in phase ‘a’ accord‐
ing to the procedure indicated as follow, (the same method can be applied to phases ‘b’ and
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ing current is the part of the current that presents the same distortion level as supply
voltage. The rest of current is the non wished part of current; the incoming in non-conform‐
ing load. The split of power flow is obtained from the components established by the cur‐
rent.

Voltage and current measured in load terminals are expressed as the addition of fundamen‐
tal harmonic and other components multiple of fundamental.
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The conforming current presents the same variation as voltage waveform and its phase may
be lower or higher. On the other hand, due to the fact that the load can not generate power
at fundamental frequency, conforming current evolves the complete fundamental active and
reactive powers. Conforming current at fundamental frequency In1 is equal to the total cur‐
rent at fundamental frequency, I1. The rest of components to the conforming current for dif‐
ferent frequencies are proportional to the corresponding harmonic voltage components. The
proportional constant is a complex ratio:
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Expressions in time domain for each line current are:

( )dI
NC 100 %

I
= ´ (24)

Where V1 and I1 are fundamental voltage and current RMS values in PCC, θ1 and ϕ1 are volt‐
age and current fundamental phases, θk is the k order harmonic phase of voltage and i(t) is
the load current. The index of distortion proposed en [12] is the non collinear index, NC,
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where Id is id(t) RMS value.

3.3. Linear and nonlinear current

The problem of separating the contributions to the distortion of the supply and the consum‐
er was approached was reasoned in [19] as follows. The deterioration of EPQ due to har‐
monics can be caused simultaneously in several points of network. Voltage and current
waveforms measured in PCC are due to the combined effect of several polluting equipment
connected in different places in the network. It is possible the determination of the specific
load contribution to harmonic distortion, whereas all other is considered in the supply side
which includes the rest of loads. The first step is fixing the ideal load conditions. Any load
which shows a linear and balanced behavior represents and ideal load condition. In fact, if
specific load is balanced and linear, the supply is the only responsible of harmonic distor‐
tion in PCC. Initially, it is necessary the identification of waveform of incoming current if an
equivalent linear and balanced load is presented instead of the actual incoming load current.
This load can be defined as the linear load that requires a fundamental active power equal to
the fundamental active power actually flow by PCC. It requires a distorted current but it is
not responsible of the distortion.

In order to model the three-phase balanced linear ideal load, three identical RL branches
have been considered. Through the evaluation of R, L parameters, the part of load that rep‐
resents the equivalent ideal load can be identified. So, from the consumer side, it is always
possible the estimation of the linear load. This part of the actual load requires a balanced
and linear which constitute an ideal current and represents one component of the load cur‐
rent in PCC. If ideal current is almost total current, the load is not responsible of distortion
problems.

Equivalent balanced and linear load parameters R and L are estimated in phase ‘a’ accord‐
ing to the procedure indicated as follow, (the same method can be applied to phases ‘b’ and
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‘c’). If phase ‘a’ equivalent linear impedance is named by Z1a, the R-L series circuit at funda‐
mental frequency is:
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where V1a and I1a are voltage and current RMS values of fundamental frequency, respective‐
ly, in PCC, and θ1a and ϕ1a are phase angle of those magnitudes. So,

12 , 1, 2,ka aX k f L k np= = L (27)

where X1a represents reactance of R-L series combination at fundamental frequency, f1, and
Ra and La are the corresponding parameters. Reactance values to voltage harmonic compo‐
nents are,
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The skin effect is neglected, that is, the resistance is assumed to be constant for all frequen‐
cies, and hence,
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where n is the most significant order of harmonic. As a consequence, current in the ideal lin‐
ear load in phase ‘a’ is,

( ) ( ) ( )nLa a Lai t i t i t= - (30)

This is the equivalent linear current and the supply system is the only responsible of its dis‐
tortion. The difference between measured current and calculated ideal current is defined as
non-linear current:
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( )100 %nLa
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NL
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= ´ (31)

The non-linear current indicates how much the actual load current in phase ‘a’ differs from
the ideal linear load in terms of harmonic distortion. Thus, an index of non-linear current is
defined with the intention to provide reliable information about distortion caused by the
consumer:

( )2
+ a b c

1V V +aV +a V
3

= (32)

where InLa and Ia are the RMS values corresponding to non-linear and actual current, respec‐
tively.

3.4. Practical cases: Digital simulations

Harmonic powers and indices for assessing the harmonic distortion introduced in the previ‐
ous sections have been applied to the system shown in Figure 3. This is a balanced system
consisting of two AC / DC converters controlled firing angles 25° (Rectifier 1) and 45° (Recti‐
fier 2).

Figure 3. Circuit topology for the practical cases.

3.4.1. Case 1: Sinusoidal voltage

In the first situation has been considered a sinusoidal Thevenin voltage upstream of M and
network parameters given by R = 0.005 Ω and L = 9,5x10-5 H. Under these conditions, the
measuring point M, the VTDD is 15.06%.
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Table 1 lists the powers of the main harmonics in the three measurement points M, M1, M2,
Figure 3. The same table includes the values of total active power, fundamental and har‐
monic power in the three sections of measurement.

Two loads Load 1 Load 2

P1 (W) 1.9129·105 1.1377·105 7.7512·104

P5 (W) -3.4427·102 -1.2706·103 9.2632·102

P7 (W) -1.2238·101 -2.1575·101 9.3370·100

P11 (W) 3.7115·101 1.5520·102 -1.1809·102

P13 (W) 1.1830·102 2.7183·102 -1.6761·102

P17 (W) 4.7315·101 2.7183·102 -2.2452·102

PT (W) 1.9127·105 1.1365·105 7.7620·104

PH (W) -1.4683·101 -1.2237·102 1.0769·102

Table 1. Active powers of the main harmonics and global results for the case 1.

The total harmonic power (point M) is -14.68 W in the direction of power flow from consumer
to network. This is because the harmonic powers of certain orders are negative and larger abso‐
lute value than those of the harmonics with positive powers. Harmonic power measuring sec‐
tion M becomes a indicator of consumption nonlinear produced downstream of M. However,
the presence of two non-linear loads of different consumption changes the situation and the
harmonic power fail when their values are obtained in the measuring sections M1 and M2. In‐
deed, in the section of the M2 measure harmonic power PH2 is 107.69 W in the direction from
network to load, while in M1, the harmonic power PH1 is -12.37 W in the direction from load to
network. That is, the method of direction of power flow, when more than one source of distor‐
tion, determines the prevalent power for each harmonic, corresponding to the power flows in
opposite directions, load to network versus network to load, into measuring point. Therefore,
when more than one source of distortion, it is not possible to reliably identify the responsible of
the disturbance through only the harmonic power. Table 2 presents four indices to assess the
distortion. The first ITDD characterized the harmonic content of the current waveforms. The
remaining three are defined to identify sources of distortion.

Two loads Load 1 Load 2

ITDD 23.59 31.14 37.68

HPI 22.08 26.37 16.70

NC 29.76 34.92 41.30

NL 25.92 33.17 38.97

Table 2. Current Total Demand Distortion, Harmonic Phase Index, Non Collinear Index and Non Linear Index values for
the case 1.
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HPI index account the current values prevailing at the measuring point. HPI indices in the
three measuring points indicate currents prevalent from consumer to source direction, and
are suitable for assessing the contribution of both loads. The same table 2 also includes the
indices NC and NL. For measures in M, the three indices have consistent values. However,
for each individual load, the HPI index assigns greater responsibility for the distortion to the
load 1 before to the load 2, while NC and NL rates assigned greater responsibility to the
load 2 before to the load 1. The values obtained by the latter two are consistent.

3.4.2. Case 2: Non-sinusoidal voltage

Tables 3 and 4 present the results for the same system of figure 3 but this time the TDD voltage
at point M is 12.67%. In this case, the Thevenin voltage network is not sinusoidal but includes
harmonics of order 5 and 7. Harmonic powers PH are positive in all measurement points.

Two load Load 1 Load 2

PT(W) 1.54371·105 9.7743·104 5.6623·104

P1 (W) 1.4796·105 9.5058·104 5.2907·104

PH (W) 6.4011·103 2.6845·103 3.7166·103

Table 3. Active powers of the main harmonics and global results for the case 2.

The indices NC and NL, Table 4, have values consistent with those obtained in the previous
situation. But not so with HPI indices showing less stability against variations in network
conditions. This time the HPI index shows an allocation of responsibility for the distortion
between charges 1 and 2 contrary to case 1. By contrast, the results table further shows ade‐
quate stability of NL and NC indices versus distortion variations network.

Two loads Load 1 Load 2

ITDD 23.62 30.78 38.25

HPI 6.78 2.28 20.83

NC 30.67 35.57 42.97

NL 25.46 33.00 38.82

Table 4. Current Total Demand Distortion, Harmonic Phase Index, Non Collinear Index and Non Linear Index values in
the case 2.

4. On the measurement of PQ indices in the presence of capacitor bank

In [21, 25] has shown experimentally that the presence of equipment power factor compen‐
sation capacitors based on amplified the distortion existing in the network. Moreover, as
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HPI index account the current values prevailing at the measuring point. HPI indices in the
three measuring points indicate currents prevalent from consumer to source direction, and
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load 1 before to the load 2, while NC and NL rates assigned greater responsibility to the
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discussed later, the techniques proposed for assigning responsibility for harmonic distortion
penalize capacitors like nonlinear loads. This is in clear contradiction with the vast majority
of standards that require the use of capacitors for power factor correction to the fundamen‐
tal frequency.

Indeed, an electronic load of the type power converter absorbs a current obtained through
the sudden switching of electronic devices according to the on-off states. This current pro‐
duces voltage drops in the inductive impedance of the grid, causing voltage peaks in the
voltage waveform at the PCC. As a result, the current drawn by the linear load has a peak
and RMS values higher because the load capacitors which tend to emphasize the high har‐
monics at the facility. This would be the case, for example, a set of discharge lamps (com‐
pensated) connected to the same PCC that a nonlinear load. The simplified equivalent
circuit comprises an ohmic-inductive branch and a capacitive branch. High current harmon‐
ics are almost completely absorbed by the capacitive branch, since its impedance at these
frequencies is very small compared with that of the other branch. This contributes to the in‐
creased distortion of the current absorbed by the linear load. Therefore, although the capaci‐
tors do not introduce new harmonics on the network, if they can dramatically amplify
existing distortion produced by nearby non-linear loads.

To illustrate the situation has been considered a system consisting of a six-pulse rectifier
controlled with a consumption of 91.77 kW in parallel with a line load consisting of 4 Ω re‐
sistor in parallel with a capacitor of 0.1 mF. The figure a) shows the waveform of the phase
voltage at the PCC and figure b) the waveform of the current drawn by the RC load.

This has consequences for the effectiveness of the various indices introduced to identify
sources of distortion. The situation is illustrated through two practical cases of simulation.

4.1. Case 1: Inductive and capacitive linear loads

Consider two linear loads for the same topology of Figure 3, the first consisting of a R = 2 Ω
in series with an L = 0.01 H, and the second one R = 2 Ω in series with a C = 0.001 F; the
supply voltage includes harmonics of orders 5 and 7. Tables 5 and 6 present the results.

Two loads Load 1 Load 2

P1 (W) 4.4590·104 2.2504·104 2.2086·104

P5 (W) 7.4478·102 1.2859·101 7.3192·102

P7 (W) 9.0580·101 7.7483·101 8.9805·101

PT (W) 4.5425·104 2.2518·104 2.2908·104

PH (W) 8.3536·102 1.3634·101 8.2172·102

Table 5. Harmonic and total powers in the case 1.
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Two loads Load 1 Load 2

ITDD 17.43 2.46 18.94

HPI 0.00 0.00 0.00

NC 7.34 12.74 20.58

NL 7.34 0.00 18.08

Table 6. PQ indices in the case 1.

Analysis of Table 6 shows how, in this case, only HPI rate indices identify the presence of
linear loads in each measuring point. Although the HPI index identifies linear loads, howev‐
er, then you will see that this index does not succeed when the system is unbalanced. The
NL index can identify the RL load as linear but fails with RC load. The NC index fails to
identify any such linear loads.

4.2. Case 2: Non linear load and capacitive load

Secondly, we have been considered a six-pulse controlled rectifier (load 1) in parallel with a
linear load RC (load 2). This case is the same as above was used to obtain the waveforms
presented in Figure 4. The table 7 includes the values obtained for the deferent indexes. In
this case none of the identified indexes load 2 as linear load. The ITDD is the amplification
of harmonics due to the presence of the capacitive load. Rates of identification of nonlinear
loads HPI, NC, and NL, have high values for linear RC load.

Two loads Load 1 Load 2

ITDD 28.90 33.78 56.49

HPI 28.56 32.32 40.37

NC 31.95 34.84 56.04

NL 30.48 34.82 53.80

Table 7. Index values with the presence of capacitor banks.

5. Assessment of unbalance emission

From the point of view of electromagnetic compatibility we distinguish between immunity
and emission of a particular disturbance. The emission of imbalance consists of measuring
the current phase sequence different from the positive sequence injected by an unbalanced
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er, then you will see that this index does not succeed when the system is unbalanced. The
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load into the PCC. This section introduces the most common index to assess the imbalance
emission.

5.1. Conforming and nonconforming unbalance current

Regarding the issue unbalance, for three-phase phase voltages Va, Vb, and Vc, and line cur‐
rents Ia, Ib, and Ic, symmetrical components at the fundamental frequency are considered, V +,
V-, V0, I+, I- and I0. These are defined for the voltages by the following expressions:

( )2
- a b c

1V = V +a V +aV
3

(33)

( )0 a b c
1V = V + V + V
3

(34)

n+ +I = I (35)

Where complex number a=exp(j2π/3). Similarly symmetrical components of currents are de‐
fined. The conforming current is the current that retains the same level of unbalance that the
three-phase voltages, and coincides with the positive sequence current of the load current.
Thus, the conforming current accomplishes all the active power and reactive power of posi‐
tive sequence.

+
+

+

V
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I (36)

The ratio between V + and I + determines the impedance to the positive sequence current
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+ +
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The negative sequence component and zero sequence component of the conforming current
will be in the same proportion as the sequence components of voltage, that is,
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+ +
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d+I 0= (39)
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The non conforming current is the current balance. In terms of symmetrical components,

d- - n-I = I -I (40)

d0 0 n0I = I -I (41)
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Finally, the three phase values (Ida, Idb, Idc) are obtained from the inverse transformation of
Fortescue. Although the author does not indicate a specific index of unbalance, we have con‐
sidered the ratio of norm of non-conforming currents with respect to the norm of the real
current, NC_unb.

5.2. Balanced linear currents and unbalanced non-linear currents

To define an index that takes into account the charge imbalance, be chosen as the reference
phase current phase extracted with the minimum RMS value. For further analysis this phase
will be considered as phase ‘a’. According to the procedure developed by the authors, [19],
for estimating the parameters, it is assumed that the equivalent linear and balanced load is
made up by three linear loads, balanced, equal to the estimated linear load for the phase 'a'.
Thus, the current absorbed by the phases 'b' and 'c' for the same RL series load, estimated on
phase 'a', are

( ) ( ) ( ) ; ,unlj j blji t i t i t j b c= - = (43)

These currents are called "balanced linear currents" and only responsible for the unbalance
and distortion is the delivery system. The difference between the measured actual current in
each phase and the calculated ideal current is called "unbalanced non-linear current",

( ) ( ) ( ) ; ,uj unlj nlji t i t i t j b c= - = (44)

These currents expresses how the phases 'b' and 'c' differ from ideal reference conditions in
terms of phase unbalance and distortion. On the other hand, it is possible to calculate non‐
linear currents inlj (t) (j = b, c) for phases 'b' and 'c' in the manner provided in the previous
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load into the PCC. This section introduces the most common index to assess the imbalance
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section. Assuming that it is possible to separate the contribution of the distortion only by
subtracting the nonlinear current inlj (t) of iunlj (t) in the corresponding phase, then,

( )100 %u

nl

i
i

´ (45)

These currents expresses how the phases 'b' and 'c' differ from ideal reference conditions on‐
ly in terms of phase unbalance.

Once they have been introduced all these current components, it is possible to determine the
degree of unbalance of a three phase load through the following definition of "unbalance
current index",
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Where RMS values Iuj and Ij and norms of the set phase currents are defined as follow,
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Ikuj and Iknlj are the RMS values of corresponding harmonic components of iuj (t) and inlj(t).
Defined (46) has the disadvantage that for linear unbalanced loads takes very high values,
even infinite. So, here has changed their definition by making the rate against the norm of
the real current.

Finally it is also possible to evaluate the harmonic distortion on a three-phase basis by com‐
bining the values of the three different rates of each phase in a single index defined as the
ratio between the norm of non-linear currents and the norm of the load currents.

5.3. Practical case: Digital simulation

As a case study a three-phase nonlinear unbalanced system is considered. A set of three
loads are connected at the PCC. The load 1 is a balanced three-phase topology formed by
three single-phase rectifier with a RL branch into DC side. The load 2 is an unbalanced non-
linear load constituted by a single-phase rectifier with a RC branch into DC side in one
phase and two resistors of different values in the remaining phases. Finally, the load 3 is a
linear inductive and unbalanced load. Table 8 shows the total and harmonic powers, respec‐
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tively, for each of the loads and for the whole of them. This time the harmonic power identi‐
fies the first two loads as non-linear and third load as linear.

Three loads Load 1 Load 2 Load 3

PT(W) 3.5433x104 1.2740x104 4.2502x103 1.8443x104

PH(W) -3.4792 -2.4387 -3.7266 2.6861

Table 8. Harmonic and total active powers for unbalance loads.

Table 9 presents the usual distortion indices. They identify the sources of distortion except
index HPI. This is based on the direction of power flows for each harmonic between net‐
work and load, and masks the power unbalance due to it. However, no information is pro‐
vided on the issue of unbalance.

On the other hand, NC and NL indices identify the load 1 and the load 2 as non-linear, and
the load 3 as linear.

Three loads Load 1 Load 2 Load 3

ITDD 25.86 59.53 86.35 1.27

HPI 25.97 39.67 86.56 35.59

NC 18.75 40.72 73.64 0.50

NL 16.80 34.02 83.41 0.20

Table 9. PQ indices in the practical case with unbalance loads.

Table 10 presents the values of the unbalance indices ITDD+, NC_unb and UC. The first
characterized the conformity of the current waveform of each load with the balanced sinus‐
oidal waveform. The remaining indices identify unbalance responsability. Both identify the
balanced load (load 1) and assign a value to unbalance loads.

Three loads Load 1 Load 2 Load 3

ITDD+ 46.16 59.53 89.21 64.67

NC_unb 26.71 0.27 30.27 47.14

UC 41.19 0.29 25.38 68.99

Table 10. Indices of unbalance in the practical case with asymmetrical conditions.

One issue to note is that NC_unb index is obtained by applying the symmetrical compo‐
nents, while the UC not, this could lead to it not identify a supply voltage of negative se‐
quence.
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Where RMS values Iuj and Ij and norms of the set phase currents are defined as follow,
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linear load constituted by a single-phase rectifier with a RC branch into DC side in one
phase and two resistors of different values in the remaining phases. Finally, the load 3 is a
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tively, for each of the loads and for the whole of them. This time the harmonic power identi‐
fies the first two loads as non-linear and third load as linear.
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Table 8. Harmonic and total active powers for unbalance loads.

Table 9 presents the usual distortion indices. They identify the sources of distortion except
index HPI. This is based on the direction of power flows for each harmonic between net‐
work and load, and masks the power unbalance due to it. However, no information is pro‐
vided on the issue of unbalance.

On the other hand, NC and NL indices identify the load 1 and the load 2 as non-linear, and
the load 3 as linear.

Three loads Load 1 Load 2 Load 3

ITDD 25.86 59.53 86.35 1.27

HPI 25.97 39.67 86.56 35.59

NC 18.75 40.72 73.64 0.50

NL 16.80 34.02 83.41 0.20

Table 9. PQ indices in the practical case with unbalance loads.

Table 10 presents the values of the unbalance indices ITDD+, NC_unb and UC. The first
characterized the conformity of the current waveform of each load with the balanced sinus‐
oidal waveform. The remaining indices identify unbalance responsability. Both identify the
balanced load (load 1) and assign a value to unbalance loads.

Three loads Load 1 Load 2 Load 3

ITDD+ 46.16 59.53 89.21 64.67

NC_unb 26.71 0.27 30.27 47.14

UC 41.19 0.29 25.38 68.99

Table 10. Indices of unbalance in the practical case with asymmetrical conditions.

One issue to note is that NC_unb index is obtained by applying the symmetrical compo‐
nents, while the UC not, this could lead to it not identify a supply voltage of negative se‐
quence.
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6. Practical cases: Experimental results

In the order to perform a validation of the results of simulations and verify the stability of
the indices, has been built an experimental platform consists of three single-phase rectifiers
connected in star and fed directly from the supply network. On the DC side of each rectifier
has been connected a parallel RC branch, composed of a variable resistor and a capacitor
2200 μF, thus forming a nonlinear load, see Figure 5.

The measurement system consists of a data acquisition card (dspace-CP1104) and a signal
conditioning system formed by three voltage sensors (LEM LV25-P) and three current sen‐
sors (LEM LA35-NP), thus the voltage and current signals are taken simultaneously, with‐
out introducing any phase change that could affect the accuracy of measurements. For data
acquisition and processing, has developed a virtual instrument using Matlab and Control‐
Desk. This instrument stores the instantaneous values of each phase voltage and line cur‐
rent. The configuration of the virtual instrument was made following the recommendations
EN 61 000-4-7 and EN 61 000-4-30, so that has been used window equal to five cycles of the
fundamental component and a sampling frequency of 6400 Hz, thus avoiding problems of
aliasing and leakage errors.

To evaluate the theory and the results obtained in simulations has been carried out daily
measurements along a day at regular intervals of one hour. In this way has been possible to
evaluate the changes into indices for two different cases, a non lineal balanced load(case A)
and another case with non lineal unbalanced load (case B). In both cases the supply system
network was used for feeding the loads.

6.1. Case A: Non linear and balanced load

In this case the load connected to the DC side of the three rectifiers consists of a resistance of
120 Ω in parallel with a capacitor 2200 μF. In Figure 6 (a) displays the voltage waveforms of
the three phases whereas the Figure 6 (b) shows the waveforms of the currents taken from
one of the measurements performed on the test system.

Table 11 shows the values of total active power (PT) consumed by the load on the three dif‐
ferent measurements made throughout the session, as well as fundamental harmonic (P1)
and the values of total active harmonic power (PH).

M 3 M 15 M 21

PT (W) 2134.00 2245.00 2210.00

P1 (W) 2169.00 2288.90 2254.40

PH (W) -35.02 -43.85 -44.41

Table 11. Active powers of the main harmonics of the test system in Figure 4 with Non linear and balanced load (Case
A).
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Due to variations in the supply voltage throughout the day, small variations are produced
in the active power consumed by the load. Analysis of Table 11, it follows that, as corre‐
sponding to the nonlinearity of the load, the total active harmonic power is negative. Fur‐
thermore. it can be seen as the values of total active harmonic power (PH) are very small
compared to the active power of fundamental harmonic. Moreover, as expected, there was a
small value of VTDD throughout the day, about 3%, while the value of ITDD is considerably
higher, around 78%. Figure 7 (a) shows the variations of VTDD throughout the day, where‐
as in Figure 7 (b) shows the variations of ITDD along test system and includes the results of
the different rates to be evaluated.

6.2. Case B: Non lineal and unbalanced load

For unbalancing the load has changed the value of the resistances of each rectifier DC side,
so that R1 = 80 Ω, R2=120 Ω and R3 = 484 Ω, while the capacitor is the same in the three
loads, 2200 μF. In Figure 8 (a) shows the waveforms of voltages (supply network) whereas
the figure 8 (b) shows the waveforms of currents resulting from the measurements taken.

Table 12 shows the values of total active power (PT) consumed by the load on the three
measurements made throughout the session, as well as the values of total active harmonic
power (PTH), and active power for the fundamental (PT1).

Figure 9 shows how the measurement system includes all of the daily variation harmonic
content and unbalance of the supply network voltage, whereas in Figure 9 (b) shows the dai‐
ly trend of results unbalanced indices calculated for the same period.

M3 M15 M21

Phase L1 Phase L2 Phase L3 Phase L1 Phase L2 Phase L3 Phase L1 Phase L2 Phase L3

P1 (W) 993.43 714.46 194.32 1041.80 752.64 202.11 1037.50 751.76 200.94

PTH (W) -30.46 1958.80 1951.10

PT (W) 1871.80 1996.60 1990.20

PT1 (W) 1902.20 -37.82 -39.13

Table 12. Active powers of the main harmonics of the test system in Figure 4 with Non lineal and unbalanced load
(Case B).

The experimental results confirm the simulation results on the information provided by the
PQ indices. The measurements show that for a typical load balanced/unbalanced nonlinear
connected to the supply network, all the indices analyzed included some variations to
changes of TDD voltage within a reasonable range. In any case, the index NC_unb respect
the degree of unbalance, is the index experienced less variations. This index is defined from
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the fundamental harmonic symmetrical components, and therefore undergone fewer
changes for a given load.

7. Discussion of the results and conclusions

The strong presence of waveforms of voltage and current distorted and/or unbalanced in
electric power systems has driven the need to determine the contribution to the deteriora‐
tion of the PQ of consumers connected to supply networks. The method of the direction of
power flow has been widely used to identify the locations of harmonic sources. However,
this method is unable to solve this task in all situations. This procedure does not locate a
source of distortion in the case that there are multiple harmonics sources connected to the
PCC. To overcome this situation, other procedures have been introduced under the con‐
straint of seeking a solution, based on the realization of measures in only one section of the
PCC. These methods have introduced new indices as they are, HPI, NC and NL, that ad‐
vance but which do not solve the problem in all situations. Thus:

• The method of direction of harmonic power flow fails when there is more than a nonlin‐
ear load connected to the same PCC. The measurement of PH can be positive at the termi‐
nals of a nonlinear load. This is because the harmonic powers up the sum of PH are the
contribution of power flow of two opposing, in the sense from load to network and an‐
other from network to load. The result for each harmonic corresponds to the prevailing
power flow. Therefore, for the identification of sources of distortion, PH is a not suitable
indicator and would have to resort the study of the individual harmonics powers. How‐
ever, this method is the only one that unambiguously identifies the linear loads, including
those with capacitor banks for compensation.

• The index of harmonic phase, HPI, overcomes the drawbacks mentioned for the method
of harmonic power direction, using the RMS values of current in one direction or another
in the PCC. Moreover presents an adequate stability to changes in network distortion.
However, result in errors for linear loads on systems with unbalanced and with the pres‐
ence of the capacitor bank.

• The non-conforming current index, NC, while indicating the current component of the
load presented to the voltage distortion front, is not useful from the practical point of
view since it does not discriminate linear loads. In the case of the presence of capacitors is
identified as distortion source. Moreover, this index shows more variation compared to
other indices variations in the conditions of distortion of the mains.

• The non-linear current index, NL, it seems appropriate to characterize the current of a
nonlinear load distorted. It also presents few variations to changes in the distortion of the
mains voltage. However, the rate can result in errors in linear loads with different topolo‐
gies including the RL parallel and/or capacitive branches.

Respect to the issues of unbalance loads produced by asymmetrical operation has been in‐
troduced ITDD+ index as a measure of non-conformity of the waveform of actual current
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with respect to the balanced sinusoidal waveform positive sequence. This index, as the
ITDD, characterized the set of waveforms of a three phase system but will not identify un‐
balanced loads. Two indexes to locate unbalance are introduced: Current Unbalance index,
UC and Non-Conforming to the unbalance, NC_unb. Both identify the loads that are sources
of unbalance, however, the UC would not detect the case of a supply voltage of negative se‐
quence.

In conclusion, in the text above have reviewed the potential problems associated with the
assessment of power quality in electrical installations. In particular, we have introduced har‐
monic distortion and unbalanced to characterize the voltage and current waveforms. A com‐
parative analysis of the most common indices was made. Thus, to determine responsible for
the generation of distortion through measurements made in a single measurement section,
none of the indexes given is capable of resolving the issue reliably. However, since in prac‐
tice all loads are nonlinear, the NL is an appropriate index for assessing the distortion
source because it is little affected by the imbalance and distortion. For the determination of
the issue of unbalance NC_unb index has shown a good performance.
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other from network to load. The result for each harmonic corresponds to the prevailing
power flow. Therefore, for the identification of sources of distortion, PH is a not suitable
indicator and would have to resort the study of the individual harmonics powers. How‐
ever, this method is the only one that unambiguously identifies the linear loads, including
those with capacitor banks for compensation.

• The index of harmonic phase, HPI, overcomes the drawbacks mentioned for the method
of harmonic power direction, using the RMS values of current in one direction or another
in the PCC. Moreover presents an adequate stability to changes in network distortion.
However, result in errors for linear loads on systems with unbalanced and with the pres‐
ence of the capacitor bank.

• The non-conforming current index, NC, while indicating the current component of the
load presented to the voltage distortion front, is not useful from the practical point of
view since it does not discriminate linear loads. In the case of the presence of capacitors is
identified as distortion source. Moreover, this index shows more variation compared to
other indices variations in the conditions of distortion of the mains.

• The non-linear current index, NL, it seems appropriate to characterize the current of a
nonlinear load distorted. It also presents few variations to changes in the distortion of the
mains voltage. However, the rate can result in errors in linear loads with different topolo‐
gies including the RL parallel and/or capacitive branches.

Respect to the issues of unbalance loads produced by asymmetrical operation has been in‐
troduced ITDD+ index as a measure of non-conformity of the waveform of actual current
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with respect to the balanced sinusoidal waveform positive sequence. This index, as the
ITDD, characterized the set of waveforms of a three phase system but will not identify un‐
balanced loads. Two indexes to locate unbalance are introduced: Current Unbalance index,
UC and Non-Conforming to the unbalance, NC_unb. Both identify the loads that are sources
of unbalance, however, the UC would not detect the case of a supply voltage of negative se‐
quence.

In conclusion, in the text above have reviewed the potential problems associated with the
assessment of power quality in electrical installations. In particular, we have introduced har‐
monic distortion and unbalanced to characterize the voltage and current waveforms. A com‐
parative analysis of the most common indices was made. Thus, to determine responsible for
the generation of distortion through measurements made in a single measurement section,
none of the indexes given is capable of resolving the issue reliably. However, since in prac‐
tice all loads are nonlinear, the NL is an appropriate index for assessing the distortion
source because it is little affected by the imbalance and distortion. For the determination of
the issue of unbalance NC_unb index has shown a good performance.
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1. Introduction

The term ‘smart grid‘, is nowadays very often used in many publications and so far has
not been explicitly defined, however it refers mainly to such an operation of electricity
delivery process that allows to optimize energy efficiency by flexible interconnection of
central and distributed generators through transmission and distribution system to industrial
and consumer end-users [1], [3], [11], [13], [15], [17]. This functionality of power delivery
system requires the use of power electronic converters at generation, consumer and grid
operation levels. Harmonic pollution generated by power electronics converters is one of the
key problems of integrating them compatibly with the power grid, especially when its rated
power is high with relation to the grid’s short-circuit power at connection point [18], [19], [20].

Contemporary power electronics converters has already reached rated power of several
MW and are integrated even at the distribution level directly to medium voltage (MV)
grid. Power electronics technologies used nowadays in high power and MV static converter
increase the switching frequency significantly due to the availability of faster power
electronic switches which allows to increase power conversion efficiency and decrease
harmonic and inter-harmonic current distortion in frequency range up to 2 kHz. This trend
significantly increases harmonic emission spectrum towards higher frequencies correlated
with modulation frequency of switching conversion of power. Therefore typical harmonic
analysis up to 2 kHz in many power electronics application requires to be extended up to
frequency of 9 kHz which is the lowest frequency of typical electromagnetic interference
analysis interest. Numerous problems related to current and voltage harmonic effects on
contemporary power systems are commonly observed nowadays, also in frequency range
2− 9 kHz. Levels and spectral content of current distortions injected into electric power grids
are tending to increase despite the fact that the acceptable levels are determined by numerous
regulations [2], [3], [7], [9], [12], [14], [16].

In recent years many of grid-side PWM boost converters of relatively high rated power
have been introduced into power grid because of many advantages, like for example:
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1. Introduction

The term ‘smart grid‘, is nowadays very often used in many publications and so far has
not been explicitly defined, however it refers mainly to such an operation of electricity
delivery process that allows to optimize energy efficiency by flexible interconnection of
central and distributed generators through transmission and distribution system to industrial
and consumer end-users [1], [3], [11], [13], [15], [17]. This functionality of power delivery
system requires the use of power electronic converters at generation, consumer and grid
operation levels. Harmonic pollution generated by power electronics converters is one of the
key problems of integrating them compatibly with the power grid, especially when its rated
power is high with relation to the grid’s short-circuit power at connection point [18], [19], [20].

Contemporary power electronics converters has already reached rated power of several
MW and are integrated even at the distribution level directly to medium voltage (MV)
grid. Power electronics technologies used nowadays in high power and MV static converter
increase the switching frequency significantly due to the availability of faster power
electronic switches which allows to increase power conversion efficiency and decrease
harmonic and inter-harmonic current distortion in frequency range up to 2 kHz. This trend
significantly increases harmonic emission spectrum towards higher frequencies correlated
with modulation frequency of switching conversion of power. Therefore typical harmonic
analysis up to 2 kHz in many power electronics application requires to be extended up to
frequency of 9 kHz which is the lowest frequency of typical electromagnetic interference
analysis interest. Numerous problems related to current and voltage harmonic effects on
contemporary power systems are commonly observed nowadays, also in frequency range
2− 9 kHz. Levels and spectral content of current distortions injected into electric power grids
are tending to increase despite the fact that the acceptable levels are determined by numerous
regulations [2], [3], [7], [9], [12], [14], [16].

In recent years many of grid-side PWM boost converters of relatively high rated power
have been introduced into power grid because of many advantages, like for example:
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2 Power Quality

current harmonics limitation, reactive power compensation and bidirectional power flow.
Implementation of smart grids idea will conceivably increase this tendency because of
the need for bidirectional flow control of high power in many places of distribution and
transmission power grid.

Typical carrier frequencies used in AC-DC PWM boost converters are within a range from
single kHz for high power application up to several tens of kHz for small converters.
Important part of conducted emission spectrum generated by those types of converters is
located in frequency range below 2 kHz normalized by power quality regulations and above 9
kHz normalized by low frequency EMC regulation (especially CISPR A band 9kHz-150kHz).
In between those two frequency ranges typically associated with power quality (PQ) and
electromagnetic compatibility (EMC) respectively, where a characteristic gap of standard
regulations still exists, the conducted emission of grid-connected PWM converters can be
highly disturbing for other systems. Current and voltage ripples produced by grid-connected
PWM converters can propagate through LV grids and even MV grids, where converters
of power of few MW are usually connected. Filtering of this kind of conducted emission
will require a new category of EMI filters with innovative spectral attenuation characteristic
which is difficult to achieve by just adaptation of solutions that are already in use for current
harmonics filtering for PQ improvement and radio frequency interference (RFI) filters used
for EMC assurance.

2. Harmonic emissions of non-linear loads into power grid

Harmonics content defined for currents and voltages is an effect of its non sinusoidal
wave-shape. Power electronics switching devices used in power conversion process like
diodes, thyristors and transistors change its impedance rapidly according to line or PWM
commutation pattern and produce non sinusoidal voltages and currents which are required
to perform the power conversion process properly. Unfortunately, these non sinusoidal
currents, as a results of internal commutation process in a converter, are also partly injected
into the power grid as an uninvited current harmonic emission. Non sinusoidal load
currents charged from power grid produce voltage harmonic distortions in power grid
which can influence all other equipment connected to that grid because of the existence
of grid impedance. This mechanism results that non-linear current of one equipment can be
harmful for other equipment supplied from the same grid and also for the grid itself, like
e.g. transformers, transmission lines.

A frequency spectrum range of harmonic distortions introduced into power grid can be
exceedingly wide, nevertheless the maximum frequency range which is usually analysed is
defined by CISPR standard as 30MHz. Between 9kHz and 30MHz two frequency sub-bands
are defined as CISPR A up to 150kHz and CISPR B above 150kHz (Figure 1). These two
frequency rages are well known as conducted electromagnetic interference (EMI) ranges,
where harmonic components of common mode voltages or currents are limited to levels
defined by a number of standards.

In general, despite some specific cases, amplitudes of harmonic distortions observed in
typical applications decrease with the increase of frequency, stating from several or tens
percent in frequencies close to the power frequency and reach levels of only microvolts or
microamps for the end frequency of conducted frequency band 30MHz. Unfortunately, even
so small voltage and current amplitudes can be really harmful, disturbing, and difficult to

Power Quality Issues278
High Frequency Harmonics Emission in Smart Grids 3

filter because of relatively high frequency which results with easiness of propagation by
means of omnipresent parasitic capacitive couplings.
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Figure 1. Harmonic distortions frequency sub-ranges.

On the other hand, typical harmonic distortion components which are usually recommended
for analysing and solving PQ problems by standards are within frequency range up to 2kHz.
In this frequency range integer multiples of the fundamental power frequency (50Hz or
60Hz) harmonic components are defined usually up to 40th order.

Consideration of conducted emissions and harmonic distortions in these frequency bands:
one up to 2kHz and second 9kHz − 30MHz, were sufficient enough in last years in
applications with classic line-commutated rectifiers and switch mode DC power supplies
which are also fed by this type of rectifiers. During the last decades, with the increase
of the rated power of single power supplies and increasing number of power supplies
used the increased difficulties with acceptable current harmonic emission levels arise and
other technologies like PWM boost rectifiers have been intensively introduced. The PWM
modulation carrier frequency used in such applications is often within the range of 2− 9kHz

or adjacent ranges, which results with the significant increase of harmonic emission in this
frequency range what will be discussed in the next sections of this chapter.

3. Harmonic distortions emission of grid-connected power electronics

converters

Harmonic distortion emission is commonly understood as harmonics produced by non-linear
loads, usually power electronics converters in the frequency range up to 2kHz which are
strongly related to some of the power quality indices. From this point of view (PQ) harmonic
distortion emission in the frequency range above 2kHz can be named as high frequency
harmonics emission. On the other hand, from the EMC point of view, the conducted EMI
emission below 9kHz is usually defined as low frequency EMC conducted emission.

The frequency map of different harmonic emissions, usually considered as conducted
type emissions which are mainly propagating by conduction process along power lines, is
presented in Figure 2. From this prospective we can distinguish three primary types of
harmonic distortion emission of typical sources which can be associated to particular power
electronics converters topologies and technologies. These are:
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current harmonics limitation, reactive power compensation and bidirectional power flow.
Implementation of smart grids idea will conceivably increase this tendency because of
the need for bidirectional flow control of high power in many places of distribution and
transmission power grid.

Typical carrier frequencies used in AC-DC PWM boost converters are within a range from
single kHz for high power application up to several tens of kHz for small converters.
Important part of conducted emission spectrum generated by those types of converters is
located in frequency range below 2 kHz normalized by power quality regulations and above 9
kHz normalized by low frequency EMC regulation (especially CISPR A band 9kHz-150kHz).
In between those two frequency ranges typically associated with power quality (PQ) and
electromagnetic compatibility (EMC) respectively, where a characteristic gap of standard
regulations still exists, the conducted emission of grid-connected PWM converters can be
highly disturbing for other systems. Current and voltage ripples produced by grid-connected
PWM converters can propagate through LV grids and even MV grids, where converters
of power of few MW are usually connected. Filtering of this kind of conducted emission
will require a new category of EMI filters with innovative spectral attenuation characteristic
which is difficult to achieve by just adaptation of solutions that are already in use for current
harmonics filtering for PQ improvement and radio frequency interference (RFI) filters used
for EMC assurance.

2. Harmonic emissions of non-linear loads into power grid

Harmonics content defined for currents and voltages is an effect of its non sinusoidal
wave-shape. Power electronics switching devices used in power conversion process like
diodes, thyristors and transistors change its impedance rapidly according to line or PWM
commutation pattern and produce non sinusoidal voltages and currents which are required
to perform the power conversion process properly. Unfortunately, these non sinusoidal
currents, as a results of internal commutation process in a converter, are also partly injected
into the power grid as an uninvited current harmonic emission. Non sinusoidal load
currents charged from power grid produce voltage harmonic distortions in power grid
which can influence all other equipment connected to that grid because of the existence
of grid impedance. This mechanism results that non-linear current of one equipment can be
harmful for other equipment supplied from the same grid and also for the grid itself, like
e.g. transformers, transmission lines.

A frequency spectrum range of harmonic distortions introduced into power grid can be
exceedingly wide, nevertheless the maximum frequency range which is usually analysed is
defined by CISPR standard as 30MHz. Between 9kHz and 30MHz two frequency sub-bands
are defined as CISPR A up to 150kHz and CISPR B above 150kHz (Figure 1). These two
frequency rages are well known as conducted electromagnetic interference (EMI) ranges,
where harmonic components of common mode voltages or currents are limited to levels
defined by a number of standards.

In general, despite some specific cases, amplitudes of harmonic distortions observed in
typical applications decrease with the increase of frequency, stating from several or tens
percent in frequencies close to the power frequency and reach levels of only microvolts or
microamps for the end frequency of conducted frequency band 30MHz. Unfortunately, even
so small voltage and current amplitudes can be really harmful, disturbing, and difficult to
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filter because of relatively high frequency which results with easiness of propagation by
means of omnipresent parasitic capacitive couplings.
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Figure 1. Harmonic distortions frequency sub-ranges.

On the other hand, typical harmonic distortion components which are usually recommended
for analysing and solving PQ problems by standards are within frequency range up to 2kHz.
In this frequency range integer multiples of the fundamental power frequency (50Hz or
60Hz) harmonic components are defined usually up to 40th order.

Consideration of conducted emissions and harmonic distortions in these frequency bands:
one up to 2kHz and second 9kHz − 30MHz, were sufficient enough in last years in
applications with classic line-commutated rectifiers and switch mode DC power supplies
which are also fed by this type of rectifiers. During the last decades, with the increase
of the rated power of single power supplies and increasing number of power supplies
used the increased difficulties with acceptable current harmonic emission levels arise and
other technologies like PWM boost rectifiers have been intensively introduced. The PWM
modulation carrier frequency used in such applications is often within the range of 2− 9kHz

or adjacent ranges, which results with the significant increase of harmonic emission in this
frequency range what will be discussed in the next sections of this chapter.

3. Harmonic distortions emission of grid-connected power electronics

converters

Harmonic distortion emission is commonly understood as harmonics produced by non-linear
loads, usually power electronics converters in the frequency range up to 2kHz which are
strongly related to some of the power quality indices. From this point of view (PQ) harmonic
distortion emission in the frequency range above 2kHz can be named as high frequency
harmonics emission. On the other hand, from the EMC point of view, the conducted EMI
emission below 9kHz is usually defined as low frequency EMC conducted emission.

The frequency map of different harmonic emissions, usually considered as conducted
type emissions which are mainly propagating by conduction process along power lines, is
presented in Figure 2. From this prospective we can distinguish three primary types of
harmonic distortion emission of typical sources which can be associated to particular power
electronics converters topologies and technologies. These are:
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• classic PQ frequency range up to 2kHz, where the main sources of harmonic distortions
are usually line commutated rectifiers used in single- and multi-phase topologies using
as power switches diodes or thyristors,

• high frequency harmonic distortion emission in the frequency range 2 − 9kHz, where
mainly PWM boost rectifiers, as a relatively new topology, are generating harmonic
components correlated to the used PWM carrier frequency which depending on the
topology and rated power of the converter is usually located between a few kHz and
tens of kHz,

• conducted EMI emission in frequency range (9kHz − 30MHz), which is primarily an
effect of DC voltage conversion by switching mode methods where power transistor
switching processes are key sources of high frequency conducted emission which can
easily propagate also towards AC power lines.
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Figure 2. Characteristic distribution of harmonic emission spectra for different types of power electronics converters.

3.1. Low frequency harmonic emission of classic AC-DC converters

Classic, diode-based AC-DC converters (rectifiers) were successfully used for many years in
multiple applications. Nowadays, because of extremely increasing number of such devices
used in power system and significantly increasing its rated power, AC-DC converters for
power of hundreds of kW are quite often used, its harmonic emission levels cannot be
accepted by power grid operator demands. Significantly increasing problem of harmonic
distortions in power grid led to legislation numerous of grid regulations which are set-up
by grid operators and international standards. A typical configuration of six pulse three
phase diode rectifier with DC link capacitor commonly used in medium power applications
is presented in Figure 3 .

The exemplary input current waveform for this type of rectifier is presented in Figure 4 with
correlation to input AC voltage. The maximum value of line current and its flow duration
which is in six pulse rectifier always shorter than half cycle are accountable for the level of
distortion. These parameters of current wave-shape are dependent of grid impedance and DC
link capacitor parameters, especialy size, equivalent serial resistance (ESR) and equivalent
serial inductance (ESL) In the evaluated case significant distortion of input current IAC make
a distortion effects slightly visible also at voltage waveform, where voltage deformations are
correlated in time with the current pulses.
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Figure 3. Six pulse diode rectifier with DC link capacitor.

The frequency domain representation of input current, calculated for 10 cycle period with
rectangular widowing as a discrete Fourier transform (DFT) product [8] is presented as
harmonic amplitudes Ik with 5Hz resolution in frequency range up to 2kHz in Figure
5 and up to 25kHz in Figure 6 . The characteristic harmonics for six-pulse rectifier are
non nontriplen odd harmonics (5th, 7th, 11th, 13th etc.) and its amplitudes decrease with
frequency

Figure 4. Six pulse diode rectifier - typical input current and voltage waveforms.

Figure 5. Six pulse diode rectifier - typical input current harmonics spectrum up to 2kHz.
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• classic PQ frequency range up to 2kHz, where the main sources of harmonic distortions
are usually line commutated rectifiers used in single- and multi-phase topologies using
as power switches diodes or thyristors,

• high frequency harmonic distortion emission in the frequency range 2 − 9kHz, where
mainly PWM boost rectifiers, as a relatively new topology, are generating harmonic
components correlated to the used PWM carrier frequency which depending on the
topology and rated power of the converter is usually located between a few kHz and
tens of kHz,

• conducted EMI emission in frequency range (9kHz − 30MHz), which is primarily an
effect of DC voltage conversion by switching mode methods where power transistor
switching processes are key sources of high frequency conducted emission which can
easily propagate also towards AC power lines.
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used in power system and significantly increasing its rated power, AC-DC converters for
power of hundreds of kW are quite often used, its harmonic emission levels cannot be
accepted by power grid operator demands. Significantly increasing problem of harmonic
distortions in power grid led to legislation numerous of grid regulations which are set-up
by grid operators and international standards. A typical configuration of six pulse three
phase diode rectifier with DC link capacitor commonly used in medium power applications
is presented in Figure 3 .

The exemplary input current waveform for this type of rectifier is presented in Figure 4 with
correlation to input AC voltage. The maximum value of line current and its flow duration
which is in six pulse rectifier always shorter than half cycle are accountable for the level of
distortion. These parameters of current wave-shape are dependent of grid impedance and DC
link capacitor parameters, especialy size, equivalent serial resistance (ESR) and equivalent
serial inductance (ESL) In the evaluated case significant distortion of input current IAC make
a distortion effects slightly visible also at voltage waveform, where voltage deformations are
correlated in time with the current pulses.
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Figure 3. Six pulse diode rectifier with DC link capacitor.

The frequency domain representation of input current, calculated for 10 cycle period with
rectangular widowing as a discrete Fourier transform (DFT) product [8] is presented as
harmonic amplitudes Ik with 5Hz resolution in frequency range up to 2kHz in Figure
5 and up to 25kHz in Figure 6 . The characteristic harmonics for six-pulse rectifier are
non nontriplen odd harmonics (5th, 7th, 11th, 13th etc.) and its amplitudes decrease with
frequency

Figure 4. Six pulse diode rectifier - typical input current and voltage waveforms.

Figure 5. Six pulse diode rectifier - typical input current harmonics spectrum up to 2kHz.
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Figure 6. Six pulse diode rectifier - typical input current harmonics spectrum up to 25kHz.

The total harmonic distortion (THD) content of input current can be calculated using formula
(1) where each harmonic group In is determined according to formula (2) . In the analysed
example presented in Figure 4 the obtained THD was over 95%. To reduce so high harmonic
emission number of passive filtering techniques can been introduced. AC reactors (LAC)
and DC chokes (LDC) (Figure 7) are typically used and allow to decrease input current THD
below 30%. Adequate input current waveform and its frequency domain representation for
diode rectifier with passive filtering are presented in Figure 8, 9 and 10.
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Figure 7. Six pulse diode rectifier with passive filtering of line current harmonic distortions.
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Figure 8. Six pulse diode rectifier with passive filtering - input current and voltage waveforms.

Figure 9. Six pulse diode rectifier with passive filtering - input current harmonics spectrum up to 2kHz.

Figure 10. Six pulse diode rectifier with passive filtering - input current harmonics spectrum up to 25kHz.
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Figure 6. Six pulse diode rectifier - typical input current harmonics spectrum up to 25kHz.

The total harmonic distortion (THD) content of input current can be calculated using formula
(1) where each harmonic group In is determined according to formula (2) . In the analysed
example presented in Figure 4 the obtained THD was over 95%. To reduce so high harmonic
emission number of passive filtering techniques can been introduced. AC reactors (LAC)
and DC chokes (LDC) (Figure 7) are typically used and allow to decrease input current THD
below 30%. Adequate input current waveform and its frequency domain representation for
diode rectifier with passive filtering are presented in Figure 8, 9 and 10.
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Figure 7. Six pulse diode rectifier with passive filtering of line current harmonic distortions.
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Figure 8. Six pulse diode rectifier with passive filtering - input current and voltage waveforms.

Figure 9. Six pulse diode rectifier with passive filtering - input current harmonics spectrum up to 2kHz.

Figure 10. Six pulse diode rectifier with passive filtering - input current harmonics spectrum up to 25kHz.
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3.2. High frequency harmonic emission of modern AC-DC converters

Severe limitations of the line current harmonic performance improvement possibilities of
classic diode rectifiers stimulate introducing fully controlled switches in AC-DC converters.
Accompanying significant increase of IGBT transistor performance during the last decade
allows to obtain successful implementation of PWM boost AC-DC three phase converter
topology in many applications where harmonic distortion emission has to be limited. PWM
boost type AC-DC converters besides line current harmonic distortion significant reduction
in frequency range up to 2kHz have a number of other advantages [4], [5], [10], like for
example:

• ability to transform energy bidirectionally, which significantly increases the range of
applications especially in energy saving purpose and renewable and distributed energy
systems,

• possibility to control line current phase, which allows to maintain reactive power
consumption within required limits and also stand-alone operations as a power factor
correction system,

• autonomous operation as a harmonic distortion compensator for other non-linear loads
working in the power grid.

PWM boost rectifier basic topology is based on the six pulse power transistors bridge which
is connected to power grid through AC line reactor (Figure 11). AC line reactor LAC allows
to control line current freely using suitable PWM strategies, which results in a possibility to
considerably decrease the line current harmonic emission level in frequency range below
2kHz. Essential problem, tightly related to the current harmonic distortion emission in
the frequency range close and above PWM modulation carrier frequency are input current
ripples which are an effect of line and DC bus voltage commutations over the AC line reactor
inductance LAC (Figure 12).

Figure 11. Three-phase grid connected PWM boost converter topology.

The exemplary line current waveform obtained using this method is presented in Figure
13, where nearly sinusoidal current can be seen with low harmonic content in frequency
band below 2kHz (Figure 14), however with some noticeable distortions in higher frequency
range which are an effect of existing limitations of the used PWM control method. To
minimize the PWM carrier frequency related harmonic emission low pass filtering methods
are used,usually based on the LCL filter topology. Nevertheless, the harmonic emission effect
correlated with PWM carried frequency is observable in most of applications (Figure 15). The
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Figure 12. Line current and voltage ripples generated by PWM boost converter

maximum emission is observed around modulation frequency which in the tested converter
was set to 15kHz. In higher frequency range, close to integer multiples of PWM carrier
frequency harmonic products of modulation are usually also observed. Perfect elimination
of this PWM-related emission is not possible and became more difficult to realize by using
passive filters with the increase of frequency. An example of input current and voltage
waveforms and its harmonic content in frequency domain representation recorded in PWM
boost converter are presented in Figure 13, 14 and 15.

Figure 13. PWM boost converter – input current and voltage waveforms.

3.3. Comparison of line current harmonic distortion of diode and PWM boost
rectifiers

Detailed comparison of current harmonic distortion emission has been done for three phase
six pulse diode rectifier and PWM boost converter with the three phase IGBT transistor
bridge. Both converters has been tested in similar supply condition and using similar load,
which allows to minimize the influence of line impedance and DC load level on the obtained
results. Comparison of input current harmonic distortion emission should be carried out
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rectifiers
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Figure 14. PWM boost converter – input current harmonics spectrum up to 2kHz.

Figure 15. PWM boost converter – input current harmonics spectrum up to 25kHz.

separately for different frequency sub-ranges presented in Figure 1 and 2, because of different
evaluation methods which have to be used in each particular sub-range.

3.3.1. Frequency range up to 40th harmonic order

Typical analysis, important from the total harmonic distortion (THD) limitations point of
view, consider frequency range up 40th harmonic order of power frequency (in 50Hz system it
is up to 2kHz). In this frequency range classic line commutated rectifiers generate dominating
characteristic harmonics orders n ∗ (p ± 1) correlated with number of pulses p depending on
rectifier topology. According to this rule, for six pulse rectifiers harmonics of order H5, H7
and H11, H12 and H17, and 19 etc. are dominating (Figure 16 blue line).

The use of PWM boost conversion technology allows to decrease harmonic emission for this
specific orders significantly (about tens of times for H5 and H7, about ten times for H11,
H13 and H17, H19). Unfortunately, use of PWM boost conversion technology introduces
extra harmonic components emission for frequencies values in between integer multiplies
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Figure 16. Harmonic emission of three phase six pulse diode rectifier with comparison to PWM boost converter emission

of power frequency: inter-harmonics (Figure 16 grey area). Detailed calculation results are
presented in Table 1, where the decrease of harmonics content from 97% down to 3.5%
and increase of inter-harmonics from 2% up to 10% are listed. The final effect of obtained
harmonic reduction using PWM boost technology is the decrease of THD from 97% to 11%
whereas inter-harmonic content is considerable: around 10%.

AC-DC Converter topology Harmonics Inter-harmonics THD PWHD

Diode rectifier 97% 2% 97% 48%
Diode rectifier with passive filtering 29% 0.5% 29% 28%
PWM boost converter 3.5% 10% 11% 34%

Table 1. Comparison of current harmonic distortion emission spectra of different AC-DC converters topologies

Higher order harmonic distortion of line current is particularly important in several
applications because of its disturbing potency in power grid. To asses the certain limitation
levels in standard [6] partial weighted harmonic distortion (PWHD) is extra defined using
formula (3). According to this rule, harmonics above 14th order up to 40th order are
considered with the weighting factor increasing with harmonic order. The best performance
in terms of PWHD index, have been observed for diode rectifier with passive filters: only
28% (Table1). For the PWM boost converter and diode rectifier without passive filter PWHD
index is substantially higher: 43% and 48% respectively.

PWHD(I) =

√

40
∑

n=14
nI2

n

I1
(3)

3.3.2. Frequency range 2 − 9kHz

Harmonic distortions in frequency range up to 9kHz are characterized in standard [8] as a
result of grouping of harmonics DFT product obtained for 5 cycles of observation within
200Hz sub-bands using rectangular window. Proposed grouping method results with 35
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Figure 15. PWM boost converter – input current harmonics spectrum up to 25kHz.
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sub-bands (groups) Hg, 200Hz wide each with the center frequencies of the band starting
from 2.1kHz up to 8.9kHz. Grouping algorithm is represented by formula 4.

Hg(200Hz) =

√

√

√

√

g+100Hz

∑
k=g−90Hz

Ik
2 (4)

For the purpose of comparison of current harmonic emission of the diode rectifier and PWM
boost converter the FFT analysis has been done according to [8]. To demonstrate more clearly
the effect of harmonic emission character the raw DFT product in frequency range 2 − 9kHz
is presented in Figures 17 and 18.

Figure 17. Comparison of harmonic emission of three phase six pulse diode rectifier and PWM boost converter in frequency

range 2 − 9kHz .

Figure 18. Comparison of harmonic emission of three phase six pulse diode rectifier and PWM boost converter - more detailed

view at some exemplary frequency sub-range.

The obtained results show that the use of PWM boost converter do not change significantly
current harmonic amplitudes for the frequencies close to integer multiples of the
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fundamental power frequency with relation to diode rectifier results, they are roughly at
similar level. However, inter-harmonic emission for PWM boost converter is more or less at
the same level as harmonics (Figure 18), whereas for diode rectifier inter-harmonic levels
were in average at least more than ten times lower, which results with increase of power
spectrum density in the whole frequency band. By employing the grouping method of
harmonic content proposed in standard [8] the total power of harmonic emission within each
of 200Hz wide frequency sub-range can be calculated using formula 4 . This standardized
analysis shows a significant increase of total spectral power emission of PWM boost rectifier
in relation to diode rectifier (Figure 19), whereas the maximum individual amplitudes of
DFT product for both converters are at similar level (Figures 17 and 18).

Figure 19. Comparison of harmonic emission of diode rectifier and PWM boost converter.

3.3.3. PWM carrier frequency range

Values of PWM carrier frequency used in typical applications are mainly correlated with
converter’s input voltage and its rated power. In contemporary applications of PWM boost
rectifiers modulation frequency values are usually in a range of few kHz for high power
converters (above hundreds of kW) up to tens of kHz low power converters (below kW). This
frequency range is located just above power quality frequency range and includes significant
part of CISPR A range (Figure 1). PWM carrier frequency and its integer multiples define
frequency sub-rages, where increased current harmonic emissions usually appear. There are
known different method of decreasing this emission, nevertheless it is difficult to eliminate
them entirely by for example passive filtering.

In the evaluated converter modulation carrier frequency was set to 15kHz and more than ten
times higher current harmonic amplitudes in analysed DFT product has been observed for
this frequency, and about few times higher for frequencies close to PWM carrier frequency,
between 13kHz and 15kHz (Figure 20). For analysing DFT product in accordance to CISPR 16
standard within CISPR A frequency band, 200Hz resolution band width should be used.
Power spectral density (PSD) calculated according to this rule is presented in Figure 21. The
obtained results show that harmonic emission in this frequency range is significantly higher
in relation to diode rectifier converter.
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sub-bands (groups) Hg, 200Hz wide each with the center frequencies of the band starting
from 2.1kHz up to 8.9kHz. Grouping algorithm is represented by formula 4.

Hg(200Hz) =

√

√

√

√

g+100Hz

∑
k=g−90Hz

Ik
2 (4)

For the purpose of comparison of current harmonic emission of the diode rectifier and PWM
boost converter the FFT analysis has been done according to [8]. To demonstrate more clearly
the effect of harmonic emission character the raw DFT product in frequency range 2 − 9kHz
is presented in Figures 17 and 18.

Figure 17. Comparison of harmonic emission of three phase six pulse diode rectifier and PWM boost converter in frequency

range 2 − 9kHz .

Figure 18. Comparison of harmonic emission of three phase six pulse diode rectifier and PWM boost converter - more detailed

view at some exemplary frequency sub-range.

The obtained results show that the use of PWM boost converter do not change significantly
current harmonic amplitudes for the frequencies close to integer multiples of the
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fundamental power frequency with relation to diode rectifier results, they are roughly at
similar level. However, inter-harmonic emission for PWM boost converter is more or less at
the same level as harmonics (Figure 18), whereas for diode rectifier inter-harmonic levels
were in average at least more than ten times lower, which results with increase of power
spectrum density in the whole frequency band. By employing the grouping method of
harmonic content proposed in standard [8] the total power of harmonic emission within each
of 200Hz wide frequency sub-range can be calculated using formula 4 . This standardized
analysis shows a significant increase of total spectral power emission of PWM boost rectifier
in relation to diode rectifier (Figure 19), whereas the maximum individual amplitudes of
DFT product for both converters are at similar level (Figures 17 and 18).

Figure 19. Comparison of harmonic emission of diode rectifier and PWM boost converter.
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Figure 20. Current harmonic distortion of PWM boost converter in the frequency range close to PWM carrier frequency with

comparison to classic diode rectifier distortions.

Figure 21. Power spectral density of current harmonic calculated for 200Hz resolution badnwidth.

4. Conclusions

PWM boost AC-DC converters are increasingly used in contemporary application because
of its considerable advantages, like bidirectional power transfer with unity power factor
operation and low level of low order harmonic distortions emission. Systematic significant
increase of the overall power quota converted from AC to DC and from DC to AC in the
power system make these advantages more meaningful from the power quality point of view.
This development trends also introduce some unfavourable effects, like increased emission
in higher frequency ranges, which are presented in this chapter.

Increased harmonic emission in the frequency range between 2kHz and 9kHz as an effect
of pulse width modulation method used for line current control in PWM boost converters
becomes a fundamental problem to solve in such converters connected directly to the power
grid. In recent years increased number of investigations focused on arising compatibility
challenges in frequency band 2 − 9kHz has been reported and some new standardization
methods has been initially proposed.
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Results of investigations presented in this chapter demonstrate that line current and voltage
ripples, as an effect of PWM modulation carrier frequency in PWM boost converters, can
induce compatibility problems in numerous applications which usually cannot be easily
solved by using conventional passive harmonic-filters or radio frequency interference (RFI)
filters. Harmonic emission filtering in this frequency band require new specific types of
filters to be used.
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Figure 20. Current harmonic distortion of PWM boost converter in the frequency range close to PWM carrier frequency with

comparison to classic diode rectifier distortions.

Figure 21. Power spectral density of current harmonic calculated for 200Hz resolution badnwidth.
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