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Electricity is more versatile in use because it is a highly ordered form of energy that can be 
converted efficiently into other forms. However, the disadvantage of electricity is that it 

cannot be easily stored on a large scale. One of the distinctive characteristics of the electric 
power sector is that the amount of electricity that can be generated is relatively fixed over 

short periods of time, although demand for electricity fluctuates throughout the day. Almost 
all electrical energy used today is consumed as it is generated. This poses no hardship in 

conventional power plants, where the fuel consumption is varied with the load requirements. 
However, the photovoltaic and wind, being intermittent sources of power, cannot meet the 
load demand all of the time. Wherever intermittent power sources reach high levels of grid 
penetration, energy storage becomes one option to provide reliable energy supplies. These 
devices can help to make renewable energy more smooth and reliable, though the power 

output cannot be controlled by the grid operators. They can balance micro grids to achieve 
a good match between generation and load demand, which can further regulate the voltage 
and frequency. Also, it can significantly improve the load availability, a key requirement for 

any power system. The energy storage, therefore, is a desired feature to incorporate with 
renewable power systems, particularly in stand alone power plants. 

The purpose of this book is twofold. At first, for the interested researcher it shows the 
importance of different Energy Storage devices, but secondly, and more importantly, it forms 
a first attempt at dissemination of knowledge to the wider non-expert community who may 

wish to consider Energy Storage device for specific application. Thus this book will be helpful 
to provide an indication of the tools necessary for an assessment to be made Energy Storage 

device more powerful.
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Electricity is more versatile in use because it is a highly ordered form of energy that can 
be converted ef ciently into other forms. However, the disadvantage of electricity is that it 
cannot be easily stored on a large scale. One of the distinctive characteristics of the electric 
power sector is that the amount of electricity that can be generated is relatively  xed over 
short periods of time, although demand for electricity  uctuates throughout the day. Almost 
all electrical energy used today is consumed as it is generated. This poses no hardship in 
conventional power plants, where the fuel consumption is varied with the load requirements. 
However, the photovoltaic and wind, being intermittent sources of power, cannot meet the 
load demand all of the time, 24 hours a day and 365 days of the year. Wherever intermittent 
power sources reach high levels of grid penetration, energy storage becomes one option to 
provide reliable energy supplies. 

Developing technology to store electrical energy would represent a major breakthrough 
in electricity distribution as the stored energy can be available to meet demand whenever 
needed. Helping to try and meet this goal, electricity storage devices can manage the amount 
of power required to supply customers at times when need is greatest. These devices can help 
to make renewable energy more smooth and reliable, though the power output cannot be 
controlled by the grid operators. They can also balance micro grids to achieve a good match 
between generation and load demand. Storage devices can provide frequency regulation to 
maintain the balance between the network's load and power generated, and they can achieve 
a more reliable power supply for high tech industrial facilities. Also, it can signi cantly 
improve the load availability, a key requirement for any power system. The energy storage, 
therefore, is a desired feature to incorporate with renewable power systems, particularly in 
stand alone power plants. 

The purpose of this book is twofold. At  rst, for the interested researcher it shows the 
importance of different Energy Storage devices, but secondly, and more importantly, it forms 
a  rst attempt at dissemination of knowledge to the wider non-expert community who may 
wish to consider Energy Storage device for speci c application. Thus this book will be helpful 
to provide an indication of the tools necessary for an assessment to be made Energy Storage 
device more powerful.

In Chapter 1, different topologies of electric machines which are used in Energy Storage 
systems have been described. Among the various Energy Storage systems- pumped hydro 
storage, compressed air energy storage (CAES) and  ywheel energy storage system (FESS) 
have been discussed extensively. Also different machine topologies suitable for speci c 
application have been presented.

The beginning of the twenty- rst century is an exciting time for wind energy. With the changes 
in technology, policy, environmental concern and electricity industry structure which have 
occurred in recent years, the coming decade offers an unparalleled opportunity for wind 
energy to emerge as a viable mainstream electricity source and a key component of the world’s 
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environmentally sustainable development path. However, the lack of controllability over the 
wind and the type of generation system used cause problems to the electric system. Therefore, 
Chapter 2 presents a detailed model and a multi-level control of a DSTATCOM controller 
coupled with FESS to improve the integration of wind generators into the power system. The 
DSTATCOM/FESS device is presented with all of its components in detail. Moreover, the 
complete control for this device is suggested to control voltage, power factor and to minimize 
output  uctuations of wind farm. 

In Chapter 3, different energy storage devices like superconductive inductor, super capacitor, 
battery have been discussed brie y. Finally, the principle of high-speed FESS, factors affecting 
the FESS ef ciency and its control systems have been discussed extensively.

Chapter 4 covers the characteristics of a grid-connected photovoltaic system and the 
advantages to use it with battery energy storage system. The main idea that is presented in 
this work is that batteries can be used in a new and more convenient “distributed manner” 
as distributed passive maximum power point tracker (MPPT) devices, in alternative to more 
expensive active MPPTs.

In Chapter 5, detailed modeling and control strategies for superconducting magnetic energy 
storage (SMES) system have been discussed for improvement of load frequency control in 
multi-area power system. The advantages and disadvantages of SMES system have also been 
described. Finally, it is presented and evaluated that SMES is more effective to enhance the 
stability of power system as it has both active and reactive power control abilities with high 
response speed. Thus can be a good tool for load frequency control application. 

Chapter 6 discusses about the air pollutants that are released from different sources like coal, 
oil, motor vehicles, diesel engine exhaust, paper mills and natural gas-burning electric power 
plants etc. and presented the harmful effects of these air pollutants. An experimental study 
on nitrogen oxide (NO) removal in a pulse corona discharge reactor is presented to clarify 
the in uence of the streamer-to-glow transition on NO removal, where the inductive energy 
storage pulsed power generator is used. The technique for improving the energy ef ciency 
has also been discussed.

Finally, in Chapter 7, aquifer thermal energy storage (ATES) system has been discussed. It is 
presented that large scale thermal energy storage can be accomplished in the aquifer through 
the installation of an array of vertical boreholes. A numerical investigation and thermo 
hydraulic evaluation of two-well models of aquifer thermal energy storage system under 
continuous  ow regime have also been presented.
At the end, the book gives numerous references for further reading.

Editor

Md. Ra qul Islam Sheikh
Associate Professor

EEE Department
Rajshahi University of Engineering & Technology
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Electric Machine Topologies  
in Energy Storage Systems 

Juan de Santiago and Janaína Gonçalves de Oliveira 
Division for electricity, Uppsala University 

Sweden 

1. Introduction  
Energy storage systems based on pumped hydro storage, compressed air (CAES) and 
flywheels require electric machines working both as motors and generators. Each energy 
storage system has specific requirements leading to a variety of electric machine topologies. 
Hydro power and CAES stations have several configurations; they may have a turbine-
generator and an independent pump-motor group or a common turbine-motor/generator 
assembly, but in both cases the electric machines are coupled to turbines that are operated at 
constant speed and low electric frequency at steady state. Synchronous machines are the 
predominant technology for these applications. 
Modern flywheel concepts based on a composite rotor driven by an electric machine started 
to be studied in the 1970s and 1980s. It is therefore a relatively new field of research based 
on the latest developments in strong light weight materials, new magnetic materials, 
magnetic bearings and power electronics. Despite the short history of the concept, there are 
already commercial applications and other potential applications have been identified such 
as space applications, Uninterruptible Power Supply (UPS), vehicles, grid quality 
enhancement, integration of renewable sources, etc. Flywheels are operated at high and 
variable speed and require specific machine topologies. Permanent magnet machines are 
preferred for vehicular flywheel applications (Acarnley et al., 1996), although inductance 
and reluctance topologies are applied for stationary flywheels.  
Most common and promising types of machines use in energy storage systems discussed in 
this chapter are presented in Table 1. 
 
 Type Properties 

Constant Speed Synchronous - Well established technology. 
- Unlimited power rate. 

Variable Speed Induction - Robust and no iddle losses. 
- Lower efficiency than other topologies. 

 Permanent Magnet 
- Highest efficiency and power density. 
- Sensitive to temperature. 
- Higher material price. 

 Reluctance - Robust and no iddle losses. 
- Complex control. 

Table 1. Electric machines used in Energy Storage applications. 
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The purpose of this chapter is to discuss newly research threads and specific aspects in 
energy storage applications. For a general overview of the synchronous machine and a 
much detailed discussion of synchronous motor and generators, consult (Rashid, 2007), 
(Laughton & Warne, 2003). 

2. Constant speed operation machines 
Due to the specific orography and water flow at the location, every hydro power station is 
unique and required tailor maid solutions in terms of water head and flow. Pumped hydro 
power plants may be equipped with an independent pump with a specific motor (generally 
an induction motor) or with reversible pump-turbine and a single motor/generator 
machine. Hydro turbines are directly coupled to the generator shaft without an intermediate  

gear box. The low speed operation of turbines forces a high number of poles in the electric 
machine in order to run at synchronous speed with the grid frequency. 
Currently operated CAES are integrated in hybrid power plants. The air is compressed and 
stored in a reservoir when the electricity price is low, to be mixed with fuel and expanded in 
a conventional gas turbine at peak demand. Air pumps are operated at higher speeds than 
hydro pumps and therefore cylindrical rotor turbo machines are used in CAES power 
plants. 
In both hydro power station and CAES, the turbine speed is constant at steady state 
operation. Synchronous machines are optimal for constant speed operation and dominate 
the high power station market. 

2.1 Synchronous machines 
In synchronous motor/generators, the rotor is wound and a DC current creates the rotor 
magnetic field. The rotor may be essentially described as an electromagnet. The magnetic 
field induced by a DC current is intrinsically invariant; the rotational movement makes the 
magnetic flux vary in time through the stator windings. The cross section of this kind of 
machines is shown in Fig. 1. 
 

 
Fig. 1. Cross section of a three phase generator with a four salient pole rotor. 

The mutual inductance between rotor and stator coils and pole saliency induces the 
electromotive force (e.m.f.) in the stator windings. For a three phase salient pole 
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synchronous motor with negligible stator winding resistance, the electromagnetic power is 
expressed as (Laughton & Warne, 2003): 

 
2 1 13 sin( ) ( ) sin(2 )

2sd sq sd

V E VP
X X X

δ δ
⎡ ⎤⋅

= ⋅ ⋅ + ⋅ − ⋅ ⋅⎢ ⎥
⎢ ⎥⎣ ⎦

  (1) 

Where V is the input phase voltage, E is the e.m.f. induced by the rotor excitation flux or 
open circuit voltage, and δ is the power angle or angle between E and V; Xsq and Xsd are the 
synchronous reactances in the d axis and q axis. The equivalent one phase circuit of the 
synchronous generator may be represented as in Fig. 2. 
 

 
Fig. 2. One phase equivalent circuit of a synchronous generator 

Even though synchronous generators are a mature technology and efficiencies up exceeding 
98% have been reported, there are important research threads in this type of machines as 
described in following sections. 

2.1.1 High voltage insulation systems 
The stator is formed with a three phase winding. The armature windings in the stator are 
made of copper bars and packed as tight as possible to achieve a high filling factor (copper 
cross section/bar cross section). Due to the limited permeability of the laminated steel in the 
stator, the electric field induced in the stator bars depends on the vertical position of the slot. 
To equalize the voltage induced in each of the strands and eliminate circulating currents, 
they are usually transposed. Modern generators use the so called Roebel transposition. 
Every copper strand is insulated and strands are packed into bundles. High power rated 
generators have hollow copper tubes in the bundles for water or gas cooling. Insulation 
between copper bars is used to avoid short circuits but also to prevent corona effect. The 
insulation layers are made with different materials, traditionally based on mica. The 
insulation materials limit the generator voltage rates. There are several standard ratings 
(Changda et al., 1998). Even high power rated generators rarely exceed 25 kV so 
transformers to couple the grid voltage are required. As an example, generators at the Three 
Gorges dam are rated over 700 MVA at only 20 kV. These generator low voltage rates force 
high nominal currents that cause a significant amount of generator total losses. 
A new technology proposes to wind the stator with high voltage, dielectric insulated cables, 
to withstand higher voltage ratings. This technology is known as Powerformer. High 
voltage operation increases overall efficiency and avoids the need of transformers. This 
technology is particularly interesting for energy storage systems with independent motor 
and generator machines in stationary systems. Motors and generators have different ratings 
and therefore different machine solutions may be adopted. 
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2.1.2 Multiphase systems 
Increasing the voltage is not the only strategy in the windings design to improve the 
performance of generators. Multiple phase systems and more than one set of windings in 
the stator have been proposed and currently under development. There are several 
advantages in multiple phase systems from the generators point of view. With multiphase 
systems, the magnetic field distribution in the air gap is more homogeneous and the power 
is distributed into more phases, reducing the current in every phase. Note that the reduction 
in current per phase does not reduce the current density nor the Joule losses as the slots in 
the stator have to be divided into more phases. The improvement of lower currents per 
phase relies in the lower power ratings in inverters and lower short circuit current in case of 
fault. 
Designers are usually restricted to the three phase system as generators have to match the 
standard electric grid three phase system. Nevertheless, there are several threads of 
investigation in this field. 
The Powerformer, discussed in section 2.1.1, has two sets of independent windings in the 
stator at different voltage levels. The main windings deliver power to the grid at high 
voltage, higher than the ancillary services. To supply different plant equipment, the 
Powerformer may have a devoted set of windings generating at lower voltage rate (Touma-
Holmberg & Srivastava, 2004). 
The first application for two winding generator was developed as early as 1920's. In order to 
lower fault current in large generators and allow electrical segregation of bus sections in 
power stations, two identical layers of three-phase winding were proposed. Nowadays the 
same idea has been adopted to decrease the power rating of high power traction drives. 
Stators designed with a double star stator configurations require two power inverters but at 
half of the power rate. 
The double winding configuration is also applied for inductance machines. In both cases the 
optimal angle between windings has been calculated in 30 electrical degrees (Fuchs & 
Rosenberg, 1974). Ground of both star windings are connected, resulting an equivalent 
circuit as shown in Fig. 3. 
 

   
Fig. 3. Equivalent circuit and one phase equivalent circuit of a double star winding 
synchronous generator. 
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2.1.3 Excitation system 
The excitation system provides a DC current into the field winding of the generator to 
produce the magnetic field in the rotor. This apparently simple device has been classified in 
12 different types of excitation systems by the IEEE standards (Kim, 2002), (IEEE Std 421.1-
2007). The complexity of the excitation system lies on the control and regulation techniques. 
The field current regulates the no load voltage and the reactive power delivered by the 
generator. Modern excitation systems tend to avoid graphite brushes; the slip rings are 
replaced by a multiphase set of windings and the power is transfer to the rotor through the 
magnetic fields induced in the exciter stator. The AC currents in the rotor are rectified in 
rotating rectifiers mounted in the shaft and create the DC field current in the generator. The 
magnetic field in the excitation system stator is produced by a controlled current, either 
from a synchronous generator or a transformer connected to the generator’s terminals. An 
alternator-rectifier exciter scheme is presented in Fig. 4. The AC exciter current is rectified in 
passive rectifier bridges. Controlled thyristors mounted on the rotor have been proposed, 
but this technology is still not commercially developed as it significantly increases the 
generator costs. 

 
Fig. 4. Alternator-rectifier exciter employing rotating non-controlled rectifiers. 

Standard excitation systems are based on a DC current that flows through a single phase 
field winding, but more complex configurations are also possible. Two phase excitation 
systems have been proposed to create a rotating magnetic field in the rotor. The magnetic 
field rotational speed that would see the stator windings is the addition of the mechanical 
rotational speed plus the magnetic field circulation around the rotor. This machine is called 
asynchronised synchronous generator. They are designed to operate up to a maximum slip 
of 20%. The speed regulation is particularly interesting in hydro generators with wide range 
of water head changes and gas turbines to operate them with a low inertia constant 
(Mamikoniants et al., 1999). 
Multiple phase rotors may be also be designed to improve the magnetic field distribution in 
the airgap. The magnetic field distribution in simple or double phase excitation systems rely 
on the symmetry of the rotor and stator geometry. The excitation field current provides the 
magnetomotive force in the magnetic field circuit that flows through rotor and stator. An 
eccentricity or miss aliment in the rotor would create a non uniform magnetic reluctance 
and therefore unsymmetrical magnetic field distributions. The region where the magnetic 
field increases suffers saturation in the teeth steel which leads to harmonics in the e.m.f., 
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higher hysterics losses and higher current in dumping bars. Eccentricity in the rotor leads 
also to unbalanced radial forces and wear (Lundin & Wolfbrandt, 2009). Multiple and 
independent field winding phases controlled by rotating thyristors may be a solution for 
rotor eccentricity. 

3. Variable speed operation machines 
Flywheel energy storage systems are base on the variation of rotational energy with 
rotational speed. Almost constant speed flywheels with synchronous generators, with a 
speed deviation of around 2% of the nominal speed, have been studied, but the high 
moment of inertia required make this configuration impractical (Carrillo et al., 2009). 
Therefore flywheels are designed to vary speed with a maximum nominal speed of about 
twice the minimum speed, and require variable speed machines. The speed range varies 
from applications, but generally nominal speeds are over the standard 50 or 60 Hz. 
Electronic converters are required to couple flywheels to the electric grid. 
The flywheel market is not mature and lacks of standardization. Brushless machines are 
preferred in flywheel applications, but there is still a great variety of machine topologies and 
system parameters discussed. The machine configurations may be classified into: induction, 
reluctance and permanent magnet machines.  

3.1 Permanent Magnet machines 
High coercitive materials have been developed and applied only for the last 20 years and the 
technology is still evolving. The rotor is shelf excited with Permanent Magnet (PM) 
excitation and allows high power density and efficiency as it lacks excitation losses (Gieras 
& Wing, 2002). These properties make PM machines preferred in many vehicular 
applications. 

3.1.1 PM machine topologies 
There is a great variety of permanent magnet arrangements to increase the magnetic field in 
the airgap, to obtain a sinusoidal distribution and to reduce eddy current losses in the 
magnets that may lead to reduction in performance and permanent demagnetization. 
Regarding the flux path, most common types of machines have radial or axial flux 
configurations. Other topologies have been described without much widespread as conical, 
transversal or spherical. Magnets may be surface mounted or internal mounted on the rotor 
surface. The magnets are mounted on the rotor in different ways. Axial-flux machines 
usually have their magnets mounted on the surface of the rotor, while radial-flux machines 
may have the magnets either surface mounted or internal mounted (Kolehmainen & 
Ikäheimo, 2008). Internal mounted magnet machine properties vary with the geometry and 
configuration of the rotor. A magnetic material conducts the magnetic flux so the magnets 
are isolated from the harmonics produced by the stator. The iron bridges may be 
mechanized to obtain a sinusoidal magnetic flux distribution and produces a significant 
saliency. The saliency affects the performance of electric motors as lead to higher 
synchronous reactance in the direct axis (Xsd) than in the quadrature axis (Xsq). Iron bridges 
between and over the magnets produce a leakage in the magnetic flux, despite of the 
complexity of the arrangement. 
The differences in geometry between surface mounted and Internal mounted magnets are 
clearly shown in Fig. 5. 
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complexity of the arrangement. 
The differences in geometry between surface mounted and Internal mounted magnets are 
clearly shown in Fig. 5. 
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Fig. 5. Rotors with surface mounted (left) and internal mounted (right) magnets with the 
magnetic field lines induced in the airgap and in the rotor steel.                                                              

3.1.2 Halbach PM array 
A special magnet configuration, both for axial and radial flux machines is the Halbach 
arrangement. For the ideal Halbach array, the magnets are combined in such a way that the 
magnetic field intensity is cancelled on one side of the array. With the Halbach magnet array 
no magnetic back-iron is needed and higher specific torques may be achieved. The simplest 
Halbach array configuration, presented in Fig. 6, conbines radial and azimutal magnets. 
 

 
Fig. 6. Halbach array configuration. Magnetic potential in a radial magnet array (top), 
azimutal magnet array (middle) and composition of both in a Halbach array (bottom). 

Electric machines with Halbach PM arrays have comparable performance as machines with 
a magnetic back yoke (Ofori-Tenkorrang & Lang, 1995) and an intrinsic sinusoidal magnetic 
field distribution in the airgap. The mass inertia in machines without iron back yoke is also 
lower, but the dinamic perfornmance is nor relevant for machines coupled to a high 
moment of inertia flywheel. 
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The size of high speed machines is usually limitd by the mechanical strenght of the magetic 
iron in the back yoke. Halbach arrays allow machine topologies without back yoke and self 
magnetic shielded, and some authors claim to be the best solution high speed machies for 
flywheel aplications (Post et al., 1993). 

3.1.3 Coreless machines 
Losses in the iron core of electric machines increase dramatically with electric frequency. 
This is the reason why coreless machine topologies are raising interest for high speed 
machines. With the development of new permanent magnet machines high magnetic fluxes 
may be achieved in the airgap of electric machines, and expected to reach higher values than 
traditional slotted machines (Santiago & Bernhoff, 2010). 
Traditionally, stator windings are placed in laminated steel slots. The stator teeth reduce the 
airgap and therefore the magnetic reluctance in the magnetic circuit. Lower magnetic 
reluctance leads to less magnetic material, more compact designs and higher power density. 
There is a limit in the reduction of the airgap. Without considering the technical feasibility of 
construction, smaller airgaps have also some disadvantages. The magnetic flux distribution 
in the airgap becomes squared and cogging torque increases. Losses in the stator teeth also 
increase with smaller airgaps due to the increase in the harmonic content in the magnetic 
flux density. 
There are two stator configurations without teeth. In slotless machines the windings are 
directly placed over the stator yoke. The magnetic flux path that goes through the stator 
back yoke has a substantially less density than in stator teeth (Wallmark et al., 2009). 
In the ironless or coreless configuration, the back iron yoke rotates simultaneously with the 
rotor, so the magnetic circuit does not produce hysteresis or eddy current losses. The 
coreless stator reduces the iron loss, especially at high-speed operation (Ooshima et al., 
2006). An ironless axial flux and a radial flux machine with an outer rotor configuration are 
presented in Fig. 7. 

 
Fig. 7. Ironless axial and radial flux machines with an outer rotor configuration. 

3.1.4 PM machine control 
High coercitive materials such as Neodymium Iron Boron magnets have a very low 
magnetic permeability, close to air. This leads to very low inductance in the windings, 
especially for slotless machines. Low inductance machines require current control to reduce 
current ripple (Su & Adams, 2001). 
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For high performance motion control applications, the closed loop control with vector 
control should be incorporated to achieve high dynamic performance in position, speed and 
torque control (Jahns, 1997). However, when high dynamic performance is not a demand, 
simple V/f control strategies may be sufficient to obtain the required control performance. 
3.1.4.1 Mathematical Model of a PM motor drive 

The DQ transformation expresses the three-phase stationary coordinate system into the d-q 
rotating coordinate system (Low et al., 1995). Permanent magnet synchronous motors 
(PMSM) are described by a multivariable, coupled and nonlinear equations. The d-q 
transformation is used to transform these nonlinear equations into a simplified linear state 
model. The voltage equations of the PMSM in the rotating reference frame are: 

 d
d d d q q

div R i L L i
dt

ω= ⋅ + ⋅ − ⋅ ⋅   (2) 

 q
q q q d d r

di
v R i L L i

dt
ω ω λ= ⋅ + ⋅ + ⋅ ⋅ + ⋅  (3) 

The electromagnetic torque can be written as  

 ( )3
2 2e q d q q d

pT i L L i iλ⎡ ⎤= ⋅ ⋅ ⋅ + − ⋅ ⋅⎣ ⎦   (4) 

where νd, νq, id, and iq are the stator voltages and currents, respectively. R is the stator 
resistance, Ld and Lq are the d-q axis stator inductances, respectively; λr is the rotor flux, Te is 
the electromagnetic torque and p is the number of poles. 
The electromechanical equation of a PMSM is given by: 

 ( )
2 e l
p dT T J B

dt
ω ω⋅ − = ⋅ ⋅ + ⋅   (5) 

where Tl, ω, J and B represent the load torque, the electrical rotor speed, the inertia and the 
friction coefficient of the motor, respectively.  

3.1.4.2 Scalar V/f Control 

The simplest way to control a PMSM for variable speed applications is through the open 
loop scalar control. It is used in applications where information about the angular speed is 
not needed. It is suitable for a wide range of drives as it ensures robustness at the cost of 
reduced dynamic performance. The supply voltage frequency is changed independently 
from the shaft response (position and angular speed). The magnitude of the supply voltage 
is changed according to the frequency in a constant ratio. Then the motor is in the condition 
where the magnetic flux represents the nominal value and the motor is neither overexcited 
nor underexcited. The main advantage of this simple method is the absence of a position 
sensor. The control algorithm does not need information about the angular speed or actual 
rotor position. On the contrary, the big disadvantages are the speed dependence on the 
external load torque, mainly for Induction Machines, and limited dynamic performances 
(Perera et al., 2002). Despite of its simplicity, scalar V/f control is used in flywheel 
applications (Sun et al., 2009). 
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The machine rotational speed ω varies proportionally with the frequency of the input signal, 
fs, as follows: 

 2 sf
pp
π

ω
⋅

=   (6) 

where pp is the number of pole pairs of the machine.  
The magnetic flux can, if the stator resistance is neglected, be expressed as: 

 .
2s

ss w

V V
Const

ff N k
ϕ ϕλ

π
= =

⋅ ⋅ ⋅
  (7) 

So, in order to avoid variations in the stator flux (which could cause the motor to be 
overexcited or under excited), the voltage-to-frequency ratio is kept constant, hence the 
name V/f control.  
If the ratio is different from the nominal one, the motor will become overexcited. This means 
that the magnetizing flux is higher than the constant ratio V/f, or underexcited, which 
happens because voltage is kept constant and the value of the stator frequency is higher 
than the nominal one. 
3.1.4.3 Vector Control 

Vector control (Field Oriented Control) of AC machines, as a novel approach in electrical 
drives, provides very good performance in dynamic responses in comparison with the 
scalar control. Vector control eliminates almost all the disadvantages of constant V/f 
control. The main idea of this method is based on controlling the magnitudes and angles of 
the space vectors. 
Vector control of PMSM allows, by using d-q components, separating closed loop of both 
flux and torque (Stulrajter et al., 2007), hence, achieving a similar control structure to that of 
a separately excited DC machine. The electromagnetic torque can be expressed in d-q 
components according to nonlinear model of PMSM, as seen in equation 4. The torque 
depends on the rotor type and its inductances Ld, Lq and on permanent magnets mounted on 
the rotor.  
The surface mounted (non-salient) PMSM, it can be taken that Ld = Lq and the maximum 
torque per ampere for this machine is obtained by making id = 0, or, in other words, by 
maintaining the torque angle at 90º what produces a maximum quadrant current iq. 
It follows from equation 4 that if a non-salient machine is considered the electromagnetic 
torque can be expressed as 

 3
2 2e q

pT iλ= ⋅ ⋅ ⋅   (8) 

Vector control structures for a wide variety of PMSM drivers have the same characteristic. 
The most popular control technique is the cascaded one using classical techniques to achieve 
torque, speed and position control in PMSM motion control system, as seen in Fig. 8. 
Fig. 8 shows a closed speed feedback loop around the inner torque/current loop. The torque 
request is generated by the speed controller and, by keeping id equal to zero, the phase stator 
current will be placed in the quadrature axis and the maximal driving torque will be 
achieved.  
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Fig. 8. Typical cascaded control structure for PMSM drivers. 

3.1.4.4 Variable geometry for variable speed operation 

Magnetization in permanent magnets is constant and can not be used as a control parameter 
as synchronous machines regulate the field current. Therefore the voltage increases linearly 
with speed, in absence of magnetic saturation. Variable geometry topologies have been 
proposed to operate permanent magnets in a wide speed range with constant back e.m.f. 
There are two different variable geometries strategies reported for variable speed operation. 
The solution proposed in (Javadi & Mirsalim, 2010) is based on a double-stator structure 
with variable stator geometry. The concept has been applied in an axial flux generator with 
a three stator and a coreless double-stator structure; one is stationary and the other rotate to 
achieve field weakening. 
The field weakening may be achieved by increasing the airgap. This field weakening 
strategy may only be applied in axial flux machines, as the radius of radial flux machines is 
inherently constant. In axial flux machine with one stator and one rotor configuration, a 
mechanism that separates the rotor from the stator as the speed increases may be 
implemented. With the same excitation in the rotor, a higher airgap reduces the magnetic 
flux through the stator. The back e.m.f. amplitude is kept constant for a high range of 
speeds, as the electrical frequency increases linearly with the speed. An advantage in this 
system is that the efficiency is very high for a wide range of operational speeds. The 
hysteretic and eddy current losses are proportional to the square of the speed, but also to the 
magnetic flux. At high speed the frequency increases, but the magnetic field is reduced, 
counteracting this effect. Efficiencies of 98% at 10.000 rpm with this system have been 
reported (Nagaya et al., 2003). 

3.2 Induction machines 
About 65% of the worlds electricity production in the world is consumed in induction 
motors. They are ussually preferred because they are inexpensive, require little maintenance 
and are reliable. Asynchronous machines have a very mature and standarized technology; 
EPA in the US and CEMEP in the European Union have a general efficiency clasification 
system. The result of adapting these directives will lead to an increase in the efficiency and a 
shift to high efficiency machines with a signifficant impoct in the market for the next years 
(Chitroju, 2009). The equivalent circuit of an induction machine is presented in Fig. 9 where 
the influence of the slip is clearly seen. 
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Fig. 9. Excitation system description. 

Variable frequency AC drives are used for variable speed operation. The inverter allows a 
great flexibility of power and speed range but the power electronic rating requiered 
increases the equipment costs for high power aplications. Due to the system simplicity, 
asynchronous machines are used in stationary flywheel energy storage low power 
applications (Cheng et al., 2008), (Kato et al., 2009). 
A strategy to reduce the power rating of the power electronics consist of using two sets of 
windings in the stator. One set would be directly connected to the grid and the other  would 
be driven by an inverter. This is the idea behind Brushless Doubly Fed Induction Machine 
(BDFIM) topology proposed for a regular 2:1 speed range ratio in a flywheel operation 
(Tazil et al., 2010). 

3.2.1 Induction machines control 
One way of controlling AC motors for variable speed applications is through the open loop 
scalar control, which represents the most popular control strategy of squirrel cage AC 
motors. 
Most of the concepts in control estimation for permanent magnets synchronous motors are 
also applicable to induction motor drives. Open loop scalar control is broadly used in 
induction motors drives (Finch, 1998), (Luo et al., 2007), (Srilad et al., 2007), however, its 
importance is diminishing because of the superior performance of vector controlled (or field 
oriented controlled) drives (Khambadkone & Holtz, 1991), (Kim et al., 1986), (Rowan et al., 
1982), (Xu et al., 1988). 
Scalar- and vector-controlled drives have already been discussed in Section 3.1.4. An 
advanced scalar control technique, know as direct torque and flux control (DTC) (Habetter, 
1992) was introduced in the mid-1980s, being claimed to have nearly comparable 
performance with vector-controlled drives. DTC has recently been introduced in commercial 
induction motor drives thus creating a wide interest. 

3.2.1.1. Direct Torque and Flux Control 

Direct Torque Control (DTC) uses an induction motor model to predict the voltage required 
to achieve a desired output torque (Takahashi & Noguch, 1986). Differently from vector 
control, stator flux and output torque are estimated by using only current and voltage 
measurements according to equations 9 and 10: 

 ( )S S S SV r I dtλ = − ⋅ ⋅   (9) 

 ( )3
2 2em S S

pT Iλ= ⋅ ⋅ ×   (10) 



 Energy Storage 

 

12 

 
Fig. 9. Excitation system description. 

Variable frequency AC drives are used for variable speed operation. The inverter allows a 
great flexibility of power and speed range but the power electronic rating requiered 
increases the equipment costs for high power aplications. Due to the system simplicity, 
asynchronous machines are used in stationary flywheel energy storage low power 
applications (Cheng et al., 2008), (Kato et al., 2009). 
A strategy to reduce the power rating of the power electronics consist of using two sets of 
windings in the stator. One set would be directly connected to the grid and the other  would 
be driven by an inverter. This is the idea behind Brushless Doubly Fed Induction Machine 
(BDFIM) topology proposed for a regular 2:1 speed range ratio in a flywheel operation 
(Tazil et al., 2010). 

3.2.1 Induction machines control 
One way of controlling AC motors for variable speed applications is through the open loop 
scalar control, which represents the most popular control strategy of squirrel cage AC 
motors. 
Most of the concepts in control estimation for permanent magnets synchronous motors are 
also applicable to induction motor drives. Open loop scalar control is broadly used in 
induction motors drives (Finch, 1998), (Luo et al., 2007), (Srilad et al., 2007), however, its 
importance is diminishing because of the superior performance of vector controlled (or field 
oriented controlled) drives (Khambadkone & Holtz, 1991), (Kim et al., 1986), (Rowan et al., 
1982), (Xu et al., 1988). 
Scalar- and vector-controlled drives have already been discussed in Section 3.1.4. An 
advanced scalar control technique, know as direct torque and flux control (DTC) (Habetter, 
1992) was introduced in the mid-1980s, being claimed to have nearly comparable 
performance with vector-controlled drives. DTC has recently been introduced in commercial 
induction motor drives thus creating a wide interest. 

3.2.1.1. Direct Torque and Flux Control 

Direct Torque Control (DTC) uses an induction motor model to predict the voltage required 
to achieve a desired output torque (Takahashi & Noguch, 1986). Differently from vector 
control, stator flux and output torque are estimated by using only current and voltage 
measurements according to equations 9 and 10: 

 ( )S S S SV r I dtλ = − ⋅ ⋅   (9) 

 ( )3
2 2em S S

pT Iλ= ⋅ ⋅ ×   (10) 

Electric Machine Topologies in Energy Storage Systems   

 

13 

where Sλ  is the stator flux vector, Tem is the produced torque, p is the number of poles. SV , 
SI  and rs are the stator voltage, current and resistance, respectively. 

Combining equations 9 and 10 to the equations that describe the equivalent circuit of an 
induction motor, expressions for the change in torque and flux are obtained. These 
equations can be solved to find the smallest voltage vector, SV , required to drive both the 
torque and flux to the demand values. 
Fig. 10 shows the schematic of the basic functional blocks used to implement Direct Torque 
Control: 
 

 
Fig. 10. Basic Direct Torque Control scheme. 

Latest research on DTC has focused on decreasing the torque ripple and obtaining faster 
transient response to the step changes in torque during start-up (Cadasei & Serra, 2002), (El 
afia et al., 2005). Also, the combination of DTC and intelligent techniques such as fuzzy logic 
or artificial neural network has been attracting the attention of many scientists from all over 
the world (Toufouti et al., 2006), (Toufouti et al., 2007). 

3.2.1.2 Brushless Doubly Feed Induction Machines (BDFIM) 

BDFIM machines are gaining attention in wind power generation as limmited variable 
speed is required. The BDFIM has similar rotor as the singel feed traditional induction 
machine. It is a solid piece of laminated steel with conducting bars, but instead been 
shortcircuited forming a cage, the end winding conections form poles as presented in Fig. 
11. The stator structure do not differe from the induction machine. The difference is that the 
BDFIM has two sets of insulated stator windings of different pole numbers. One primary 
winding (or power winding) is grid connected and the secondary winding (or control 
winding) is driven by a converter that regulated the frequency. The machine speed is the 
composition of the primary and secundary winding frequencies. 
The power in the BDFIM is partially driven by the secundary winding, but most of it flows 
directly from the rotor to the power winding, reducing the power electronic rating till only 
25% of the requierements of a single feed induction machine (Klempner & Kerszenbaum, 
2004). The BDFIM has been proposed and implemented for flywheel applications with 
promising results (Wu et al., 2009). 
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Fig. 11. Four pole rotor configuration of a BDFIM. 

3.3 Reluctance machines 
The main characteristic of reluctance machines is that the rotor is built with salient poles. 
The rotor lacks excitation and the torque is produced solely by the difference between the 
direct axis and quadrature axis synchronous reactance. The power is therefore obtained by 
the second term of equation 1. A figure of merit for the synchronous reluctance machine is 
the ratio of d to q axis inductance. 
Reluctance machines have some favourable characteristics for flywheel energy storage 
systems. It lacks excitation currents that allow low idle losses. The rotor is robust and allows 
high speeds operations. It has great acceptance in UPS systems and other stationary 
applications as stand alone flywheels to handle voltage sags and power disruptions that last 
less than 5 seconds (Park et al., 2008). This reduces the number of charge/discharge cycles 
and increases the lifespan of the battery pack. The equivalent circuit of a reluctance machine 
is presented in Fig. 12. 

 
Fig. 12. One phase equivalent circuit with switching elements of a reluctance motor. 

Reluctance machines may be divided into switched-reluctance machines (SRM) and 
synchronous reluctance machines (Syncrel). 
The Syncrel has distributed windings in the stator, similar to synchronous and inductance 
machines. It lacks of any source of flux on the rotor, and therefore the power density is 
lower than in synchronous or induction machines. To increase the power density and 
efficiency, permanent magnet may be placed in the rotor. This hybrid type of machine is 
called permanent magnet assisted synchronous reluctance motor. 
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The SRM has concentrated windings and a saliency structure both in rotor and stator, that is 
why there are also called doubly salient variable-reluctance machines. The structure of the 
machines is similar to the stepper motor. There are many combinations in the number of 
stator phases and rotor poles. The simplest consists of only one phase with a considerable 
cogging torque. The most common configuration has a four-phase and eight rotor poles and 
six stator poles configuration. At least three phases are required for a four quadrants 
operation (both motoring and generating) (Rashid, 2007). 
Reluctance machines may have two sets of independent windings in the stator. The Double 
Feed Reluctance Machine (DFRM) has not been commercially developed yet, but is has the 
same potentially advantages as the DFIM. The DFRM has two sinusoidal distributed stator 
windings as the DFIM discussed in 3.2.2. The power electronics require lower power ratings 
than single feed machines and also allow variable speed operation while the power winding 
is directly coupled to the grid frequency (Valenciaga & Puleston, 2007). The main drawback 
of this technology is the low torque per volume, lower than an equivalent synchronous 
reluctance (Syncrel) or a cage induction machine (IM) (Jovanovic, 2009). 

4. Conclusion 
Energy storage development is essential if intermittent renewable energy generation is to 
increase. Pumped hydro, CAES and flywheels are environmentally friendly and economical 
storage alternatives that required electric motor/generators. The popularization of power 
electronics is relatively new and therefore the technology is still under development. There 
is not a clear winner when comparing technologies and therefore the optimal alternative 
depends on the specific requirements of the application. 
In this chapter the main electric machine topologies for energy storage are presented. The 
discussion is focused on the applicability and also on the latest research threads and state of 
the art. 
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1. Introduction    
Wind power generation is considered the most economic viable alternative within the 
portfolio of renewable energy resources. Among its main advantages are the large number 
of potential sites for plant installation and a rapidly evolving technology. However, the lack 
of controllability over the wind and the type of generation system used cause problems to 
the electric systems. Among such problems are those produced by wind power short-term 
fluctuations, e.g., in the power quality and in the dynamics of the system (Slootweg & Kling, 
2003; Ackermann, 2005;  Suvire & Mercado, 2008;  Chen & Spooner, 2001; Mohod & Aware; 
2008; Smith et al., 2007). In addition, the reduced cost of power electronic devices as well as 
the breakthrough of new technologies in the field of electric energy storage makes it possible 
to incorporate this storage with electronic control into power systems (Brad & McDowall, 
2005; Carrasco, 2006; Barton & Infield, 2004; Hebner et al., 2002). These devices allow a 
dynamic control to be made of both voltage and flows of active and reactive power. 
Therefore, they offer a great potential in their use to mitigate problems introduced by wind 
generation. 
Based on the results obtained by analyzing different selection criteria, a Distribution Static 
Synchronous Compensator (DSTATCOM) coupled with a Flywheel Energy Storage System 
(FESS) has been proposed as the most appropriate system for contributing to the smoothing 
of wind power short-term fluctuations (Suvire & Mercado, 2007). A DSTATCOM is a fast-
response, solid-state power controller that provides flexible voltage control at the point of 
connection to the utility distribution feeder for power quality improvements (Song & Johns, 
1999). This device can exchange both active and reactive power if an energy storage system 
is included into the DC bus. FESSs store kinetic energy in a rotating mass, and they have 
been used as short-term energy storage devices. FESSs can be classified as low-speed 
flywheel (LS-FESS) and high-speed flywheel (HS-FESS). HS-FESSs are a newer technology 
and they provide better speeds of response, cycling characteristics and electric efficiencies 
than LS-FESS (Hebner et al., 2002; Andrade et al., 2007). All these characteristics enable the 
HS-FESS (FESS from now on), working with a DSTATCOM device, to mitigate voltage 
fluctuations and to correct power fluctuations of a wind power system. With these aspects in 
mind, it turns necessary to ponder the information stemming from models that simulate the 
dynamic interaction between the DSTATCOM/FESS device and power systems with wind 
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generation. Such models allow performing the necessary preliminary studies before 
connecting the DSTATCOM/FESS to the grid. Many solutions are proposed and studied in 
the literature to compensate wind power fluctuations using a flywheel energy storage 
device (Boutot et al., 2002; Takahashi et al., 2005; Cimuca et al., 2004; Cárdenas et al., 2004). 
These solutions have been proposed mainly using LS-FESS and with simplified models of 
the device. The complete control to interact with wind power generation is not explained in 
detail in the analyzed literature. 
The aim of this paper is to present a detailed model and a multi-level control of a 
DSTATCOM controller coupled with FESS to improve the integration of wind generators 
(WGs) into a power system. A model of a DSTATCOM/FESS device is proposed with all its 
components represented in detail. Moreover, the complete control for this device is 
suggested. This control implements a new approach based on multi-level control technique. 
To mitigate wind power fluctuations, the control includes three modes of operation of the 
DSTATCOM/FESS device, namely, voltage control, power factor correction, and active 
power control. Validation of models and control schemes is carried out through simulations 
by using SimPowerSystems of SIMULINK/MATLAB™. 

2. Modelling of the DSTATCOM/FESS 
In order to study the dynamic performance of the DSTATCOM/FESS controller, a model of 
the combined system is proposed that is depicted in Fig. 1. This model consists mainly of the 
DSTATCOM controller, the Interface converter and the FESS device. 
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Fig. 1. Representation of the DSTATCOM/FESS controller 

The DSTATCOM and the Interface use two-level VSIs. The commutation valves used are 
Insulated Gate Bipolar Transistors (IGBT) with anti-parallel diodes. The VSIs are modeled 
with detailed blocks of the switches and diodes, incorporated into the simulation program. 
The technique of sinusoidal pulse width modulation (SPWM) is used to obtain a sinusoidal 
voltage waveform. In order to reduce the disturbance produced on the distribution system 
by the high-frequency switching harmonics generated by the SPWM control, a low pass sine 
wave filter is used.  
The energy stored by a FESS is calculated by using (1). 

 ( )2 2
max min

1
2

E J ω ωΔ = −  (1) 
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The DSTATCOM and the Interface use two-level VSIs. The commutation valves used are 
Insulated Gate Bipolar Transistors (IGBT) with anti-parallel diodes. The VSIs are modeled 
with detailed blocks of the switches and diodes, incorporated into the simulation program. 
The technique of sinusoidal pulse width modulation (SPWM) is used to obtain a sinusoidal 
voltage waveform. In order to reduce the disturbance produced on the distribution system 
by the high-frequency switching harmonics generated by the SPWM control, a low pass sine 
wave filter is used.  
The energy stored by a FESS is calculated by using (1). 
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where ΔE is the energy stored by the flywheel, ωmax and ωmin are, respectively, the maximum 
and minimum operation speed of the flywheel, and J is the moment of inertia of the 
flywheel. 
The exchange of power between the flywheel and the Interface is made by using a 
Permanent Magnet Synchronous Machine (PMSM). The PMSM is modeled with a detailed 
block included in the simulation program and with parameters obtained from the 
manufacturer data sheets (Beacon Power, 2009; Flywheel Energy Systems, 2009; Urenco 
Power Technologies, 2009). The flywheel is modeled as an additional mass coupled to the 
rotor shaft of the PMSM (Samineni et al., 2006). 

3. DSTATCOM/FESS control 
The control proposed for the DSTATCOM/FESS device is divided into two parts, the 
DSTATCOM control and the FESS control. For each part, a multi-level control scheme is 
suggested. This scheme has its own control objectives for each level. In this way, a system of 
complex control is divided into several control levels, which are simpler to design (Xie et al., 
2002; Molina & Mercado, 2004). Both parts of the multi-level control scheme, i.e., the 
DSTATCOM and the FESS, are divided into three quite distinct levels: external, middle and 
internal level, shown in simplified way in Fig. 2. 
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Fig. 2. Structure of the multi-level control of the DSTATCOM/FESS  

3.1 DSTATCOM control  
Each control level of the DSTATCOM has certain functions. The external level is responsible 
for determining the active and reactive power exchange between the DSTATCOM and the 
utility system. The middle level control allows the expected output to dynamically track the 
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reference values set by the external level. The internal level is responsible for generating the 
switching signals for the valves of the VSI of the DSTATCOM. The control algorithm of the 
DSTATCOM with all its parts in detail is shown in Fig. 3. 
Control is performed with the synchronous-rotating dq reference frame. The coordinate 
system is defined with the d-axis always coincident with the instantaneous voltage vector 
(ud = |u|, uq = 0). Consequently, the d-axis current component contributes to the 
instantaneous active power and the q-axis current component represents the instantaneous 
reactive power. 
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Fig. 3. Multi-level control scheme of the DSTATCOM device 

External level control 
The external level control scheme proposed (left side in Fig. 3) is designed for performing 
three major control objectives, namely, the voltage control mode (VCM), which is activated 
when switch S is in position a, the power factor control mode (PFCM), activated in position 
b, and the active power control mode (APCM), which is always activated.  
The VCM consists in controlling the voltage at the PCC (Point of Common Coupling) of the 
DSTATCOM through the modulation of the reactive component of the output current. To 
this aim, the instantaneous voltage at the PCC (ud) is computed by using a synchronous-
rotating orthogonal reference frame and is then compared with a reference voltage (Ur). A 
voltage regulation droop (or slope) Rq is included in order to allow the terminal voltage of 
the DSTATCOM to vary in proportion with the compensating reactive current. 
In the PFCM, the reactive power reference (Qr) is set to the measured value of the reactive 
power of wind generation (Qge). In this way, all the reactive power required by the WG is 
provided and thus the WG-DSTATCOM/FESS system is able to maintain the unity power 
factor. A standard PI compensator is included to eliminate the steady-state error in the 
reactive current reference computation.    
The APCM allows controlling the active power exchanged with the electric system. The 
computation of the reference active power (Pr) depends on the active power value injected 
by the wind generation. This value is the difference between the regulation power desirable 
(Preg) and the active power measured from the WG (Pge). The Preg is the active power that 
needs to be delivered to the electric system by the WG-DSTATCOM/FESS system. A 
standard PI compensator is also included to eliminate the steady-state error in the active 
current reference computation. 
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reference values set by the external level. The internal level is responsible for generating the 
switching signals for the valves of the VSI of the DSTATCOM. The control algorithm of the 
DSTATCOM with all its parts in detail is shown in Fig. 3. 
Control is performed with the synchronous-rotating dq reference frame. The coordinate 
system is defined with the d-axis always coincident with the instantaneous voltage vector 
(ud = |u|, uq = 0). Consequently, the d-axis current component contributes to the 
instantaneous active power and the q-axis current component represents the instantaneous 
reactive power. 
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Fig. 3. Multi-level control scheme of the DSTATCOM device 

External level control 
The external level control scheme proposed (left side in Fig. 3) is designed for performing 
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rotating orthogonal reference frame and is then compared with a reference voltage (Ur). A 
voltage regulation droop (or slope) Rq is included in order to allow the terminal voltage of 
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In the PFCM, the reactive power reference (Qr) is set to the measured value of the reactive 
power of wind generation (Qge). In this way, all the reactive power required by the WG is 
provided and thus the WG-DSTATCOM/FESS system is able to maintain the unity power 
factor. A standard PI compensator is included to eliminate the steady-state error in the 
reactive current reference computation.    
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computation of the reference active power (Pr) depends on the active power value injected 
by the wind generation. This value is the difference between the regulation power desirable 
(Preg) and the active power measured from the WG (Pge). The Preg is the active power that 
needs to be delivered to the electric system by the WG-DSTATCOM/FESS system. A 
standard PI compensator is also included to eliminate the steady-state error in the active 
current reference computation. 
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Middle level control 
This block has two main parts, the DC voltage regulator and the current regulator. A 
functional simplified scheme of this control level is shown in the central part of Fig. 3. 
The dynamic equations governing the power instantaneous transfer between the 
DSTATCOM and the electrical network are given by (2). 
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where Rt and Lt are, respectively, the resistance and equivalent leakage inductance of the 
coupling transformer of the DSTATCOM.  
A control methodology to obtain a decoupled control of the current components, id and iq, is 
derived from (2). To achieve this objective, two appropriate control signals x1 and x2 are 
introduced. If iqRt/Lt = x1 and idRt/Lt = x2, and (2) is worked and these variables introduced; 
then (2) results in (3).  
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As can be noticed from the equation above, id and iq respectively respond to x1 and x2 with 
no cross-coupling. Conventional PI controllers with proper feedback from the 
DSTATCOM/FESS output current component are used to obtain the decoupling condition.  
In addition, the AC and DC sides of the DSTATCOM are related by the power balance 
between the input and the output as described by (4). 
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where Rpd is the loss resistance of the VSI and Ud is the DC voltage. Considering 
uinv_d = kinvcosαUd and uinv_q = kinvsinαUd, with kinv = maat/2, (ma modulation index, at = n1/n2: 
voltage ratio of the coupling transformer) and α is the phase-shift between the converter 
output voltage and the grid AC voltage; (4) may be rewritten as: 
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d d
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dt C C CR

α α= − − −  (5) 

Another PI compensator which allows eliminating the steady-state voltage variations at the 
DC bus is used by forcing a small active power exchange with the electric grid. 

Internal level control 
A basic scheme of the internal level control of the DSTATCOM is shown on the right side of 
Fig. 3. This level is mainly composed of a line synchronization module and a three-phase 
PWM firing pulses generator for the DSTATCOM VSI. The line synchronization module 
consists mainly of a phase locked loop (PLL) (Bose, 2002). The three-phase firing pulses 
generator produces both a frequency triangular wave (ftri) and the firing pulses for each 
IGBT of the VSI by comparing this triangular wave with the desired reference three-phase 
voltage, uabc_r. 
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3.2 FESS control  
The FESS control is carried out through the control of the Interface-VSI. By establishing a 
three-phase voltage of controllable amplitude and phase with the VSI, the PMSM can work 
as a motor storing energy or as generator delivering energy. In a way similar to the 
DSTATCOM control, each control level has to perform certain functions. The external level 
is responsible for determining the power exchange between the DC bus of the DSTATCOM 
and the FESS so as to fulfil the power requirements imposed by the DSTATCOM. The 
middle and internal levels basically have the same functions as the middle and internal 
control levels of the DSTATCOM respectively. The control algorithm of the FESS is shown 
in Fig. 4. 
 

 
Fig. 4. Multi-level control scheme of the FESS 

External level control 
The external level control of the FESS is shown in simplified way on the left side of Fig. 4. In 
this control scheme, the reference current iqmr is computed from the torque of the PMSM by 
using (6), and the reference current idmr is set to zero. In this way, a maximum efficiency of 
the PMSM is obtained (Toliyat et al., 2005). 
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3
2e r m qmrT p iψ=  (6) 

where Te_r is the electromagnetic torque of the machine, p the number of pairs of poles and 
ψm the magnetic flux.  
The reference torque is calculated through a speed regulator which adjusts the actual speed 
of the machine (ωm) to the reference speed of the machine (ωmr) by using a PI controller. The 
reference speed is computed from the reference power of the machine, Pmac_r, (the power 
that is to be stored or delivered by the flywheel) using (7). 
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The reference power of the machine is calculated by summing up the reference power of the 
DSTATCOM/FESS (Pr) and the power losses of the machine (Ploss). The losses of the 
machine are computed by summing up the copper losses (PCu) the iron losses (PFe) and the 
mechanical losses (Pmec) (Han et al., 2008).  
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Middle level control  
A functional simplified scheme of middle level control is shown in the central part of Fig. 4. 
This level is basically composed of a current regulator. The control is made by using vector 
control; the main characteristic of this control is the synchronization of the stator flux with 
the rotor. The currents in the d and q axes are regulated separately. The control scheme is 
similar to the middle level control of the DSTATCOM, except that the synchronism angle to 
make the coordinate transformation, θs, is computed in a different way. In this case, the 
angle is obtained by measuring the position angle of the machine (θm) and multiplying by 
the number of pairs of poles.  

Internal level control  
A basic scheme of the internal level control of the FESS is shown on the right side of Fig. 4. 
This control level is quite similar to that of the internal level control of the DSTATCOM 
except that it does not have the phase locked loop block due to the fact that the angle θs is 
obtained through measurement as mentioned before.   

4. Test system  
The test power system used to study the dynamic performance of the DSTATCOM/FESS 
device proposed is shown in Fig. 5 as a single line diagram. This sub-transmission system 
operates at 13.8 kV/50Hz and implements a dynamically modeled wind generator linked to 
a bulk power system represented by an infinite bus type. 
The WG (rated power: 750 kW) uses an induction generator with a squirrel-cage rotor and is 
connected to the grid through a transformer with star-triangle winding. The demand for 
reactive power from the WG is supplied by capacitors so as to reach a close-to-one power 
factor. The WG is modeled with blocks of an induction generator and a wind turbine 
available in the library of the simulation program and with parameters taken from the 
manufacturer data sheets (Neg Micon, 2009; Ecotècnia, 2009). The sub-transmission line is 
modeled by using lumped parameters. All loads are modeled by constant impedances and 
are grouped at bus 4 (Ld1: 0.3 MW and Ld2: 0.7 MW).  
The DSTATCOM/FESS device proposed (maximum rated power: 100 kW and rated storage 
capacity: 750 Wh) is connected to the main bus (bus 3) through Bk 4. The DC voltage of the 
DSTATCOM is 750 V and the capacitor used has a rated capacitance of 1000 μF. The  
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Fig. 5. Test power system 
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DSTATCOM-VSI works with a switching frequency of 8 kHz whereas the Interface-VSI 
works with 20 kHz. The parameters of the FESS (PMSM and flywheel) are obtained from the 
manufacturer data sheets (Beacon Power, 2009; Flywheel Energy Systems, 2009; Urenco 
Power Technologies, 2009). 
The major test system data are summarized in Appendix A while the DSTATCOM/FESS 
data are in Appendix B. 
The analysis and validation of the models and control algorithms proposed for the 
DSTATCOM/FESS controller are carried out through simple events that impose high 
demands upon the dynamic response of the device. A test is made of the device proposed in 
the test system shown in Fig. 5. For this, a variation profile of wind speed is applied to the 
WG so that it makes the DSTATCOM/FESS work in both ways, by storing and delivering 
energy. In addition, external perturbations are imposed, like a load variation, and the 
behaviour of the device in the different control modes is observed.  

5. Simulation results 
The basic system shown in Fig. 5 is used. A suitable profile for variation of the wind speed is 
applied, as shown in Fig. 6. 
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Fig. 6. Wind speed 

The wind speed variations cause significant fluctuations in the active and reactive power 
injected by the WG. The capacitor bank used with the WG is adjusted to compensate for the 
reactive power when the WG operates at a mean wind speed of 10 m/s. In bus 4, the load 
Ld1 = 0.3 MW is first connected (in t = 0 s) and then, in t = 3 s, the load Ld2 = 0.7 MW is 
added. The behaviour of the system is analyzed in both cases, when the DSTATCOM/FESS 
is disconnected (Bk 4 opened) and connected (Bk 4 closed). The variations of active power 
injected by the WG-DSTATCOM/FESS system for both cases are shown in Fig. 7. With the 
DSTATCOM/FESS device connected, the variations of power from the WG are reduced and 
an active power that is practically constant is injected to the system. 
For the reactive power control, three different cases are presented: DSTATCOM/FESS 
disconnected, DSTATCOM/FESS connected working in Power Factor Control Mode 
(PFCM); and DSTATCOM/FESS connected working in Voltage Control Mode (VCM). 
The reactive power injected by the WG-DSTATCOM/FESS system is shown in Fig. 8. With 
the DSTATCOM/FESS connected working in PFCM, it is observed that the reactive power 
injected by the WG-DSTATCOM/FESS system is zero. Consequently, the device proposed 
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has satisfactorily compensated for the reactive power variations of the WG. With the 
DSTATCOM/FESS connected working in VCM, the reactive power variations from the WG 
are compensated for and the device also generates or consumes the reactive power 
necessary to make the voltage in bus 4 be 1 pu. 
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Fig. 7. Active power of the WG-DSTATCOM/FESS system 
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Fig. 8. Reactive power of the WG-DSTATCOM/FESS system 
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Fig. 9. Voltage at bus 4 
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The voltage at bus 4 is shown in Fig. 9. When there is no compensation, the voltage has 
significant variations due to both power variations from the WG and those of the load. 
When the DSTATCOM/FESS device is connected in PFCM, there are no voltage variations 
due to wind power variations. However, this mode has the problem that the voltage has a 
value different from 1 pu and it varies with disturbances in the load. When the 
DSTATCOM/FESS device is connected in VCM, the voltage is maintained at 1 pu 
independently of the variations in wind power and variations of the load. This control mode 
solves in quite effective way the problem observed with the PFCM. Therefore, the VCM is 
the most convenient mode when the connection point of the WG does not have any other 
device that dynamically controls the voltage. 
The active and reactive (in PFCM and VCM) power generated by the DSTATCOM/FESS is 
shown in Fig. 10. The electromagnetic torque and the rotational speed of the PMSM are 
shown in Fig. 11 and Fig. 12 respectively. It can be observed that when the storage device 
works by delivering energy (positive active power), the PMSM has a positive torque 
applied, making the speed goes down and thereby releasing stored kinetic energy. Then, 
when the storage device works by storing energy (negative active power), the PMSM has a 
negative torque applied, making the speed goes up with a consequent increase in the stored 
kinetic energy.   
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Fig. 10. Input/output active and reactive power of the DSTATCOM/FESS  
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Fig. 11. Electromagnetic torque of the PMSM  
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Fig. 12. Rotor speed of the PMSM 

The id and iq currents of the DSTATCOM measured at the low voltage side of the 
transformer are shown in Fig. 13. An excellent decoupling can be observed among the 
currents comparing Fig. 13 with Fig. 10. Variations of the id current correspond with those of 
the active power and variations of the iq current correspond with those of the reactive 
power. In addition, the id and iq currents of the PMSM are shown in Fig. 14. It is worth 
noting that under the power requirements imposed, only a variation of iq exists. In this way, 
the condition imposed on the control to keep id equal to zero so as to obtain a maximum 
efficiency of the PMSM holds true. 
The currents of the DSTATCOM and the PMSM in the abc reference frame are shown in Fig. 
15 and Fig. 16 respectively. The currents shown belong to an interval of the maximum 
power transfer. It can be observed a high frequency of the current of the PMSM (around 800 
Hz). This is due to the high rotational speed of the PMSM. 
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Fig. 13. DSTATCOM id and iq currents  
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Fig. 14. PMSM id and iq currents  
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Fig. 15. DSTATCOM ia, ib and ic currents  
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Efficiency and losses of the PMSM 
Tests were made for different power requirements in the whole range of operation speeds of 
the machine. The results of the efficiency of the machine for an exchange of power of 10 kW, 
50 kW and 100 kW are shown in Fig. 17. In this figure a high efficiency of the PMSM can be 
observed above 98% when the power is high (50 or 100 % of the rated power), even in the 
whole speed range. A division of the losses of the PMSM for different requirements of 
power are shown in Fig. 18. In these figures it can be observed that the mechanical and the 
iron losses increase with the rotational speed of the machine and they practically do not 
depend on the exchange power. Moreover, it can be observed that the copper losses depend 
both, on the rotational speed and on the exchange power. The copper losses have more 
significant values at low speeds. This is because in order to deliver a certain constant power 
at low speeds a bigger torque and therefore a bigger current are required. When there is no 
power transfer, the losses range from 0.3-1.1 kW. 

6. Conclusions 
This paper presents model aspects and control algorithms of a DSTATCOM controller 
coupled with a High-Speed Flywheel Energy Storage System. A proposal is made of a 
detailed fully realistic model of the compensator and a novel multi-level control algorithm 
taking into account three control modes to mitigate problems introduced by wind power in 
power systems.  
From the results obtained, it can be concluded that the detailed models and developed 
control algorithms have worked satisfactorily. With the implemented control, an excellent 
decoupling is kept in the control of the active and reactive power. Moreover, with the device 
and control modes proposed, the power fluctuations coming from a WG are effectively 
compensated. It was shown that the WG-DSTATCOM/FESS system can deliver a constant 
active power in a time range of seconds or more, depending on the storage capacity. For the 
reactive power control, it was shown that the system proposed is able to provide a unitary 
power factor or to obtain a dynamic control of the voltage in the connection point for power 
disturbances in the WG and also for fluctuations in the system such as sudden variations in 
the load. Therefore, the incorporation of DSTATCOM/FESS has shown that it can improve 
the power quality in wind power systems. 
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Fig. 18. Losses of the PMSM for transfer power of: 10kW, 50kW and 100kW 

7. APPENDIX A 
TEST SYSTEM DATA 
Line data are given in Table 1. Table 2 shows the transformer data. All p.u. quantities are on 
13.8 kV and the transformer rated MVA base. Table 3 shows the main parameters of the 
generation unit coupled to the wind turbine. Table 4 shows the main parameters of the  
wind turbine and the power curve of the turbine is shown in Fig. 19. All p.u. quantities are 
on a 690 V and on the 750 kVA base. Finally, the most important load data are shown in 
Table 5. 
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From To UN L R X B
bus bus kV km Ω/km μΩ-1/km

L1 2 3 13.8 30 0.01273 0.2933 4.0024

ID Ω/km

 
Table 1. Line data 
ID: component identifier; UN: rated voltage; L: line length; R, X and B: positive sequence 
resistance, reactance and susceptance of sub-transmission line. 
 

From To R X Rm Xm SN Np/Ns
bus bus pu pu pu pu kVA kV/kV

T1 5 6 0.002 0.021 500 500 1000 0.69/13.8

ID

 
Table 2. Transformer data 
R and X: winding resistance and reactance; Rm and Xm: magnetization resistance and 
reactance; SN: rated power; Np/Ns: voltage transformation ratio 
 

SN UN Rs Xs Rr Xr H
kVA V pu pu pu pu s

WG 5 Induction Squirrel-cage 750 690 0.016 0.06 0.016 0.06 0.095 2

p Machine RotorID Bus 

 
Table 3. Wind generator data  
Rs and Xs: stator resistance and reactance; Rr and Xr: rotor resistance and reactance; H: 
inertia constant; p: pairs of poles 
 

H Wc-i Wc-o Wrp
s m/s m/s m/s

WT 2 4 25 16

ID

 
Table 4. Wind turbine data 
Wc-i: cut-in wind speed; Wc-o: cut-out wind speed; Wrp: rated wind speed 
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Fig. 19. Power curve of the wind turbine 
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PL QL
kW kvar

Ld1 4 300 0
Ld2 4 700 0

ID Bus 

 
Table 5. Load data 
PL and QL: load real and reactive power. 

8. Appendix B 
DSTATCOM/FESS controller data 
Tables 6-8 summarize the most important data corresponding to the FESS, Interface and 
DSTATCOM subsystems.  
 

Pmax E td Smin Smax J Ud

kW Wh s krpm krpm kg m ² V
FW 100 750 27 15.5 31 0.72 750

General

ID

 
Table 6. FESS data 
Pmax: maximum rated real power; E: rated storage capacity; td: discharge time; Smin and Smax: 
minimum and maximum operation speed; J: Polar inertia (PMSM + flywheel); Ud: DC 
voltage.  
 

Motor / ψm Ld, Lq R
Generator Wb μH mΩ

Permanent Magnet
3-phase, synchromous 8 2

p

PMSM

0.052 100
 

Table 7. PMSM data 
ψm: flux induced by magnet; Ld and Lq: d and q axis inductances; R: resistance of the stator 
windings.  
 

Tf Tt Uf Ron Rs
μs μs V mΩ kΩ
1 2 1 1 100  

Table 7. VSI data of the Interface and the DSTATCOM 
Tf: Current 10 % fall time of the IGBT, Tt: Current tail time of the IGBT; Uf: forward voltage 
for IGBTs; Ron: internal resistance of the IGBT device; Rs: snubber resistance 
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The High-speed Flywheel  
Energy Storage System 

Stanisław Piróg, Marcin Baszyński and Tomasz Siostrzonek 
University of Science and Technology 

Poland 

1. Introduction 
At the present level of technology the electricity generation has already ceased to be a 
problem. However, years are passing by under the slogan of seeking for methods of 
effective energy storage. The energy storage method shall be feasible and environmentally 
safe. That's why the methods, once regarded as inefficient, are recently taken into 
consideration. The development in materials technology (carbon fibre, semiconductors, etc.) 
brought back the concept of a flywheel. This idea has been applied to high-speed flywheel 
energy storage.  

2. Electromechanical energy storage using a flywheel 
A flywheel energy storage system converts electrical energy supplied from DC or three-
phase AC power source into kinetic energy of a spinning mass or converts kinetic energy of 
a spinning mass into electrical energy.  
The moment of inertia of a hollow cylinder with outer radius rz, and inner radius rw is: 

 ( )4 41
2 z wJ h r rπ ρ= −  (1) 

Maximum amount of kinetic energy stored in a rotating mass: 

 ( )2 4 4 2
max max max

1
2 4k z wW J h r rπω ρ ω= = −  (2)  

where: J – moment of inertia, ω – angular velocity. 
The force acting on a segment of spinning hoop (Fig. 1) is:  

 
2

r
vdF dm h d dr v
r

ρ ϕ= ⋅ = ⋅ ⋅ ⋅ ⋅  (3) 

where: ρ – density of the hoop material, h – height, r – radius, v – peripheral velocity, ϕ – 
angle, F – force, m – mass. 
The net force acting in the direction of axis x, resulting from elementary forces dFr, is: 
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Fig. 1. Forces acting on the segment of a rotating hoop 

 
2 2

2

0 0

2 cos 2 cos 2x rF dF d h dr v d h dr v

π π

ϕ ϕ ρ ϕ ϕ ρ= ⋅ = ⋅ ⋅ ⋅ ⋅ = ⋅ ⋅ ⋅∫ ∫  (4) 

Bursting stress (in the hoop cross sections shaded in Fig. 1): 

 
2

22
2 2

x
r

F h dr v v
h dr h dr

ρσ ρ⋅ ⋅ ⋅
= = = ⋅

⋅ ⋅ ⋅ ⋅
 (5) 

Hence, the maximum allowable peripheral velocity for a material with the density ρ and 
allowable tensile stress maxe rR σ= : 

 2
max

eRv
ρ

=  (6) 

Maximum rotational velocity of a flywheel depends on the allowable peripheral velocity at 
its surface (6): 

 
2

2 max
max 2 2

e

z z

v R
r r

ω
ρ

= =  (7) 

Substituting (7) into (2) we have: 

 ( ) ( ) ( )2 2 2
4 4 2 2

max 2 2 1
4

z w ee w
k z w z w

zz z

r r RR rW h r r r r h V
rr r

π ρ π
ρ ρ

⎛ ⎞+ ⎛ ⎞⎜ ⎟= − = − = + ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
 (8) 

Hence can be found the flywheel mass: 

 ( )2 2 max
2

4 1

1

k
z w

e w

z

Wm h r r
R r

r

π ρ ρ= − = ⋅
⎛ ⎞

+ ⎜ ⎟
⎝ ⎠

 (9) 
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In order to minimize the flywheel mass it shall be made in the form of a thin-walled hollow 
cylinder.  
From relation (9) the ratio of maximum stored energy to the flywheel mass is: 

 

2

max max
1

4

w

zk k e

r
rW W R

m Vρ ρ

⎛ ⎞
+ ⎜ ⎟
⎝ ⎠= = ⋅  (10) 

For z wr r≈  relation (10) reduces to the form of: 

 
2

max max
2 2

k eW R v
m ρ

≈ =  (11) 

As follows from (11), a light structure (a large amount of energy per unit of mass) can be 
achieved using a material with possible low density ρ and high tensile strength Re. Materials 
that meet these requirements are composites (Kevlar, carbon fibre, glass fibre in combination 
with a filler) or composite bandage (in order to improve stiffness) on a ring of a light metal, 
e.g. aluminium.  
 

 Density 
ρ [kg/m3] 

Strength 
Re [GPa] 

vmax 
[m/s] 

W/m 
[MJ/kg] 

Steel 7.8⋅103 1.8 480.4 0.23 
Titanium 4.5⋅103 1.2 516 0.27 
Composite 
glass fibre  2.0⋅103 1.6 894.4 0.80 

Composite 
carbon fibre 1.5⋅103 2.4 1256 1.60 

Table 1. Parameters of typical flywheel materials 

A flywheel of a larger energy per unit of mass and the given outer radius rz, chosen for 
constructional reasons, has to rotate with a higher peripheral velocity (11) and, 
consequently, with a higher angular velocity (7). 
Since in this case peripheral velocities of high-speed rotors are exceeding the speed of 
sound, the rotor should be enclosed in a hermetic vacuum chamber. In consequence, the 
energy store structure - and particularly bearings, become complicated (due to vacuum 
maintained in inside the enclosure should be used magnetic bearings and a system 
stabilizing the rotor axle position in space The flywheel, integrated with the electric 
machine, should rotate without a contact with motionless parts (magnetic levitation). 
Magnetic bearings should be made of permanent magnets (high efficiency is required) while 
an electromagnetic system should only assist them to a certain extent and stabilize the axle 
position. Due to a required very high efficiency, the flywheel shall be driven by a permanent 
magnet motor installed inside the enclosure. Vacuum inside the enclosure prevents 
exchange of heat between the FES components and causes problems with heat removal from 
windings of the electric machine operated as a motor or generator. An advantage of vacuum 
is lack of losses caused by the rotor friction in air (at peripheral velocities of 700-1000m/s) 
and noiseless operation. 
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The electric machine must be controlled by a power electronic system enabling its operation as 
a motor or generator and adjusting electric power parameters alternately to the needs of the 
accelerated spinning mass or electrical loads (or an electric network) supplied from FES. If the 
energy storage system is operated as an autonomous energy source (isolated operation) it 
must be provided with a power electronic system that prohibits propagation of load unbalance 
(the output voltage double-frequency ripple component) to the flywheel torque. 
The amount of energy stored in FES is proportional to the square of angular velocity. It 
means that at the 1/3 of maximum velocity remains only ca. 10% of maximum energy. The 
energy store should be therefore operated within the speed range from 1/3 to maximum 
speed. The voltage at the electric machine winding changes with the ratio 1:3, and the power 
electronic system shall be designed to tolerate such changes. in order to minimize losses 
(conduction losses in semiconductor devices) the maximum voltage applied to electric 
machine should be possibly high (up to 1000V). 
The design of an energy storage system that meets up-to-date requirements is an 
interdisciplinary and complex engineering task that requires the use of the-state-of-the art 
technologies and materials. The energy storage system can be applied to: 
• Power quality improvement systems to compensate active power peaks and limit their 

impact on power supply network and reduce peak loads. Required are: a large stored 
energy (of the order of hundreds MJ) and large instantaneous power that enables 
discharging during a tens of seconds. 

• Standby power supplies to backup or start other power sources (a motor-generator set 
or switching to another network) for particularly important and sensitive processes.  

• Systems for storage and controlled release of energy produced by alternative 
autonomous electric power sources, like photovoltaic or wind power plants. In such 
systems store energy in time when there is no demand from electricity users. A 
flywheel energy storage system intended for supporting alternative autonomous 
sources shall exhibit very high energy efficiency (due to the necessity of long 
accumulation time) and three-phase output with possibility for unbalanced load at 
constant frequency (50 Hz) and constant rms voltage magnitude. The amount of stored 
energy is ca. 5÷10 MJ. 

• Limiting wind farms power fluctuations by means of a dynamic accumulation of peak 
power generated during high-wind periods and release it during low-wind periods.  

• Accumulation (storage) of energy recovered from regenerative braking of intermittently 
started and stopped (or reversing) large-power drives (e.g. rolling mills and winders) or 
energy recovered from discharging large electromagnets.  

• Elevators in buildings with intensive traffic flow ("intelligent building"). An elevator 
equipped with an energy storage system will consume energy solely to compensate 
losses. 

• Large industrial plants (large-power flywheel energy storage systems) in order to 
mitigate voltage fluctuations, power supply back-up during supply systems switching, 
and power quality improvement by means of peak loading and unloading reduction. 
Reduction of peak active power will result in reduced transmission losses and enable 
the use of more economical installations (smaller cross-sectional areas, transformer 
powers, etc.), smaller peak contracted power. 

• Urban buses. Flywheel energy storage systems designed for mobile applications with 
relatively small energy stored (6÷10 MJ) and suitable for charging and discharging with 
large powers (100÷150 kW) can be utilized in urban buses (charged at bus stops). 
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• Urban and suburban electric transportation systems and hybrid vehicles (internal 
combustion engine, generator, electric motor), flywheel energy storage systems can 
absorb kinetic energy of a braking vehicle and reuse it during travel. 

3. Technical requirements for flywheel energy storage systems 
• High efficiency. 
• Small mass and volume. 
• Reliability, durability and safety. 
• Capability for operation in a three-phase power network or autonomous operation with 

unbalanced load. 
• Large short-duration power (capability for quick charging and discharging). 

4. Electric machine for the flywheel energy storage purposes 
Flywheel energy storage systems can utilize all types of AC three-phase machines. The 
choice of the machine type is determine by the energy storage application and particularly 
by expected duration of energy storage. In energy storage systems with expected long 
duration of energy storage idle losses should be radically limited. Idle losses in systems with 
long duration of energy storage should be radically limited. Such systems can utilize 
asynchronous induction machines or synchronous machines. During energy charging or 
discharging a small amount of energy is needed for the machine excitation (power losses in 
the field winding resistance in a synchronous machine or losses due to the magnetizing 
(reactive) component in an induction machine). In energy storage systems intended for 
relatively short duration storage, permanent magnet machines (synchronous or brushless) 
can be used. In flywheel energy storage systems with a high rotational speed and, 
consequently, high frequency of the fundamental component of the machine voltage, the 
difficulty lies in correct shaping of sinusoidal current waveform obtained by means of PWM 
modulation. In such a case a correct power supply of a brushless DC machine can be more 
easily achieved. Permanent magnet machines require no additional energy for excitation but 
certain small losses occur in them due to currents induced in conducting parts by variable 
magnetic field of rotating magnets. These losses can be reduced employing brushless 
coreless machines. Such machines have very small winding inductance and in order to 
achieve a continuous current they require additional external reactors when supplied from 
PWM modulated inverters. 

5. Examples of flywheel energy storage applications 
In an autonomous system with alternative electric energy source (Fig. 2a) the energy store 
supplies loads if loss of supply from a base power source occurs. The energy storage can be 
used in uninterruptible power supply systems (UPSs) of selected loads (Fig. 2b). Upon 
voltage loss or decrease in the line voltage magnitude a load and energy storage system are 
instantaneously disconnected (by means of thyristor switches) from the supply line and 
energy store turns to the generator mode, thereby powering sensitive (critical) loads 
Another application of an energy storage system is stabilization of supply voltage (or 
limitation of peak currents in a supply line) of loads characterized with fast-changing, short-
duration loading far exceeding the average load. 
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(a) Support of alternative autonomous electric power sources (PV – photovoltaic cell) 
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(c) Compensation of active power load fluctuations and voltage stabilization 
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Fig. 2. Examples of spinning energy storage applications; AC/DC, DC/AC – power 
electronic converters, BLDCPM – electric machine (Brushless D.C. Permanent Magnet 
Motor) 

6. Controlling energy release from a flywheel energy storage system 
The amount of energy stored in a rotating mass is proportional to the angular velocity 
squared. It means that energy store can be effectively utilized within the range from 
maximum angular velocity (Wmax) to 1/3 of angular velocity (1/9 Wmax). There are several 
solutions for limiting the maximum power of energy release from (or supplied to) the 
energy store.  
Figure 3 shows the relative energy (W/Wm) and power (P/Pm) vs. relative angular velocity 
(ω/ωm). Line (1) is the characteristic of a storage system operated within the velocity range 
(0.5÷1)ωmax with limited power. The consequence of the power limitation is the necessity for 
limiting the current maximum value according to relation max max /d mI P U=  (curve 3). Line 
(2) represents the power change for operation with the current maximum value determined 
by the straight line (4). 
Another control method consists in operation with constant maximum power within the 
angular velocity range (0.5÷1)ωmax. Characteristics of the storage system controlled 
employing this method is shown in Fig. 4. A boundary of the control method can be set at a 
lower velocity; this results in limiting maximum power to a lower value. 
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Fig. 3. Characteristic of a energy storage system with Pmax=f(ω) 
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Fig. 4. Characteristic of a energy storage system with P/Pmax=const for ω>ωmax/2 
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It should be borne in mind that energy of 1kWh (3.6 MJ) is equivalent to potential energy of 
the mass 1000 kg at the height of 367 m, i.e. the release the amount of energy (equivalent to 
that consumed by a 100 W bulb during 10 hours) required to throw a 1-ton car to the height 
of 367 m (3.6⋅106[J] =1000[kg]⋅9.81[m/s2]h hence h =367[m]; air friction and the car and 
ground deformations are not taken into account). 

7. Permanent magnet motors 
Permanent magnet motors combine features of classical DC separately excited motors with 
advantages of an induction motor drive. They are manufactured in many structural 
variations with respect to both the permanent magnets arrangement and the method of their 
fixing, as well as the motor applications (permanent magnets in the stator or rotor). In terms 
of the current and the back electromotive force waveforms, permanent magnet machines can 
be categorized into two types: 
- Permanent Magnet Synchronous Motor (PMSM), 
- Brushless Permanent Magnet DC Motors (BLDCM, BLDC, BLPMDCM). 
Permanent magnet synchronous motors (PMSM) exhibit properties similar to those of 
synchronous AC machines. They are characterized by: 
• sinusoidal distribution of magnetic flux in the air gap, 
• sinusoidal phase currents, 
• sinusoidal back electromotive force (BEMF). 
In a brushless permanent machine the back electromotive force has a trapezoidal waveform 
and the required current waveform has the form of rectangular, alternating sign pulses. 
Idealized relations between the back electromotive force and phase currents are shown in 
figure 5.  
In order to provide a constant torque the machine should be supplied in such a manner that 
the instantaneous power value remains constant (in figure 5 the instantaneous power 
waveform in each phase is indicated green). This requirement is met for rectangular phase 
currents Duration of both the positive and negative pulse is T/3, time-interval between 
pulses is T/6, and phase-shift between phases is T/3. During each time interval T/6 the 
current is conducted simultaneously only in two phases. The motor instantaneous power is 
the sum of powers generated in two phases. The electromagnetic torque is the quotient of 
the instantaneous power and the motor angular velocity. At constant angular velocity the 
torque is constant only if the instantaneous power is constant.  
A brushless DC permanent magnet motor cannot, as a machine, be supplied without 
supplementary equipment, thus its integral components are:  
• a power electronic converter that provides power supply of appropriate phase 

windings depending on the rotor position, 
• a controller stabilizing the current depending on the required torque (Fig. 6). 

8. Bipolar PWM of an inverter supplying a brushless DC permanent magnet 
motor 
The pulse-width modulated voltage-source inverter, supplying a brushless DC permanent 
magnet motor enables shaping the required phase currents waveform by means of the 
supply voltage control.  
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Fig. 5. Desired waveforms of electromotive force, phase currents, instantaneous power and 
electromagnetic torque 
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Fig. 6. A brushless permanent magnet DC motor supplied from a voltage source inverter 
with control system 

Where this type of control is employed, only two switches are chopper controlled during the 
time interval of duration T/6. The sequence of switching is shown in figure 7. The inverter is 
controlled in the same manner as a single-phase inverter. The switches pairs, e.g. S1 and S6, 
are switched during the time interval equal T/6. The current flows through two phases A 
and B connected in series. After elapse of time equal T/6 switch S6 stops conducting and 
switch S2 is turned on to conduct (chopper controlled) together with the switch S1. Phase A 
is still connected to the DC voltage source positive terminal, phase B is being connected to 
its negative terminal. The current flows in phases A and C connected in series. Switch S1 is 
active during time period T/3 During each time interval with duration T/6 one of the 
phases is disconnected from both terminals of the DC voltage source, switches are switched 
specifically at T/6 intervals. At each time-instant the converter operates as a single-phase 
inverter and can be analysed as such. The inverter configurations with individual switches 
turned on are shown in figure 8. 

9. Torque control of brushless permanent magnet DC machine  
Figure 9 shows phase currents (ia, ib, ic), their modules (|ia|, |ib|, |ic|), the sum of the 
modules (Σ|i|) and torque (Te). Apart from the fast-changing torque component resulting 
from finite time of semiconductor devices PWM switching, also torque ripple occurs due to 
the current commutation between the motor phase windings. Thus in each 1/6 of the period 
a noticeable disturbance occurs in the torque waveform.  
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Fig. 7. Bipolar pulse width modulation: phase currents and switch control pulses 
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Fig. 8. Bipolar pulse width modulation: the sequence of switching 
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Fig. 9. Actual waveforms of phase currents, their modules and electromagnetic torque 
The brushless machine torque is controlled by means of the phase currents control. The 
control is achieved, similarly as in a classical shunt DC machine, by modulation of fixed 
frequency pulses width by the output signal of a PI current controller. The feedback signal 
should be proportional to the actual value of the DC source current module. It can be 
obtained in two ways: 
• measuring the module of the converter input current (DC source current) (Fig. 10), or  
• measuring phase currents; the feedback signal is proportional to the sum of the load 

rectified phase currents (Fig. 11). 
A drawback of the first solution is an additional inductance (of the sensor and its 
connections) connected between the capacitor and semiconductor devices. The inverter 
should be supplied from a voltage source and the incorporated inductance changes the 
source character during transient states. This inductance is the source of overvoltages 
occurring across semiconductor devices that require overvoltage protection in the form of 
RC snubber circuits to absorb overvoltage energy. These additional components increase 
both the system complexity and power losses in the converter.  
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Fig. 10. Measurement of the inverter input current 
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Fig. 11. The feedback signal circuit utilizing the phase currents measurement 
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Apart from current components from controlled switches, also the currents of backward 
diodes occur in the DC source current. These currents, flowing in the direction opposite to 
the switches current, result from the magnetic field energy stored in the machine windings 
and transferred back to the DC source. The phase current value depends on both these 
components. Therefore, in order to obtain the feedback signal, the absolute value of the 
signal proportional to the measured DC source current has to be taken.   
The second way the feedback signal can be obtained is the measurement of phase currents. 
Since ia+ib+ic=0 it is sufficient to use transducers in the load two phases. The signal 
proportional to the DC source current is obtained by summing the absolute values of phase 
currents (Fig. 11). The error signal is the difference between the DC current reference and 
the actual source current, reconstructed from the measured phase currents. In the pulse 
width modulation a high-frequency triangle carrier signal is compared with the current 
controller output signal. The current controller output signal limit is proportional to the 
phase-to-phase peak voltage value. That way are generated control pulses of fixed 
frequency and modulated width to control the inverter transistors switching.  

10. Determining the rotor poles position relative to stator windings 
Figure 12 shows the cross section of a brushless permanent magnet DC motor. The motor is 
assumed to have a single pole-pair rotor while the stator winding has three pole-pairs. 
Figure 13 shows waveforms of the current and back electromotive force in phase A 
depending on the mutual positions of characteristic points. The analysis starts at the instant 
when point K coincides with point z1. At his time the magnet N-pole begins overlapping the 
stator pole denoted by a. The back electromotive force (BEMF) increases linearly until the 
stator pole is completely overlapped by the magnet N-pole. This takes T/6. Then, the 
magnetic flux increases linearly during T/3 thus the back electromotive force is constant. 
The rectangular waveform of the current in phase A is shaped by means of chopper control. 
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Fig. 12. The cross section of a BLDCM motor 

Since point K coincides with z4 the back electromotive force decreases linearly until point K 
is in the position where N-pole begins overlapping the stator pole denoted a'. Between the 
point z5 and z1 the back electromotive force is constant and negative. 
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Apart from current components from controlled switches, also the currents of backward 
diodes occur in the DC source current. These currents, flowing in the direction opposite to 
the switches current, result from the magnetic field energy stored in the machine windings 
and transferred back to the DC source. The phase current value depends on both these 
components. Therefore, in order to obtain the feedback signal, the absolute value of the 
signal proportional to the measured DC source current has to be taken.   
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currents (Fig. 11). The error signal is the difference between the DC current reference and 
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width modulation a high-frequency triangle carrier signal is compared with the current 
controller output signal. The current controller output signal limit is proportional to the 
phase-to-phase peak voltage value. That way are generated control pulses of fixed 
frequency and modulated width to control the inverter transistors switching.  
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stator pole denoted by a. The back electromotive force (BEMF) increases linearly until the 
stator pole is completely overlapped by the magnet N-pole. This takes T/6. Then, the 
magnetic flux increases linearly during T/3 thus the back electromotive force is constant. 
The rectangular waveform of the current in phase A is shaped by means of chopper control. 
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Fig. 13. Waveforms of the current and back electromotive force in one phase depending on 
the permanent magnet poles position  

In motors with trapezoidal BEMF it is essential that voltage switching on or off to a given 
winding is synchronized with the rotor position relative to this winding axis. 

11. AC/DC converter  
A unity input power factor control of a three-phase step-up converter is feasible in the 
rotating co-ordinate frame because in this system the source frequency quantities are 
represented by constant values. The diagram of the rectifier connection to a supply network 
is shown in figure 1. Since XL>>R, the resistances of reactors are disregarded in the diagram.  
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Fig. 14. Diagram of the rectifier connection to a supply network 

The following designations are used the diagram of figure 1: isn– phase currents, usn– the 
supply line phase-to-neutral voltages, uinn– the converter output voltage (where n= a, b, c). 
The phase currents, according to the diagram, are described by equation (12). 

                                                         sn
sn inn

diu u L
dt

− =     (12) 

Converting the equation (12) into the rotating reference frame dq we obtain equation (13). 

    sdq
sdq indq dq d d sdq

d
L j L

dt
ω− = Δ = +

i
u u u i  (13) 

Decomposing the equation (12) into dq components we obtain (14). 

 ( )sd
ind sd d sd d d sq

diu u u u L L i
dt

ω= − Δ = − −  (14) 
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 ( )sq
inq sq q sq d d sd

di
u u u u L L i

dt
ω= − Δ = − −   (15) 

Equations (14) and (15) describe the converter input voltages. Inserting the required line 
current values into these equations we can determine the output voltage waveforms forcing 
the required current. The components Ld(disdq/dt) represent the converter dynamic states 
(load switching or changes in the load parameters). Assuming the control system comprises 
only proportional terms we obtain from equations (14) and (15) relationships describing the 
control system (16) and (17).  

 ( ) [ ( ) ( )]ind sd R sd d sq sd R sdr sd d sqr squ u K i K i u K i i K i i= − Δ − Δ = − − − −  (16) 

 ( ) [ ( ) ( )]inq sq R sq q sd sq R sqr sq q sdr sdu u K i K i u K i i K i i= − Δ − Δ = − − − −  (17) 

Figure 15 shows block diagram of the control system and the power circuit. The following 
designations are used in the diagram: TP – switch-on delay units (blanking time),  
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Fig. 15. Block diagram of the control system and the power circuit  
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PI – proportional-integral controller, KS- sign comparator, SAW- triangle wave generator, 
KR, Kd, Kq- proportional terms, ST- contactors, Ra, Rb, Rc - resistors limiting the capacitor 
charging current, Σ- adder. 
The control circuit of diagram 15 employs transformation from the thee-phase system to the 
rotating co-ordinate system (abc→dq), described by equation (12). 

 1
3

             cos sin
)sin cos

ad

b cq

vv t t
(v vv t t

ω ω
ω ω

⎡ ⎤⎡ ⎤ ⎡ ⎤
⎢ ⎥=⎢ ⎥ ⎢ ⎥ −− ⎢ ⎥⎢ ⎥ ⎣ ⎦⎣ ⎦ ⎣ ⎦

 (18) 

Where: 
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ω
ω π
ω π

⎧ =
⎪
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 (19) 

11.1 Synchronization circuit 
In order to determine the transformation abc→dq it is necessary to generate functions cosωt 
and sinωt, as follows from equation (18), such that the function cosωt will correspond (i.e. be 
cophasal) to va=Vmcosωt. In practical solutions various methods for generating the cosωt and 
sinωt functions are employed, e.g. synchronization with a single, selected phase (normally a) 
employing a single-phase PLL loop. The advantage of this method is an easy 
implementation in digital technique. Microprocessor systems employ an external, 
specialized device performing the functions of a phase-locked loop, connected with a 
microprocessor port dedicated for counting external events. Therefore the CPU workload 
due to generating the cosωt and sinωt functions is reduced to minimum. A drawback of this 
method is the generated function is related to only one phase of the synchronizing signal 
and the system does not control the other phases. In the event of a disturbance starting in 
phase c (a phase jump in the synchronizing voltage caused by switching a large active 
power load) the control system will respond with large delay. In order to protect the 
converter from effects of a phase jump the synchronization circuit should control all phases 
of the synchronizing voltage. Substituting equations (19) describing the three-phase 
synchronizing voltage into equation (18), the transformation abc→dq takes the form (20). 

 
2 2(cos sin )                   

0( sin cos sin cos )
d mm

q m

v VV t t
v V t t t t

ω ω
ω ω ω ω

⎡ ⎤⎡ ⎤ ⎡ ⎤+
= =⎢ ⎥⎢ ⎥ ⎢ ⎥

− +⎢ ⎥ ⎢ ⎥ ⎣ ⎦⎣ ⎦ ⎣ ⎦
 (20) 

It follows from equation (20) that if the functions cosωt and sinωt are generated correctly 
(cosωt is cophasal with voltage in phase a), the component in axis d equals the amplitude of 
the synchronizing voltage, whereas the component q is zero. This property of the abc→dq 
transformation is employed in the design of the three-phase synchronization circuit 
depicted in figure 16. 
The following designations are used in figure 16: PI- proportional-integral controller, VCO- 
voltage controlled square-wave generator. The PI controller input signal is the instantaneous 
value of the q-axis component of abc→dq transformation. The controller tunes the VCO 
oscillator, whose output signal controls the cosωt and sinωt generation circuit. The controller  
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Fig. 16. Block diagram of the synchronization circuit  

connected to the q-axis controls the PI controller error to zero (the value q-axis component 
equals zero) what means that, according to equation (4), the generated cosωt signal is 
cophasal with synchronizing voltage ua. The control circuit shall attain the state in which the 
q-axis component value is zero. This condition (q= 0) is satisfied in two cases: 
1. The generated function cosωt is cophasal with the synchronizing voltage ua. This case is 

described by equation (20). Figure 17 shows oscillograms of the synchronizing voltage 
(ua, ub, uc) and the generated function cosωt. The simulation waveforms are computed 
using a model of the system implemented in FPGA. 
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Fig. 17. The synchronizing voltage waveforms and the generated function cosωt 

2. The generated function cosωt is phase-shifted in with respect to the synchronizing 
voltage ua by π. The transformation abc→dq then takes the form described by equation 
(21). 
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 (21) 

Substituting (19) to equation (21) yields (22). 
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Fig. 16. Block diagram of the synchronization circuit  
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The phase shift of cosωt function (by π) with respect to the voltage ua results in erroneous 
power relationships in the converter operation and is, therefore, inadmissible. This case is 
illustrated in figure 18 which shows the simulation waveforms computed using the system 
model. 
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Fig. 18. The synchronizing voltage waveforms and the generated function cosωt 

The operating point of the synchronizing circuit from figure 16 (case 1 or 2) is determined by 
the initial phase of synchronizing voltages at the instant of the converter start. In order to 
prevent a random selection of the operating point the synchronization circuit should be 
modified to enforce the system operation according to equation (20) (case1). Figure 19 shows 
two possible versions of the synchronizing circuit. 
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Fig. 19. Two versions of the synchronizing circuit enforcing the correct generation of cosωt 
function 

The following designations are used in figure 19: const – a constant value, KS- sign 
comparator, sgn- sign of the signal (”1” if the signal is greater than zero, conversely ”-1”), 
other elements according to figure 14. If the d-axis component value (figure 19a) is less than 
zero, the case described by equation (22), the constant value const is added to the 
instantaneous value in axis q (the PI controller input error) therefore tuning the VCO 
oscillator, even when the q-axis component value is zero. When the control circuit attains the 
state in which the value of the d-axis component is greater than zero only the q-axis 
component is applied to the PI controller input (the controller error). In the circuit from 
figure 6b no modification is made to the synchronization circuit. The functions cosωt and 
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sinωt are multiplied by the d-axis component sign prior to being applied to the converter 
control circuit. When the system operates correctly, i.e. according to equation (19), the 
functions cosωt and sinωt are directly applied to the converter control circuit. When the 
function cosωt is phase-shifted with respect to the synchronizing voltage ua by π (equation 
22) the multiplication of cosωt and sinωt functions by the sign of d-axis component (”-1”) 
reverses their phases and the correct values of cosωt and sinωt functions are applied to the 
converter control circuit.  
Figure 20 illustrates the synchronization circuit operation, the time graphs are recorded in 
the laboratory setup using the SignalTap II Logic Analyzer tool (a part of the Quartus II 
package). 
 

 
Fig. 20. The time graphs of cosωt function, and the synchronizing voltages waveforms 
recorded in the experimental setup  

Figure 20 shows the oscillograms of phase voltages ua, ub, uc, the generated cosωt function, 
and q-axis component (the controller in figure 19 input error). In the presented 
synchronizing circuit implementation all quantities are represented by eleven-bit numbers 
plus a sign bit. Instantaneous values of these quantities can vary within the range ±2047. 
According to equation (20) the values of q-axis component are equal zero if the 
synchronizing voltages are consistent with (19), i.e. are not distorted. Due to the power 
system voltage harmonic distortion with 1±6n harmonics (where n= 0, 1, 2…) the values 
recorded in axis q are different from zero. These values were varying over the range ±98, 
what makes 4.78% of permissible range. 

11.2 Investigation of the converter  
Figure 21 shows the waveforms of the voltage and current in phase A and the output 
voltage. As follows from figure 21 the proposed system allows obtaining the rectified 
voltage value higher than the phase voltage amplitude and forces a sinusoidal current, 
cophasal with the phase voltage. Figure 22 shows phasor diagrams for several selected 
parameters of the converter input voltage. 
Figure 22a illustrates the case where the source current is cophasal with the supply voltage 
(cosϕ= 1). In figure 22b the source current is lagging (cosϕ≠ 1), i.e. a reactive component 
occurs in the source current. Diagrams in figures 22c and 22d are determined for the inverter 
mode operation (energy is fed back into the power system). As can be seen from the phasor 
diagrams, the source current fundamental harmonic cosϕ (lagging or leading) can be 
influenced on by means of shaping the converter input voltage (uin) and energy can be fed 
back into the power system. Example waveforms in figure 23 illustrate the transition from 
the rectifier to inverter mode of operation (energy is fed back into the power system).  
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Fig. 21. The waveforms of the phase voltage and current ua, ia and the input voltage uina in 
phase A 
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Fig. 22. Phasor diagrams for several selected parameters of the input voltage Uin vector 
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Fig. 23. The waveforms of the load current iload, the output capacitor voltage uCF, the voltage 
and current in phase A 
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As follows from figure 23, at the instant the load current direction is reversed, energy is 
transferred to the capacitor and its voltage uCF increases what, in turn, influences the source 
current phase shift in such a way that energy stored in the capacitor is fed back into power 
system. 
The described converter is intended for co-operation with an inverter supplying a flywheel 
energy storage drive. Thus, in order to ensure constant operating conditions of the inverter-
motor system, the rectifier should maintain the capacitor voltage at the set value 
irrespectively of the load current iload value and direction. Figures 14 and 15 show the 
waveforms recorded at a step change in the load current. 
As can be seen from figure 23 at the instant of an increase in the load current the capacitor is 
discharging (the capacitor voltage decreases) and, consequently, the control system increases 
the phase current amplitude. Energy is supplied in an amount sufficient to compensate the 
capacitor voltage decrease resulting from the load current change and provide energy being 
drawn from the capacitor by the load. When the capacitor voltage becomes equal to the set 
voltage value of the phase current amplitude decreases to the value which ensures the 
capacitor voltage is maintained at the required level. In the event of an abrupt change in the 
load current a reactive component may occur in the phase current, as is shown in figure 25. 
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Fig. 24. The waveforms of the load current iload, the output capacitor voltage uCF, the voltage 
and current in phase A in response to a step-change in the load current 
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Fig. 25. The waveforms of the load current iload, the output capacitor voltage uCF, the voltage 
and current in phase A; a reactive component iq occurs in the source current 
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Fig. 25. The waveforms of the load current iload, the output capacitor voltage uCF, the voltage 
and current in phase A; a reactive component iq occurs in the source current 
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12. A flywheel energy storage drive control system 
Figure 26 shows the diagram of power processing unit (power supply and inverters) and 
illustrates the mechanical structure of flywheel energy storage. 
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Fig. 26. High-speed flywheel energy storage: a – block diagram, b - power processing unit 
diagram 

Two brushless permanent magnet DC motor are mounted on a common shaft. Magnetic 
bearings levitate the spinning mass in order to minimize the resistance to motion. The whole 
structure is enclosed in a vacuum chamber. The motor shaft positioning with respect to the 
stator is achieved by means of Hall sensors. they determine the instances of switching the 
inverter switches based on the actual rotor position relative to stator windings axes. The 
layout of magnets and windings of both motors is the same, thus the instants of 
commutation are determined by means of a single sensor, common for both motors. Each of 
the two FES motors is supplied from an independent inverter, of identical structure. Figure 
28 shows diagram of the inverters control system.  
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The following symbols are used in figure 28:  HA, HB, HC – the Hall encoder signals (the rotor 
position with respect to stator), MUX – multiplexer, SAW – symmetric sawtooth signal 
generator, ucap – DC link capacitor voltage, ABS – absolute value, KS – sign comparator, ixFy – 
(x= A, B, C; y= 1, 2) the motors phase currents. The PWM generators sawtooth signals of 
both motors are shifted by T/2; consequently, the DC link capacitor current alternating 
component is doubled thereby reducing torque ripples at the FES shaft. 
The converter controls the DC link capacitor voltage and if it drops below the predefined 
level the speed of 1/3 ωmax is set in the control system. The system turns from the motor 
mode to generator mode and the mechanical energy is converted into electrical energy. The 
capacitor voltage is also controlled during the converter start-up. The inverters remain 
blocked until the instant of a correct start-up of the line-side converter. The motor actual 
rotational speed is determined from the frequency of the Hall sensor signals. An algorithm 
for computing the frequency is described further below.  
 

 
Fig. 27. Photograph of the FES mechanical structure 
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Fig. 28. The inverters' control system  

The motors operate at a common shaft and rotate with same speed, therefore the inverters 
control system (Fig. 28) utilizes a single speed controller, common for both inverters. The 
speed controller output signal is proportional to the drive current reference value. In order 
to protect the system against an uncontrolled increase in the DC-link capacitor current the 
controller output signal is limited to a selected value proportional to the capacitor maximum 
voltage. This limitation determines the inverters' maximum current. When motors are 
operated in the generator mode the current limit level must be reduced depending on the 
instantaneous value of the DC-link capacitor voltage. When the energy recovered from the 
spinning mass (i.e. delivered to the capacitor) is larger than that supplied by the line-side 
converter to the supply line, the capacitor voltage increases. An increase in the capacitor 
voltage results in reduction of the speed controller output limit (imax) and thereby the drive 
current limiting. If the capacitor voltage reaches its maximum permissible value the set 
current decreases to zero. The principle is illustrated in figure 29. 
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Fig. 29. The DC-link capacitor voltage (alternate component) and the speed controller output 
limitation (maximum permissible inverter current) versus time 

Direction of energy transfer: power supply network ⇒ spinning energy storage (the inertial 
element ⇒ power supply network) is determined by the sign of the speed control error. If 
the set speed is lower than the actual rotation speed, the motors turn into generating mode 
(regenerative braking). In the alternate case the control error is grater than zero, the motors 
are accelerated or energy supplied from the power network compensates losses resulting 
from the resistance to motion. The control system automatically sets zero speed if the DC-
link capacitor voltage is lower than 0.9 of its nominal value. This condition limits the supply 
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line current during the line-side converter start-up. The drive is started only if the capacitor 
is charged to 0.9UN with delay of 2 seconds. In the event of voltage loss in the supply line, 
resulting in the capacitor voltage reduction, the system automatically turns to the generator 
mode. 
The speed controller output signal (the current reference) is compared with the sum of 
absolute values of the motors phase currents. The inverters' current error (kiRei) is applied to 
the PI current controller. Each inverter is provided with an independent controller divided 
into two parallel components: the proportional and integral part. Both parts of the controller 
have their own limits. The controller integrator incorporates a limiter that prevents counting 
when the integer value reaches a predefined maximum level. A separate limitation at the 
controller output prevents reaching the output signal values that cannot be executed by the 
control circuit. This limitation results from PWM generators operation area range.  
The block termed "Commutation Logic", shown on the diagram in figure 3 is responsible for 
correct switching of the inverters' transistors, depending on the permanent magnets position 
with respect to the stator windings. Time relations between the motor electromotive force 
(eA, eB, eC), Hall sensors signals (HA, HB, HC), transistor switches control pulses (T1, T2÷ T6) 
and phase currents (IA, IB, IC) are shown in figure 30 (Fig. 30a refers to the motor mode 
operation, Fig. 30b refers to the generator mode). As can be seen from figure 30, logic 
functions controlling the switches in the motor and generator mode operation are different 
(transistor gate control pulses are shifted by T/2). The "Commutation Logic" block structure 
is shown in Fig. 31 The "Pulse Blocking" input is employed for blocking all transistors 
during starting (until the capacitor voltage reaches 0.9UN) and to turn off the line-side 
converter upon detection of exceeding the current permissible value. 
The position sensor shall change its logic state at the angular distance of π/6 from the motor 
phase voltage (eA, eB, eC) zero crossing. The current flows always through windings in which 
maximum voltage value occurs (Fig. 30). Therefore, during a full revolution of the rotor each 
of the inverter's transistors conducts during 2π/3 of the cycle and participates in two from 
the six allowable pairs: T1T2, T2T3, T3T4, T4T5, T5T6, T6T1. Since only two switches can conduct 
simultaneously, in order to minimize switching losses only one transistor of a pair is 
chopper controlled while the other is continuously turned on. To ensure uniform heating of 
a transistor module a transistor is continuously turned on during ½ of the conducting 
period, while during the other half it is chopper controlled. In figure 30 the transistor 
switching process is indicated by shaded area.  Figure 31a depicts the rotor position sensor 
signals and transistors gate control pulses (the waveforms recorded in Quartus II 
programme using the SignalTap II Logic Analyzer tool). Figure 31b shows oscillogram of the 
phase current waveform and a transistor gate control pulses. From the principle of inverter 
operation it follows that conduction times (pulse duty factor) of all the inverter transistors 
are the same. The PWM generator module operates in a continuous manner; the 
commutation logic, shown in figure mb.6, is responsible for assignment of control signals to 
individual transistors (depending on the rotor position with respect to stator). 
In this figure each transistors has assigned its individual control signal PWMx (x= 1, 2 … 6), 
which is a logical function of the common control PWM and the position sensors pulses; the 
functions for both the motor and generator operation mode are listed in table 2. The 
separation of the common control and the use of an appropriate logical function allows 
limitation of transistors switching losses according to the idea illustrated in figures 30 and 
31. Logical functions listed in table mb.1 and logical circuits from figure mb.6, are 
exclusively correct for the phase sequence shown in figure 30. 
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Fig. 30. Time relations between the motor back emf, phase currents, Hall sensors signals and 
the inverter switches control pulses; a) motor mode operation, b) generator mode operation 
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Transistor Motor Generator 
T1= PWM1 PWM or (HA and HC) PWM or (not(HA) and not(HC)) 
T2= PWM2 PWM or (not(HB) and not(HC)) PWM or (HB and HC) 
T3= PWM3 PWM or (HA and HB) PWM or (not(HA) and not(HB)) 
T4= PWM4 PWM or (not(HA) and not(HC)) PWM or (HA and HC) 
T5= PWM5 PWM or (HB and HC) PWM or (not(HB) and not(HC)) 
T6= PWM6 PWM or (not(HA) and not(HB)) PWM or (HA and HB) 

Table 2. Logical functions for individual transistors control that allow minimizing switching 
losses 
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Fig. 31. a) Hall sensors signals and transistors gate control pulses; b) The motor phase 
current and transistor gate control pulses limiting switching losses 

13. Speed measurement 
The converter control system utilizes signals from rotor position sensors to detect which 
winding conducts current and, basing on their frequency, determines the speed of FES 
rotation. Using these signals the control algorithm can detect sensor failure (loss of 
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connection integrity) or locked rotor (because of e.g. bearings failure). If the logical state in 
all three signal lines (HA, HB, HC) does not change over a specified time interval, transistors' 
control pulses are blocked. This action protects the motor windings against overheating due 
to continuous current conduction. This blocking is independent of the speed measurement 
because the algorithm of digital speed measurement assumes a minimum determinable 
speed value, whereas the described failure detection method works correctly also at 
arbitrary low speeds. This is of particular importance when motors are started from zero 
speed. 
The rotational speed measurement algorithm shall ensure the frequency of the output signal 
to be as high as possible and possible misalignment shall not impact the measurement 
result. Ideally, in a theoretical case, the position sensor pulses (HA, HB, HC) duty factor is 
50%. If the Hall sensor axis is misaligned with respect to the motor shaft axis, or the sensor is 
not mounted perpendicularly to the shaft, the duty factor differs from the required value. 
The cycle of each of the three rotor position signals equals one period of the shaft revolution 
(for a two-pole pair motor) or a half of the revolution period - for a four-pole motor. Since 
the position sensor signals are shifted with respect to each other by 1/3 T, then determining 
the cycle of each signal (using either a rising or a falling edge) the measurement frequency is 
three times the rotation frequency (for a two-pole motor). The speed measurement 
frequency can be doubled determining the signal half-cycle (using both the rising and 
falling edge) and employing a supplementary register that stores the determined value of 
the preceding half-cycle.  For each change in the sensor signal level the determined signal 
period is the sum of the current measurement result and that being stored in the 
supplementary register. The flowchart of the algorithm determining the sensor signal period 
is shown in figure 32. 
The algorithm from figure mb.9 is executed in an infinite loop independently for each of 
three signals. Each step is executed on the rising edge of the clock signal (CLK) of known 
frequency. The internal counter representing the revolution period is incremented by one at 
the clock rising edge (the variable Counter in Fig. 32), next the level of the Hall sensor signal 
(HA, HB, HC) is checked.  A change of logical state is interpreted as completing 1/2 of shaft 
revolution (1/4 for a motor with two pole-pairs). In such a case in supplementary registers 
(R2_x, R1_x where x= A, B, C) the current and the preceding value of counter is stored. The 
sum of the R2_x, R1_x registers values represents the rotational speed (frequency computed 
from completing a full revolution). If the sensor logical state did not change the counter 
value is checked and when it attains the specified maximum value it is assumed that the 
motor is stopped and its rotational speed is zero. In the case of a motor with two pole-pairs 
four supplementary registers are required, each of them stores the duration of the 
consecutive fourth part of a revolution. Figure 33 shows the waveforms recorded in 
Quartus II programme illustrating practical realization of the described algorithm. The 
variable Counter (Fig. 32) has not been taken into account in the practical realization, is 
function is fulfilled by the register R1_x. 
The following symbols are used in figure 33: 
HA, HB, HC – pulses from the rotor position sensor determining the current commutation 
instants (e.g. Hall sensor, sensorless method), 
GA, GB, GC – signals of the rotor position sensors state change (pulse edge detection), 
GI – the speed controller timing signal. 
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Fig. 32. Flowchart of the algorithm determining the frequency of a single Hall sensor signal 
 

HA

HB

HC

GA

GB

GC

Gi  

R1_A

R1_B

R1_C

R2_A
R2_B
R2_C

n

HA
HB

HC

Gi

 
Fig. 33. The principle of the rotational speed measurement – a practical realization  
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Duration of the position sensor high and low states (a half of a revolution for a motor with 
one pair of poles or a quarter of a revolution for a motor with two pole-pairs) is timed by 
counting pulses of a known frequency between the consecutive pulses Gx (x= A, B, C). The 
rising edge Gx resets the R1_x (x= A, B, C) register counter (Fig. 27). Prior to resetting the 
R1_x register, its value is rewritten to the supplementary register R2_x. Knowing the 
reference signal frequency (fCLK) and states of the registers R1_x and R2_x at falling edge of 
the GI signal we can determine the motor rotational speed from equation (23) 

 60
1_ 2 _

CLKfn
R x R x

=
+

 (23) 
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1. Introduction    
Nowadays, photovoltaic (PV) plants are receiving a very great attention due to their 
intrinsic ability to directly transform solar energy in electrical energy. 
Nevertheless, electricity generated from photovoltaic plants can rarely provide immediate 
response to load demand, as these sources do not deliver a regular supply immediately 
compatible with consumption needs. 
In stand-alone PV plants, energy storage (typically based on electrochemical batteries), 
together with the help of additional generation systems (such as those powered by fuel 
engines), is on the basis of regularization of PV generation and of full satisfaction of load 
consumptions. 
In grid-connected PV plants – theoretically - energy storage is not necessary or useful, due 
to the availability of the distribution grid that should work as an ideal container of the 
electrical energy (theoretically, it can work both as an ideal generator and, also, as an ideal 
load). However, in this last years, an important attention has been devoted to the use of 
energy storage also in grid-connected PV plants, with the main aim of overcoming some 
important power quality problems of real distribution grids and for making PV plants more 
and more useful and attractive.  
In fact, avoiding more extensive details, energy-storage seems able to improve reliability, 
availability and energy generation efficiency of grid-connected PV plants, still poor because 
a lot of problems including: the high variability of solar energy availability, the high energy 
generation losses (i.e. caused by non-uniform solar irradiation conditions of PV fields) and 
the disturbances introduced by non-linear behaviour of power electronic apparatus (widely, 
PWM inverters) currently utilized for interconnecting PV plants with distribution grids. 
Most of these recent studies are substantially focused on sizing, operating and analysing of 
electrochemical energy storage systems to be used as an “energy buffer” for reducing, 
within acceptable limits, aforementioned problems and for improving some important grid 
auxiliary services as: 
• load balancing and peak shaving; 
• compensation of disturbances (outages, voltage drops and dips, PF correction, …); 
• economic optimization of generated/consumed energy flows; 
• optimal integration among different kind of renewable energy resources (PV, wind, 

fuel-cells, …). 
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Aforementioned ancillary services are undoubtedly of strategic importance for future large-
scale development and diffusion of grid-connected PV plants. 
However, as evidenced in current researches, they are based on centralized and conspicuous 
electrochemical amount of batteries (based on different technologies) whose potentials, in 
the opinion of the author, can be further improved [Denholm et al., 2007; Lo et al., 2005; Lu 
and Shahidehpour, 2005]. 
Having in mind the objective to obtain, in addition to previously mentioned ancillary 
services, the important goal of improving reliability, availability and electrical energy 
generation capability of grid-connected PV plants (under assigned solar irradiation 
conditions), the new idea that will be fully analysed in this work is that batteries can be used 
in a new and more effective “distributed manner”. 
In this new context, batteries, with a reduced whole capacity value, can be utilized as 
distributed passive maximum power point trackers (MPPT) able of maximizing the amount 
of energy generated by grid-connected PV plants in presence of non-uniform shadowing 
(partial shadowing) effects on PV fields, as an alternative to the more expensive and 
complex active MPPTs [Carbone, 2009].  
In the following, after introducing the potential benefits of the electricity storage in 
distribution grids (section 2) and after recalling currently utilized methodologies for 
improving power generation of grid-connected PV plants (section 3), the proposal of 
utilizing the energy storage in grid-connected PV plants, operated by using batteries in a 
distributed manner, is fully described (section 4) from the theoretical point of view. 
In section 5, the effectiveness and the usefulness of the propped methodology is fully 
investigated, by means of a lot of experimental tests. 
In section 5.1, experimental tests are performed and discussed by referring to a small-scale 
prototype of about 20 Wp of power, constituted by 4 PV small-panels, each of about 5 Wp, 
together with 8 NiCd rechargeable batteries, each with 1.2 V and 800 mAh of capacity.  
In section 5.2, experimental tests are performed and discussed by referring to a physically 
realized 18 kWp PV plant, connected to the LV distribution grid and owned by the B&T 
Solar Energy Division Company, on Lazzaro (RC), Italy. The PV plant is realized by means 
of 90 PV modules with 200 Wp and with an open circuit voltage of about 40 V; PV modules 
are grouped in 3 PV sub-fields (with 30 modules and 6 kWp) connected to the grid by means 
of three different single-phase PWM inverters. Because of each inverter has two separate 
DC-inputs, with separate DC-DC boost-converter operating the MPPT function, each sub-
field is realized with 2 different groups of 15 series-connected PV modules. For our 
experimental tests and measurements, only one group of 15 series-connected PV modules (3 
kWp) of a single-phase PV sub-field has been considered; furthermore, because of the 
temporarily limited availability of batteries, only 9 modules of the 15 series-connected PV 
modules have been experimented with (and without) batteries. In particular, a group of 3 
series-connected lead-acid batteries, each with 12V and 10 Ah of capacity, are connected in 
parallel to each group of 3 parallel-connected PV modules.  
Finally, in section 6, some perspectives on the possibility of designing and developing single 
AC PV modules, with on board a distributed energy storage system, for direct connection 
with low voltage distribution grids and characterized by high availability and high quality 
of the output AC voltage waveform, are also developed. 
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2. Advantages of energy storage in electricity distribution grids 
In recent years, a lot of papers have been published in the specialised literature to discuss 
about the usefulness of energy storage systems in modern distribution systems, especially in 
presence of distributed generation systems from renewable (PV plants, wind farms, fuel 
cells, high-efficiency co-generation systems, ...). 
Regardless of their type and their technology (batteries, super-capacitors, super-magnetics, 
flywheels, pumped-hydro, compressed air, hydrogen, ...), the main outcome of all these 
studies is that energy storage systems are on the basis of the achievement of very important 
and valuable ancillary services, able to significantly improve reliability, availability and 
power quality of modern distribution grids.  
A first basic concept is that the energy storage adds value to distributed generation plants 
from renewable by making them predictable. 
That said, one of the most critical problems of distribution grids is, undoubtedly, that of 
satisfying the peaks of the load demand. The use of one ore more of the aforementioned 
energy storage systems can effectively compensate for load variations, so making possible to 
operate transmission, sub-transmission, and distribution networks with lighter designs, that 
is to say, energy storage can be used instead of more complex, expensive and inefficient 
needed solutions (over-sizing of base-load generation units, peaking generation units based 
on combustion turbines, ...). 
Energy storage facilitates the active and reactive power flow control for distribution grid 
voltage regulation. 
Energy storage at power plants may provide "black-start" capability (power for plants that 
need electricity to start up). 
Energy storage may have special use in applications such as momentary carry-over for short 
outages to high-value industrial processes and/or plants, voltage support, power factor 
correction and other aspects of power quality. 
Energy storage facilitates the interconnection among different generation plants from 
renewable (solar, wind, fuell-cells, ...) and may make them more reliable and efficient.  
In a power system where distribution grids provide an energy storage, base-load generation 
units (typically, coal or nuclear power plants) could properly and efficiently operate at the 
full power for all time, with the surplus of generated energy being available for charging the 
energy storage system. 
Taking advantage of the new contest of the free market of the electrical energy, in a 
distribution grid with energy storage systems, electrical energy can be purchased during a 
low load demand, at low rates, can be stored and, then, can be sold, during a peak of the 
load demand, at a higher rate. 
The American Electric Power Company (AEP) ranks among the nation's largest generators 
of electricity, owning nearly 38.000 megawatts of generating capacity in the U.S. In the 
recent years, AEP  studied the direct and indirect benefits, strengths and weaknesses of 
distributed energy storage systems (DESS) and chose to transform its entire utility grid into 
a system that achieves optimal integration of both central and distributed energy assets. To 
that end, AEP installed the first NAS battery-based energy storage system in North 
America. After one year of operation and testing, AEP has concluded that, although the 
initial costs of DESS are greater than conventional power solutions, the net benefits justify 
the AEP decision to create a grid of DESS with intelligent monitoring, communications, and 
control, in order to enable the utility grid of the future [Nourai & Kearns, 2010]. 
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3. Losses and power generation improvements in grid-connected PV plants 
3.1 Losses 
In this section the most common losses on grid-connected PV plants will be briefly recalled, 
in order to better understand current and future solutions that can be used to mitigate this 
important problem. 

3.1.1 Losses caused by the mismatching between the PV plant and the grid 
One of the most critical problem for grid-connected PV plant is, undoubtedly, that of the 
mismatch, that can occur at a given time, between the power injection capability of the PV 
plant and the power absorption capability of the grid. By considering the grid fully passive 
and resistive, for the sake of simplicity, this problem can be appreciated with the help of 
Fig.1.(a),  in which the working point of the system composed by the PV plant and the grid 
is graphically  found by superimposing the I-V characteristic of the PV plant with the I-V 
characteristic of the grid. In practice, at a given time, the said working point can be 
significantly different from that in which the power exchanged between the PV plant and 
the grid is equal to the maximum power that the PV plant could generate (MPP). 
Furthermore, the working point changes if the equivalent resistance of the grid changes 
and/or if the solar irradiation (SI) of the PV field changes. Obviously, this phenomenon - if 
not controlled - may cause significant generating power losses. 

3.1.2 Losses caused by mismatching conditions among PV modules of the PV plant 
Important mismatching in working conditions of different PV modules of the same PV plant 
can occur, essentially because of: 
• discrepancies in module parameter values caused by manufacturing tolerances, 
• different module ageing effects, 
• different orientations of modules. 
Furthermore, especially in a urban residence, where PV modules of a PV plant are normally 
installed on the roofs, in addition to shadows created by clouds, those created by 
neighbouring buildings, trees, power and/or telephone lines, sometimes, partially cover PV 
modules (partial shadowing), so creating a condition of mismatching or “unbalanced 
generation” among different PV modules.  
It is, also, well known that, in order to allow the utility-interactive power electronic inverter 
to obtain sufficient DC voltage, a lot of PV modules are usually connected in series, so 
making up a so called "PV string".  
In case of mismatching conditions, the current generated by a PV string is physically 
imposed to be equal to the minimum current value, corresponding to the current generated 
by the most unfavourably irradiated PV module of the PV string, and, finally, the whole 
power generated by the PV string can be unfavourably reduced with respect to the 
maximum available power. In other words, a significant reduction in the total output power 
of the PV system is often observed under the aforementioned mismatching conditions. In 
order to alleviate the aforementioned problem, traditionally, a bypass diode is connected in 
parallel with each PV module; this alleviates the power reduction of the PV string, however, 
the shaded PV modules cannot generate their inherent power, and hence the problem has 
no its optimal solution. 
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Fig. 1. Working points analysis of grid-connected photovoltaic systems, without (a) and 
with (b) the use of batteries. 

3.1.3 Losses caused by the reversed power flow on grids 
Radial power distribution grids are designed for a power flow from the high voltage (HV) 
side to the low voltage (LV) side.  
In presence of Grid-connected PV plants, power flow is reversed from the end of LV side to 
the HV side of grids and his may cause voltage rise of LV line. To prevent the over voltage 
of the power distribution lines, power electronic inverters for PV plants (i.e. for Japanese PV 
plants [Ueda et al., 2006]) have a function that regulate the output power when the voltage 
of the grid is too high; because of this function, significant amount of electric power of PV 
plants can be lost [Ueda et al., 2006]. 

3.2 MPPT techniques 
After discussing about power losses on grid-connected PV plants, some of the most diffused 
techniques, utilized for mitigating them, are now recalled. 
In general terms, techniques for optimising power generated by PV plants are known as 
maximum power point tracking (MPPT) techniques. 

3.2.1 Active MPPTs  
As well known, losses evidenced in section 3.1.1 are usually and effectively avoided by 
implementing on power electronic interfacing apparatus (inverters) control logics able to 
optimize power flows between the PV plant and the grid; they are based on algorithms 
precisely conceived for maximizing the power injected into the grid by the PV plant and  
they are known as "active MPPTs". 
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In principle, these algorithms can be directly implemented on single-stage (DC-AC) PWM 
inverters; however, usually they are more profitably implemented on double-stage (DC-DC 
and DC-AC) PWM inverters, in which the DC-DC power electronic converter (widely, a boost 
type converter) is specifically devoted to the implementation of the selected MPPT algorithm. 
There a lot of different MPPT algorithms, characterized by different performances, that are 
available for being implemented on PWM inverters; because this subject has been widely 
discussed and consolidated in the specialized literature [Esram and Chapman, 2007], here, 
these algorithms are not explicitly discussed. 

3.2.2 Distributed active MPPTs  
In case of mismatching conditions recalled in section 3.1.2, the use of a by-pass diode in 
parallel to each PV module of a PV string can mitigate losses of generating power but does 
not optimally solve the problem of maximizing the power generated by the PV string,  
neither by using, as interfacing apparatus, a PWM inverter endowed with a MPPT function.  
In fact, for instance, please consider the presence of mismatched conditions in the case of a 
PV string constituted by two series-connected PV modules (each of one with a by-pass diode 
in parallel); the corresponding generation current-voltage characteristic curves of each PV 
module are depicted in Fig.2(a) [Shimizu et Al., 2003]. 
Furthermore, the characteristic curves of the output-current and of the output-power versus 
the output-voltage are as in Fig.2(b), that can be justified by means of the following 
considerations. 
By varying the value of the equivalent resistance of the grid as seen by the PV string, the PV 
string current, Io, can goes from Ia to Id; the PV string voltage, Vo, and the PV string 
generated power, Po, change as follows: 
• when Io = Ia (operating point A), both PV modules generate power, but neither one 

generates maximum power; 
• when Io = Ib (operating point B), the shaded PV module generates maximum power, 

but the non-shaded PV module does not generate maximum power; 
• when Io = Ic (operating point C), the non-shaded PV module generates power, but the 

shaded PV module does not generate any power, because the PV string current, Io, 
flows through its bypass diode; 

• when Io = Id (operating point D), the non-shaded PV module generates its maximum 
power, but the shaded PV module does not generate any power because the PV string 
current, Io, flows through its bypass diode. 

Finally, the output-power versus the output-voltage characteristic of the PV string is a 
multi-modal curve having a number of peaks (maximum) equal to the number of the string 
PV modules. 
This means that, also with the use of the module by-pass diodes, in case of mismatching 
conditions the maximum output power of the PV string is less than the sum of the 
maximum generation power of the PV modules. In fact, with reference to the 
aforementioned situation, it is simple to underline that if the shaded PV module is not short-
circuited, the non-shaded PV module does not operate at its maximum power; if the shaded 
PV module is short-circuited it does not generate its inherent power. 
That said, it also evident that the presence of more than one maximum in the P-V 
characteristic of a PV string makes very difficult, for conventional active MPPTs, the 
detection of the absolute maximum power point of the PV string, to be caught. 
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Fig. 2. PV module output current versus PV module output voltage, for different irradiation 
levels, 2(a), and effects of different solar irradiation levels on a string composed by two PV 
modules connected in series, 2(b). [Shimizu et Al., 2003] 
Once analysed the presence of mismatching conditions in PV strings and their negative 
effects on their power generation, it is of practical relevance to investigate the possibility of 
finding a technical and cost-effective solution to such a problem, also taking into account of 
different layouts that are available for grid-connected PV plants and that have been 
discussed in a relevant number of recent papers and technical reports. 
Intuitively, PV plant layouts with more inverters (string and/or module inverters) should 
be less sensitive to mismatching conditions with respect to PV plant with one centralized 
inverter only. However, in some recent studies [Woytea et al., 2003] it was also shown that 
this last assumption can not be always true and, in certain plant configurations, a plant 
layout with more inverters can result in partial shadowing related losses greater than that of 
a centralized inverter plant layout. This last situation is essentially related to the presence of 
multi-modal PV string or PV module power-voltage characteristics which create serious 
problems to conventional inverter active MPPT techniques. In fact, in presence of more than 
one local maximum points in the power-voltage characteristic of a PV string and/or a PV 



 Energy Storage 

 

76 

module, conventional inverters implementing active MPPT techniques can catch and 
maintain one of the local maximum power points instead of the absolute maximum power 
point, so causing significant reductions in the PV plant whole generated power.     
To overcome the aforementioned problems, essentially related to characteristics of 
conventional inverter active MPPT techniques and algorithms, in the recent specialized 
literature, different novel active MPPT techniques have been introduced and discussed, with 
the specific aim of maximizing the power generated by a PV string in case of significant 
mismatching conditions. 
These new active techniques are essentially based on the idea that the MPPT function can be 
extended to each PV module of a string by implementing a so called distributed active 
MPPT (DMPPT) function.  
Different techniques and algorithms have been, also, proposed in order to implement the 
aforementioned DMPPT. However, they are generally based on the use of expensive and 
complex high-frequency switching circuits and control techniques.  
In [Shimizu et Al., 2003], a practical implementation of the aforementioned DMPPT technique 
is achieved by introducing a proper generation control circuit (GCC), that is to say a number of 
multi-stage DC/DC converter circuits to be connected in cascade to each module of a PV 
string, together with a centralized utility interactive inverter. In this way, the generation point 
of each PV module can be independently controlled and maximized. Furthermore, the P-V 
characteristic of a PV string results in a mono-modal characteristic with only a maximum 
power point to be caught by the MPPT algorithm, also in the presence of PV module 
mismatching conditions. A specific advantage of this technical solution is that power 
generation of each module can be maximized by physically detecting and controlling only the 
output power of the PV plants, so avoiding additional expensive power detectors to be 
installed on PV modules, on the contrary needed in other similar DMPPT techniques. 
However, the proposed configuration circuit remains complex with respect to other circuit 
configurations with no distributed active DC/DC PV module converters. 

4. Batteries as passive MPPTs 
In this section it will be shown as batteries, connected in parallel to of PV field, can operate 
the aforementioned MMPT function passively, that is to say without the use of any 
additional circuitry and without implementing any control logic. 
However, expected performances of this kind of passive MMPT technique are worse if 
compared with that of the aforementioned active techniques, mainly because of variation of 
the MPP caused by variations of working temperature of PV modules. 
For these, reasons, after introducing the use of batteries in a centralized manner, this passive 
technique is extended to a different scenario in which batteries are contemplated to be more 
profitably used in a distributed manner.  

4.1 The use of batteries in a centralized manner 
For a fixed level of the solar irradiation and for a fixed temperature, the power delivered to 
the network by a conventional grid-connected PG, which qualitative I-V characteristic has 
been shown in Fig.1.(a), depends on the value of the network equivalent impedance as seen 
from the PG terminals, the behaviour of the network being normally imposed to be resistive 
by using a power electronic PWM inverters.  
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Unfortunately, only one working point on the I-V PG characteristic corresponds to the MPP 
(bold-faced circles, in Fig.1.(a) and it can be “caught” only carefully adjusting the value of 
the network equivalent resistance (i.e. by using the aforementioned active MPPT apparatus).  
On the other hand, Fig.1 also shows that, for different solar irradiation (SI) levels, the 
variation of the MPP directly involves the PG current values, while the PG voltage values 
remain almost constant. 
This means that a battery, in parallel with the PG and the network as shown in Fig.1.(b), if 
properly designed in its nominal voltage value and in its capacity, can naturally catch and 
maintain a PG working point very close to the MPP, for any PG solar irradiation level and 
for any value of the network equivalent resistance (Fig.1.(b)).  
Nevertheless, it is expected that battery used as passive MPPT has lower performances if 
compared with currently utilized active MPPTs, mainly because of the variations of the PG 
voltage at the MPP caused by variations of PG working temperature. 
Because of this last consideration, as an alternative to the trivial idea of utilizing batteries in 
grid-connected PV systems in a centralized way and in the place of active MPPTs, it is 
proposed to use batteries in large grid-connected PV plants and in a more effective 
“distributed way”, that is discussed in the next section. 

4.2 The use of batteries in a distributed manner 
The proposed idea of utilising batteries in large grid-connected PV plants and in a profitable 
“distributed way” can be explained and appreciated with the help of Fig.3. 

 
Fig. 3. Grid-connected photovoltaic system with distributed use of batteries as distributed 
passive MPPTs and centralized inverter with active MMPT function. 
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In practice, in large grid-connected PV plants, batteries can be used as passive and 
distributed MPPTs by locating them in parallel with a proper number of PV sub-fields and 
by maintaining a centralized inverters with centralized active MPPT function. 
At the designing stage of the battery distributed system, there are some questions that have 
to be well analysed, in order to obtain an effective and inexpensive system. Firstly, the 
grouping of the PV modules, with which to build the PV sub-field. Then, the choice of the 
nominal voltage of the battery sub-systems to be connected in parallel to each PV sub-field. 
Finally, the choice of the capacity of the whole battery storage system. 
The grouping of the PV modules is strictly connected to the choice of the nominal voltage of 
the battery sub-systems; it is worthwhile to remember that the nominal voltage of the 
battery sub-system has to be very close to the MPP voltage of the related PV sub-field and 
this last is approximately equal to 75-80% of the PV sub-field open circuit voltage. 
In choosing the capacity of the battery system, the criterion to be followed is that of making 
a passive MPPT system that has to be effective but also inexpensive, in order to result as a 
valid alternative to the aforementioned, more complex and expensive, PV plant electrical 
schemes endowed by a number of distributed power electronic DC-DC converters. 
Furthermore, it is important to take into account also that: (i) energy generated by PV sub-
fields - normally - has to be stored only for very short times (just to cope for the momentary 
unavailability of the grid); (ii) the active MPPT function of the centralized inverter should be 
able to avoid the full charge of batteries, even if they have a small capacity.   

5. Experimental tests 
In order to test the effectiveness of the proposed passive MPPT technique for grid-connected 
photovoltaic plants, that is based on the temporary storage of the generated power on a 
proper designed distributed battery system, two different experimental measurement 
campaigns have been performed; the first refers to laboratory experimental tests on a small-
scale photovoltaic generator prototype of 20 Wp (section 5.1) while the second refers to 
experimental tests on a  fully realized and installed grid-connected photovoltaic plant of 3 
kWp (section 5.2). 

5.1 Experiments on a small-power 20 Wp PV prototype 
A small-scale prototype of about 20 Wp of power, constituted by 4 identical PV small-
modules of about 5 Wp, together with 8 (2 for each panel) NiCd rechargeable batteries with 
1.2 V of nominal voltage and 800 mAh of capacity, has been built-up and experimented 
under different artificial irradiation conditions (obtained by utilizing 4 flood light apparatus 
with 4x250 W lamps). 
In practice, by following the guidelines of the electrical scheme depicted in Fig.3, in which 
the PV sub-fields are foreseen to be series connected, the prototype has been tested under 
both balanced and unbalanced artificial irradiation conditions.  
In this experimental case study, the inverter is not present and, taking into account that in 
practice inverters for grid-connected PV plants have to inject into the grid a sinusoidal 
current in phase with the grid voltage, it has been substituted with a simple equivalent 
resistor, Ro; different values (optimal and non-optimal) for the inverter-grid equivalent 
resistance have been also considered in order to verify the effects of a conventional 
(centralized) MPPT function, typically performed by aforementioned inverters. 
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Even if a several number of experiments have been performed and analysed, for the sake of 
brevity, in the next, only the most interesting experimental results are referred and briefly 
discussed.  
Specifically, in Tables I and II, the values of the power generated by each PV small-module 
and by the whole PV generator (4 series-connected small-modules), under balanced artificial 
irradiation levels and for optimal (Table I) and non optimal (Table II) values of the inverter-
grid equivalent resistance, are summarized. 
Experimental results confirm that, for a fixed and balanced (solar) irradiation (SI) level, a 
whole PV Plant can generate its inherent maximum power only if the inverter (thanks to its 
active MPPT function) is able to impose to the grid a resistive behaviour with a specific 
resistance value (optimal value).  
In Tables III, the values of the power generated by each PV small-module and by the whole 
PV generator, under unbalanced artificial irradiation levels and for the optimal value of the 
inverter-grid equivalent resistance, are summarized. 
 

Generated Power [W] 

 Without 
batteries 

With 
batteries 

PV Panel 1 
(SI1 = 177 W/m2) 

0.63 0.61 

PV Panel 2 
(SI2 = 180 W/m2) 

0.64 0.62 

PV Panel 3 
(SI3 = 175 W/m2) 

0.63 0.60 

PV Panel 4 
(SI4 = 170 W/m2) 

0.61 0.59 

Whole PV Plant 2.51 2.42 

Table I. Results under balanced SI of PV Panels and optimal value of the inverter-grid 
equivalent resistance, Ro. 
 

Generated Power [W] 

 Without 
batteries 

With 
batteries 

PV Panel 1 
(SI1 = 177 W/m2) 

0.53 0.60 

PV Panel 2 
(SI2 = 180 W/m2) 

0.54 0.61 

PV Panel 3 
(SI3 = 175 W/m2) 

0.52 0.60 

PV Panel 4 
(SI4 = 170 W/m2) 

0.50 0.58 

Whole PV Plant 2.09 2.39 

Table II. Results under balanced SI of PV Panels and non optimal value of the inverter-grid 
equivalent resistance (-25% of Ro) 
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Generated Power [W] 

 Without 
batteries 

With 
batteries 

PV Panel 1 
(SI1 = 224 W/m2) 

0.50 1.05 

PV Panel 2 
(SI2 = 220 W/m2) 

0.51 0.98 

PV Panel 3 
(SI3 = 66 W/m2) 

0.11 0.23 

PV Panel 4 
(SI4 = 280 W/m2) 

0.53 1.18 

Whole PV Plant 1.65 3.44 

Table III. Results under unbalanced SI of PV Panels and optimal value of the grid equivalent 
resistance, Ro 

Experimental results show that, when the series connected PV sub-fields of a PV plant are 
irradiated in a non uniform way (unbalanced irradiation), even if in presence of a 
centralized inverter endowed with an active MPPT function, a conventional PV plants 
(without batteries) does not appear able to extract from the whole PV plant its inherent 
maximum power, that is to say the sum of the inherent maximum power of each PV sub-
field; this is because the whole PV plant current, in a series connected PV sub-field system, 
is imposed to be equal to the lowest value among that of the different PV sub-fields. 
Experimental results also show that, by introducing a properly designed distributed battery 
system, also in case of unbalanced solar irradiation conditions, it seems possible to 
significantly improve the power generated by the whole PV plant. 

5.2 Experiments on a 3 kWp grid-connected PV plant 
The analysis is specifically referred to a physically realized 18 kWp PV plant, connected to 
the LV distribution grid and owned by the B&T Solar Energy Division Company, on 
Lazzaro (RC), Italy. With some more details, the PV plant is realized by means of 90 PV 
modules with 200 Wp and with an open circuit voltage of about 40 V; PV modules are 
grouped in 3 PV sub-fields (with 30 modules and 6 kWp) connected to the grid by means of 
three different single-phase PWM inverters. Because of each inverter has two separate DC-
inputs, with separate DC-DC boost-converter operating the MPPT function, each sub-field is 
realized with 2 different groups of 15 series-connected PV modules. 
For our experimental tests and measurements, only one group of 15 series-connected PV 
modules (3 kWp) of a single-phase PV sub-field has been considered; furthermore, because 
of the temporarily limited availability of batteries, only 9 modules of the 15 series-connected 
PV modules have been experimented with (and without) batteries. 
Specifically, 6 PV modules are always operated without batteries and are series-connected. 
On the other hand, the remaining 9 PV modules are grouped in 3 groups of 3 PV modules 
connected in parallel. Finally, the 3 parallel-connected PV modules are connected in series 
among them and also with the remaining 6 series-connected PV modules.  
In order to test the effectiveness of the battery energy storage capability, a group of three 
12V, 10 Ah, lead-acid series-connected batteries are connected (via a bipolar circuit breaker) 
in parallel to each aforementioned group of 3 parallel-connected PV modules. 
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Fig.4 should be helpful to graphically summarize the circuit configuration of the 
experimented PV plant. 
Experimental tests have been operated under both balanced and unbalanced solar 
irradiation conditions of PV modules; in both cases, the results of measurements have been 
utilized to perform a comparative analysis between the power generated by the PV modules 
(and, then, by the whole PV sub-field), under the same irradiation conditions, without and 
with the use of batteries. 

 
Fig. 4. Electrical scheme of the experimentally tested 3 kWp grid-connected PV plant 

The first experimental test refers to balanced solar irradiation conditions.  It is worthwhile to 
underline that, the weather being cloudy, the irradiation level was low (no more than 300 
W/m2). Measurements have been carried out for a total duration of one hour; during the 
first 30 minutes, batteries are switched-off while, during the second 30 minutes, batteries are 
switched-on. The results of measurements are summarised in Table IV in terms of registered 
time mean values. It is evident that, when connecting batteries, power generated by each 
group of PV modules, under the same solar irradiation conditions, increases. However,  
being the whole power of the PV plant injected into the grid, practically, the same than that 
injected without the presence of batteries, in this case the surplus of generated power is 
temporarily stored into the batteries and it will be injected into the grid later. 
The second experimental test refers to unbalanced solar irradiation conditions; in practice, 
two PV modules have been artificially shadowed, as graphically evidenced in Fig.5.  
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Measured quantities (time mean values) 
- symbols are as in Fig.4  - 

I1 
[A] 

V1 
[V] 

I2 
[A] 

V2 
[V] 

I3 
[A] 

V3 
[V] 

Idc 
[A] 

Vdc 
[V] 

Iac 
[A] 

Vac 
[V] 

Without batteries 
2,7 37,8 2,7 38,0 2,7 38,1 2,7 356,0 4,1 225,0 

With batteries 
3,1 37,2 3,2 37,7 3,2 37,5 2,7 356,0 4,2 224,0 

Table IV. Results of measurements under balanced solar irradiation conditions 

 
Fig. 5. Electrical scheme of the experimentally tested 3 kWp grid-connected PV plant, in 
presence of an artificially imposed partial shadowing of PV modules 

Measurements have been carried out for a total duration of one hour: 
• during the first interval of 15 minutes, batteries are switched-off and all the PV modules 

are irradiated, 
• during the second interval of 15 minutes, batteries are switched-off and two PV  

modules are artificially shadowed; 
• during the third interval of 15 minutes, batteries are switched-on and all the PV 

modules are irradiated, 
• during the fourth interval of 15 minutes, batteries are switched-on and two PV modules 

are artificially shadowed. 
The results are summarised in Table V in terms of registered time mean values.  
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Measured quantities (time mean values) 
- symbols are as in Fig.5  - 

I1 
[A] 

V1 
[V] 

I2 
[A] 

V2 
[V] 

I3 
[A] 

V3 
[V] 

Idc 
[A] 

Vdc 
[V] 

Iac 
[A] 

Vac 
[V] 

Without batteries and all PV-modules irradiated 
2,1 38,8 2,1 38,4 2,1 38,7 2,1 352,0 3,2 227,0 

Without batteries and two PV-modules shadowed 
1,2 36,8 1,2 37,9 1,2 38,1 1,2 349,0 1,8 224,0 

With batteries and all PV-modules irradiated 
1,9 37,2 2,2 37,7 2,0 37,7 2,3 347,0 3,6 223,0 

With batteries and two PV-modules shadowed 
1,6 37 1,8 36,7 1,6 36,9 1,9 353,0 2,9 226,0 

Table V. Results of measurements under unbalanced solar irradiation conditions 

In order to better summarize the experimental results and to better appreciate what 
happens, especially in case of unbalanced solar irradiation conditions, with and without the 
use of batteries, let us to define a Power Decay Coefficient, PDC%, that is to say a coefficient 
that measures the decay rate of the power generated by all the PV modules as a consequence 
of the shadowing of only some PV modules of the whole PV field: 

 PDC % = (Power without shadows - Power with shadows)
                Power without shadows

x100     (1) 

Then, with reference to Table V, the value of PDC%, without and with batteries, are 
reported in Fig.6. 
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Fig. 6. Decay rate (PDC%) of the PV plant generated power, in presence of partial 
shadowing of PV modules, without ant with the use of batteries, as suggested in Fig.3. 
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It is possible to note that, partial shadowing of only a limited number of PV modules, in 
conventional (without batteries) PV plants, can cause an important decay of the whole 
generated power (43%); on the contrary, in presence of batteries, the same partial shadowing 
causes a decay rate of the whole generated power significantly lower (only 16%). 

6. Perspectives on developing single AC PV modules, with on board 
distributed batteries used for energy storage 
From results and considerations of previous sections, it can be summarized that the intrinsic 
variability of solar irradiation forces conventional grid-connected PV plants to inject power 
into the grid in a way as variable and unpredictable. 
Furthermore, as well known, conventional PWM inverters, for connecting PV plants to 
distribution grids, generate an AC output voltage characterized by harmonic and inter-
harmonic components (especially at high frequencies, in the range of their switching 
function). Even if output filters are conventionally used, remaining harmonics and inter-
harmonics may cause different power quality problems, especially in terms of 
malfunctioning of information and communication technology (ICT ) apparatus, that are 
more and more utilized in modern distribution grids. 
Currently, in the specialized scientific literature, researchers are brightly discussing about 
the possibilities to develop new power electronic apparatus for interconnecting PV plants 
and the distribution grids with power quality problems reduced with respect to that caused 
by conventional PWM inverters [Busquets-Monge et al., 2008]. 
On this basis,  on the opinion of the Author,  the idea here investigated to introduce in grid-
connected PV plants an energy storage system, based on a conspicuous number of batteries 
with small capacity and operated in a distributed manner,  can be utilized also for defining 
and developing new multi-level power electronic inverters [Khomfoi & Tolbert, 2007] 
intrinsically characterized by AC output voltages with very high quality waveforms and, 
also, by high reliability and availability. 
Particularly interesting could be the idea of developing single PV modules able to generate 
an AC output voltage (AC PV modules) directly compatible with the low voltage 
distribution grids and with high quality waveform, being this achievable by means of a 
proper designed and developed multi-level inverter installed on the PV modules.  
With some more details, by installing on a conventional PV module a conspicuous number of 
small rechargeable batteries, to be put in parallel to a proper group of series connected PV 
cells, an as many conspicuous number of DC voltage levels  is physically available on board of 
the PV module and these DC voltage levels can be utilized, by a proper designed and 
developed multi-level electronic inverter, to build up an AC quasi-sinusoidal voltage at the 
distribution grid frequency; an isolation transformer (a HF-transformer on the DC section of 
the circuit or a LF-transformer on the AC output section of the circuit) could be also utilized to 
adjust the AC output voltage rms value of the PV module and to cope for galvanic isolation. 
In addition to the high quality waveform of the AC output voltage, batteries installed on the 
PV module would make it more efficient, available and reliable. 
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A passive MPPT technique, to be utilized mostly in large grid-connected PV plants, has been 
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It is possible to note that, partial shadowing of only a limited number of PV modules, in 
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batteries that are proposed to be put in parallel to a proper number of PV sub-fields, so as to 
be used in a distributed manner. If well designed in their location, in their nominal voltage 
value and in their capacity, batteries can naturally catch the MPP of each PV sub-field, also 
compensating for critical unbalanced solar irradiation conditions. 
The results of different experimental tests, operated both on a very small-power 20 Wp 
prototype and on a 3 kWp physically realized grid-connected PV plant, have clearly 
demonstrated the effectiveness of the proposed technique, also showing that, in some 
critical irradiation conditions, batteries used in grid-connected PV plants can significantly 
increase the energy generation with respect to that of a conventional PV plant.  The proposal 
can be a valid and lower cost alternative to more expensive solutions based on a number of  
DC-DC power electronic converters to be put in parallel to each PV sub-field in order to 
work as distributed active MPPTs. 
Furthermore, the presence of an energy storage system can make more and more attractive 
grid-connected PV plants, due to some important additional capabilities not commons of 
currently conceived grid-connected PV plants, as: a more great availability in favour of the 
AC power grid; a significant reduction of unfavourable requests of occasional peaks of load 
power demand; the possibility to substitute other expensive (and often not renouncing) 
apparatus for utility grid power quality improvements, as UPS and active filters; the 
possibility to be integrable with other different renewable resources, with minor expenses 
and with great economical advantages. 
Finally, a conspicuous number of batteries distributed on board to a single PV module could 
be on the basis of the development of AC PV modules, to be directly connected to LV 
distribution grids and characterized by high quality of AC voltage, high efficiency and high 
availability.  
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1. Introduction 
Generation and distribution of electric energy with good reliability and quality is very 
important in power system operation and control. This is achieved by Automatic Generation 
Control (AGC). In an interconnected power system, as the load demand varies randomly, 
the area frequency and tie-line power interchange also vary. The objective of Load 
Frequency Control (LFC) is to minimize the transient deviations in these variables and to 
ensure for their steady state values to be zero. The LFC performed by only a governor 
control imposes a limit on the degree to which the deviations in frequency and tie-line 
power exchange can be minimized. However, as the LFC is fundamentally for the problem 
of an instantaneous mismatch between the generation and demand of active power, the 
incorporation of a fast-acting energy storage device in the power system can improve the 
performance under such conditions. But fixed gain controllers based on classical control 
theories are presently used. These are insufficient because of changes in operating points 
during a daily cycle [Benjamin et al., 1978; Nanda et al., 1988; Das et al., 1990; Mufti et al., 
2007; Nanda et al., 2006 & Oysal et al., 2004] and are not suitable for all operating conditions. 
Therefore, variable structure controller [Benjamin et al., 1982; Sivaramaksishana et al., 1984; 
Tripathy et al., 1997 & Shayeghi et al., 2004] has been proposed for AGC. For designing 
controllers based on these techniques, the perfect model is required which has to track the 
state variables and satisfy system constraints. Therefore it is difficult to apply these adaptive 
control techniques to AGC in practical implementations. In multi-area power system, if a 
load variation occurs at any one of the areas in the system, the frequency related with this 
area is affected first and then that of other areas are also affected from this perturbation 
through tie lines. When a small load disturbance occurs, power system frequency 
oscillations continue for a long duration, even in the case with optimized gain of integral 
controllers [Sheikh et al., 2008 & Demiroren, 2002]. So, to damp out the oscillations in the 
shortest possible time, automatic generation control including SMES unit is proposed. 
Therefore, in the proposed control system, with an addition of the simple SMES controller, a 
supplementary controller with KIi (as shown in Fig. 6) is designed in order to retain the 
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frequency to the set value after load changes. These controllers must eliminate the frequency 
transients as soon as possible. Using fuzzy logic, the integrator gain (KIi) of the 
supplementary controller is so scheduled that it compromise between fast transient recovery 
and low overshoot in dynamic response of the system.  It is seen that with the addition of 
gain scheduled supplementary controller, a simple controller scheme for SMES is sufficient 
for load frequency control of multi-area power system [Sheikh et al., 2008]. 

2. Superconducting Magnetic Energy Storage (SMES) system 
2.1 Overview of SMES 
A superconducting magnetic energy storage system is a DC current device for storing and 
instantaneously discharging large quantities of power. The DC current flowing through a 
superconducting wire in a large magnet creates the magnetic field. The large 
superconducting coil is contained in a cryostat or dewar consisting of a vacuum vessel and a 
liquid vessel that cools the coil. A cryogenic system and the power conversion/conditioning 
system  with control and protection functions [IEEE Task Force, 2006] are also used to keep 
the temperature well below the critical temperature of the superconductor. During SMES 
operation, the magnet coils have to remain in the superconducting status. A refrigerator in 
the cryogenic system maintains the required temperature for proper superconducting 
operation. A bypass switch is used to reduce energy losses when the coil is on standby. And 
it also serves other purposes such as bypassing DC coil current if utility tie is lost, removing 
converter from service, or protecting the coil if cooling is lost [M. H. Ali et al., 2008]. 
Figure 1 shows a basic schematic of an SMES system [ http://www.doc.ic.ac.uk/~matti/ise 
2grp/energystorage_report/node8.html]. Utility system feeds the power to the power 
conditioning and switching devices that provides energy to charge the coil, thus storing 
energy. When a voltage sag or momentary power outage occurs, the coil discharges through 
switching and conditioning devices, feeding conditioned power to the load.  The cryogenic 
(refrigeration) system and helium vessel keep the conductor cold in order to maintain the 
coil in the superconducting state. 
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Fig. 1. Schematic diagram of the basic SMES system 
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2.2 Advantages of SMES 
There are several reasons for using superconducting magnetic energy storage instead of 
other energy storage methods. The most important advantages of SMES are that the time 
delay during charge and discharge is quite short. Power is available almost instantaneously 
and very high power output can be provided for a brief period of time. Other energy storage 
methods, such as pumped hydro or compressed air have a substantial time delay associated 
with the conversion of stored mechanical energy back into electricity. Thus if a customer's 
demand is immediate, SMES is a viable option. Another advantage is that the loss of power 
is less than other storage methods because the current encounters almost zero resistance. 
Additionally the main parts in a SMES are motionless, which results in high reliability. Also, 
SMES systems are environmentally friendly because superconductivity does not produce a 
chemical reaction. In addition, there are no toxins produced in the process.  
The SMES is highly efficient at storing electricity (greater than 97% efficiency), and provide 
both real and reactive power. These systems have been in use for several years to improve 
industrial power quality and to provide a premium-quality service for individual customers 
vulnerable to voltage and power fluctuations. The SMES recharges within minutes and can 
repeat the charge/discharge sequence thousands of times without any degradation of the 
magnet [http://en.wikipedia.org/wiki/Superconducting_magnetic_energy_storage]. Thus 
it can help to minimize the frequency deviations due to load variations [Demiroren & Yesil, 
2004]. However, the SMES is still an expensive device. 

2.3 SMES for Load Frequency Control application 
A sudden application of a load results in an instantaneous mismatch between the demand 
and supply of electrical power because the generating plants are unable to change the inputs 
to the prime movers instantaneously. The immediate energy requirement is met by the 
kinetic energy of the generator rotor and speed falls. So system frequency changes though it 
becomes normal after a short period due to Automatic Generation Control. Again, sudden 
load rejections give rise to similar problems. The instantaneous surplus generation created 
by removal of load is absorbed in the kinetic energy of the generator rotors and the 
frequency changes. The problem of minimizing the deviation of frequency from normal 
value under such circumstances is known as the load frequency control problem. To be 
effective in load frequency control application, the energy storage system should be fast 
acting i.e. the time lag in switching from receiving (charging) mode to delivering 
(discharging) mode should be very small. For damping the swing caused by small load 
perturbations the storage units for LFC application need to have only a small quantity of 
stored energy, though its power rating has to be high, since the stored energy has to be 
delivered within a short span of time. However, due to high cost of superconductor 
technology, one can consider the use of non-superconducting of lossy magnetic energy 
storage (MES) inductors for the same purpose. Such systems would be economical 
maintenance free, long lasting and as reliable as ordinary power transformers. 
Thus a MES system seems to be good to meet the above requirements. The power flow into 
an energy storage unit can be reversed, by reversing the DC voltage applied to the inductor 
within a few cycles. A 12-pulse bridge converter with an appropriate control of the firing 
angles can be adopted for the purpose. Thus, these fast acting energy storage devices can be 
made to share the sudden load requirement with the generator rotors, by continuously 
controlling the power flow in or out of the inductor depending on the frequency error 
signals. 
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3. Analysis of the magnetic energy storage unit 

The SMES inductor converter unit for improvement in power system LFC application 
essentially consists of a DC inductor, an ac/dc converter and a step down Y-Y/Δ 
transformer. The inductor should be wound with low resistance, large cross-section copper 
conductors. The converter is of the 12-pulse cascaded bridge type shown in Fig. 2, connected 
to the inductor in the DC side and to the three-phase power system bus through the 
transformer in the ac side [R.J. Abraham et al., 2008].  Control of the firing angles of the 
converter enables the DC voltage applied (Vsm) to the inductor to be varied through a wide 
range of positive and negative values as shown in Fig. 3. Gate turn off thyristors (GTO)  
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Fig. 2. Schematic diagram of the SMES unit 
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Fig. 3. Effect of inductor voltage, Vsm with the variation of firing angle of 12-pulse converter 
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allow us to design such type of converter. When charging the magnet, a positive DC voltage 
is applied to the inductor. The current in the inductor rises exponentially or linearly and the 
magnetic energy is stored. When the current reaches the rated value, the applied voltage is 
brought down to low value, sufficient to overcome the voltage drop due to inductor 
resistance. When the extra energy is required in the power system, a negative DC voltage is 
applied to the inductor by controlling the firing angles of the converter. The losses in the 
MES unit would consist of the transformer losses, the converter losses, and the resistive loss 
in the inductor coil. The inductor loss can be kept at an acceptable level by proper design of 
the winding.  
Due to sudden application or rejection of load, the generator speed fluctuates. When the 
system load increases, the speed falls at the first instant. However, due to the governor 
action, the speed oscillates around some reference value. The converter works as an inverter 
( 90 < <270α ) when the actual speed is less than the reference speed and energy is 
withdrawn from the SMES unit (Psm negative). However, the energy is recovered when the 
speed swings to the other side.  
The converter then works as a rectifier ( -90 < <90α ) and the power Psm becomes positive. 
If the transformer and converter losses are neglected, according to the circuit analysis of 
converter, the voltage Vsm of the D.C side of the 12-pulse converter under equal-α (EA, 
when α1 = α2 = α) mode  is expressed by  

 Vsm = Vsm0 (cos α1 + cos α2)  = 2 Vsm0 cos α  - 2 Ism Rc (1) 
where   
α  is the firing angle 
Vsm is the DC voltage applied to the inductor 
Ism is the current through the inductor 
Rc is the equivalent commutating resistance and  
Vsm0 is the maximum open circuit bridge voltage of each 6-pulse bridge at α=0. 
When the inductor is charged initially, the current build up, expressed, as a function of time 
with Vsm held constant, is given as 
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where L and RL are the inductance and the resistance of inductor respectively. 
Once the current reaches its rated value Ism0 it is held constant by reducing the voltage to a 
value Vsm0 enough to overcome the resistive drop. In this case 

 Vsm0 = Ism0. RL (3) 

As this value of Vsm0 is very small, the firing angle will be nearly 900. At any instant of time 
the amount of energy stored in the inductor is given by 
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Once the rated current in the inductor is reached, the unit is ready to be coupled with the 
power system application. The frequency deviation Δf of the power system is sensed and 
fed to the MES unit as the error signal. ΔVsm is then continuously controlled depending on 
this signal. When there is a sudden increase in load in the power system, the frequency falls 
and a negative voltage, expressed by equation  

 ΔVsm = K0 Δf  (5) 

is impressed on the inductor. The converter bridges maintain a unidirectional current flow 
and as the circuit is inductive the current does not change instantaneously. In this mode of 
operation, a positive converter voltage produces positive power, which means charging the 
coil, and a negative converter voltage produces a negative power and discharges the 
inductor. When the frequency dip in the power system causes a negative voltage to be 
applied to the inductor, power flows from the inductor into the power system, sharing the 
sudden load requirement. The reverse process takes place when there is a sudden load 
rejection in the power system. The frequency increase causes a positive voltage to be 
impressed on the inductor and the MES unit absorbs the excess power from the power 
system. The conceptual diagram of active and reactive power modulation under equal-α 
mode is shown in Fig. 4. 
 

 
Fig. 4. Conceptual diagram of active and reactive power control of MES unit under equal-α 
mode 
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sudden load requirement. The reverse process takes place when there is a sudden load 
rejection in the power system. The frequency increase causes a positive voltage to be 
impressed on the inductor and the MES unit absorbs the excess power from the power 
system. The conceptual diagram of active and reactive power modulation under equal-α 
mode is shown in Fig. 4. 
 

 
Fig. 4. Conceptual diagram of active and reactive power control of MES unit under equal-α 
mode 
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As the inductor has a finite inductance and hence a finite amount of energy stored in it, the 
current in the inductor falls as energy is withdrawn from the coil. This deviation in the 
inductor current is expressed as  

 
.

sm
sm

L

VI
R s L
Δ

Δ =
+

 (6) 

Prior to the load disturbance, let the magnitudes of voltage and current are Vsm0 and Ism0 
(nominal values). Thus the initial power flow into the coil can be expressed as 

 Psm0 = Vsm0 . Ism0  (7) 

In response to the load disturbance the incremental change of power flow into the coil can 
be expressed as  

 ΔPsm = Ism0. ΔVsm + Ism0. RL. ΔIsm + ΔVsm .ΔIsm (8) 

Following a sudden increase in load in the power system, the incremental power expressed 
by equation (8) is discharged into the power system by the energy storage unit to share with 
the generator rotor, the extra load demand.  

4. Integration of SMES with two-area power system 
Figure 5 shows the proposed configuration of SMES units in a two-area power system 
[Mufti et al., 2007]. Two areas are connected by a weak tie-line. When there is sudden rise in 
power demand in a control area, the stored energy is almost immediately released by the 
SMES through its power conversion system (PCS). As the governor control mechanism 
starts working to set the power system to the new equilibrium condition, the SMES coil 
stores energy back to its nominal level. Similar action happens when there is a sudden 
decrease in load demand.  Basically, the operation speed of governor-turbine system is slow 
compared with that of the excitation system. As a result, fluctuations in terminal voltage can 
be corrected by the excitation system very quickly, but fluctuations in generated power or 
frequency are corrected slowly. Since load frequency control is primarily concerned with the 
real power/frequency behavior, the excitation system model will not be required in the 
approximated analysis [Mufti et al., 2007 & Sheikh et al., 2008]. This important simplification 
paves the way for constructing the simulation model shown in Fig. 6. 
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Fig. 6. Digital simulation model for the two-area power system 

The basic objective of the supplementary control is to restore balance between each area 
load and generation for a load disturbance. This is met when the control action maintains 
the frequency and the tie-line power interchange at the scheduled values. The 
supplementary controller with integral gain KIi is therefore made to act on area control error 
(ACE), which is a signal obtaind from tie-line power flow deviation added to frequency 
deviation weighted by a bias factor β. 

 
n

ACE = ΔP +β Δfi tie, i j i ij=1
∑  (9) 

where the suffix i refer to the control area and j refer to the number of generator. All 
parameters are same as those used in [Sheikh et al., 2008] 

5. Optimization of integral gain, KI and frequency bias factors, β 
Figure 7 shows the frequency deviations for different values of KI for a specific load change. 
It is observed that a higher value of KI results in reduction of maximum deviation of the 
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system frequency but the system oscillates for longer times. Decreasing the value of KI 
yields comparatively higher maximum frequency deviation at the beginning but provides 
very good damping in the later cycles. These initiate a variable KI, which can be determined 
from the frequency error and its derivative. Obviously, higher values of KI is needed at the 
initial stage and then it should be changed gradually depending on the system frequency 
changes. 
 
 

 
 
 

Fig. 7. Frequency deviation step response for different values of KI 

Dynamic performance of the AGC system would obviously depend on the value of 
frequency bias factors, β1 = β2 =B and integral controller gain value, KI1=KI2=KI. In order to 
optimize B and KI the concept of maximum stability margin is used, evaluated by the eigen-
values of the closed loop control system. 
For a fixed gain supplementary controller, the optimal values of KI and B are chosen, here, 
on the basis of a performance index (PI) given in (10) for a specific load change. The 
Performance Index (PI) curves are shown in Fig. 8 without considering governor dead-band 
(DB) and generation rate constraints (GRC). 
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Where, w1 and w2 are the weight factors. The weight factors w1 and w2 both are chosen as 
0.25 for the system under consideration [Sheikh et al., 2008]. 
From Fig. 8, in the absence of DB & GRC it is observed that the value of integral controller 
gain, KI = 0.34 and frequency bias factors, B=0.4 which occurs at PI = 0.009888.  
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Fig. 8. The optimal integral controller gain, KI and frequency bias factor, B  

6. Control system design 
6.1 Fuzzy gain schedule PI controller for AGC [Sheikh et al., 2008] 
Figure 9 shows the membership functions for PI control system with a fuzzy gain scheduler. 
The approach taken here is to exploit fuzzy rules and reasoning to generate controller  
parameters. The triangular membership functions for the proposed fuzzy gain scheduled 
integral (FGSPI) controller of the three variables (et, tce , KI) are shown in Fig. 9, where 
frequency error (et) and change of frequency error ( tce ) are used as the inputs of the fuzzy 
logic controller. KIi is the output of fuzzy logic controller. Considering these two inputs, the 
output of gain KIi is determined. The use of two input and single output variables makes the 
design of the controller very straightforward. A membership value for the various linguistic 
variables is calculated by the rule given by  

 ( ) ( ) ( )μ e ,ce =min μ e ,μ cet t t t⎡ ⎤⎣ ⎦  (11) 

The equation of the triangular membership function used to determine the grade of 
membership values in this work is as follows: 

 ( ) ( )b-2 x-a
A x =

b
 (12) 

Where A(x) is the value of grade of membership, ‘b’ is the width and ‘a’ is the coordinate of 
the point at which the grade of membership is 1 and ‘x ‘ is the value of the input variables. 
The control rules for the proposed strategy are very straightforward and have been 
developed from the viewpoint of practical system operation and by trial and error methods.  
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The membership functions, knowledge base and method of defuzzification determine the 
performance of the FGSPI controller in a multi-area power system as shown in (13). 
Mamdani’s max-min method is used. The center of gravity method is used for 
difuzzification to obtain KI. The entire rule base for the FGSPI controller is shown in Table I. 

 

n
μ uj jj=1K = nI
μjj=1

∑

∑
 (13) 

 
 

 
 

Fig. 9. Membership functions for the fuzzy variables 
 

      e 
ce NB NS Z PS PB 

NB PB PB PB PS Z 
NS PB PB PS Z NS 
Z PB PS Z NS NB 
PS PS Z NS NB NB 
PB Z NS NB NB NB 

Table 1. Fuzzy Rule base for FGSPI Controller 

μ[et(x)] 
NB       NS       Z      PS      PB

μ[det(x)/dt] 
NB       NS       Z      PS      PB

μ[KIi(x)] 
NB       NS       Z      PS      PB

                      -0.1   -0.05      0        0.05     0.1        et(x)

                  1       0.75     0.32     0.01    0.001         KI(x)

              -0.03  -0.015      0        0.015  0.03       det(x)/dt  

1

1

1
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6.2 Control strategy for SMES 
Figure 10 outlines the proposed simple control scheme for SMES, which is incorporated in 
each control area to reduce the instantaneous mismatch between the demand and 
generation, where Ism, Vsm and Psm are SMES current, SMES voltage and SMES power 
respectively. For operating point change due to load changes, gain (KIi) scheduled 
supplementary controller is proposed. Firstly KIi is determined using the fuzzy controller to 
obtain frequency deviation, Δf, and tie-line power deviation, ΔPtie. Finally ACEi which is the 
combination of ΔPtie and Δf [as shown in (9)] is used as the input to the SMES controller. It 
is desirable to restore the inductor current to its rated value as quickly as possible after a 
system disturbance, so that the SMES unit can respond properly to any subsequent 
disturbance. So inductor current deviation is sensed and used as negative feedback signal in 
the SMES control loop to achieve quick restoration of current and SMES energy levels. 

 
Fig. 10. Superconducting magnetic energy storage unit control system 

7. Simulation results  
To demonstrate the usefulness of the proposed controller, computer simulations were 
performed using the MATLAB environment under different operating conditions. The 
system performances with gain scheduled SMES and fixed gain SMES are shown in Fig. 11 
through Fig. 14.  Two case studies are conducted as follows: 
Case I: a step load increase (ΔPL2=0.01 pu) is considered in area2 only. 
It is seen from Fig. 11 that, the tie line power deviation are more reduced with the proposed 
gain scheduled controller than the fixed gain one including SMES, and the deviations are 
positive in Case I. Thus sensing the input signal ACEi in both the control areas SMES 
provide sufficient compensation as shown in Fig. 12, where in area1 SMES is 
charging/discharging energy and area2 SMES is discharging/charging energy to keep the 
frequency deviations in both areas minimum. From Fig. 12 it is seen that, fuzzy gain 
scheduled integral controller of the loaded area determines the integral gain, KI, to a 
scheduled value to resotore the frequency to its nominal value, and fuzzy gain scheduled 
integral controller of the unloaded area reamains unscheduled and selects the critical value 
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Fig. 11. Performances of tie power deviation for a step load increase ∆PL2=0.01 pu in area2 
only 
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Fig. 13. performances of tie power deviation for a step load increase ∆PL1=0.015 pu in area1 
& ∆PL2= 0.01 pu in area2 
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as its integral gain. In addition, it is seen that, the damping of the system frequency is not 
satisfactory in the case with the fixed gain controller including SMES, but the proposed gain 
scheduled supplementary controller including SMES significantly improves the system 
performances. 
Case II: different step load increase is applied to each area. 
In this case, as each area is loaded by the different load increase, each area adjusts their own 
load. Fig. 13 shows the tie power deviation but the magnitude is small. So the SMES 
controller in both areas dominated on Δfi. As ΔPL1=0.015 pu & ΔPL2=0.01 pu, it is seen from 
Fig. 14 that SMES in area1 provided more compensation than that in area2. The inductor 
current deviation (ΔIsm) is also reduced significantly and return back to the rated value 
quickly with the proposed control system. Finally, it is seen from Fig. 14 that fuzzy gain 
scheduled integral controller of both the loaded areas determine the integral gain KIi to a 
scheduled value to resotore the frequency to its nominal value. Due to this, the damping of 
the system frequency is also improved with the proposed FGSPI controller including SMES.  

8. Chapter conclusions 
The chapter discussed about the simulation studies that have been carried out on a two-area 
power system to investigate the impact of the proposed intelligently controlled SMES on the 
improvement of power system dynamic performances. The results clearly show that the 
scheme is very powerful in reducing the frequency and tie-power deviations under a variety 
of load perturbations. On-line adaptation of supplementary controller gain associated with 
SMES makes the proposed intelligent controllers more effective and are expected to perform 
optimally under different operating conditions. 
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1. Introduction     
Huge amounts of air pollutants like carbon monoxide, unburned hydrocarbons, nitrogen 
oxides (NOx), and particulate matter have been released into the atmosphere by various 
sources such as coal, oil, and natural gas-burning electric power generating plants, motor 
vehicles, diesel engine exhaust, paper mills, metal and chemical production plants, etc., over 
the last several decades. These pollutants are the main cause of acid rain, urban smog, and 
respiratory organ disease (Chang, 2001). For pollutants emitted from motor vehicle, the 
exhaust of gasoline engines is cleaned effectively with the three-way catalyst. However, for 
diesel and lean burn engines, the three-way-catalyst does not work because the high oxygen 
content in the exhaust gases prevents the reduction of nitrogen oxide (NO) (Clements et al., 
1989).  
Dry NOx removal technology is one of the conventional processes which may provide a 
potential solution for such problems (Eliasson and Kogelschatz, 1991). A non-thermal 
plasma process using a pulse streamer corona discharge is particularly attractive for this 
purpose (Namihira et al., 2000). During the past decade, numerous studies on this process 
have been conducted using a diesel engine exhaust gas and/or a simulated gas (Hackam & 
Akiyama, 2000). Although encouraging results have been obtained from the experiments, it 
is urgent to design a whole removal system compact enough for vehicle application.  
Two methods for storing energy are employed in high-power pulse generators: capacitive 
and inductive storages. When the energy is stored in capacitors, the energy is transferred to 
a load through closing devices, e.g., high-current nanosecond switches. If the energy is 
stored in an inductive circuit with current, opening switch is used to transfer energy to a 
load (Rukin, 1999). For short-pulsed high voltage generation with high impedance load, 
inductive energy storage (IES) system is more adequate than capacitive energy storage 
system, if appropriate opening switches are available (Jiang et al., 2007).  
High-voltage nanosecond pulse generators, in which high-voltage semiconductor diodes are 
employed for interrupting currents stored as inductive energy, have been developed (Rukin, 
1999). The generators using the high-voltage diodes as semiconductor opening switch (SOS) 
have an all-solid-state switching system and therefore, combine high pulse repetition rate, 
stability of the output parameters and long lifetime (Grekhov & Mesyats, 2002). SOS pulse 
generators operating at various institutions demonstrated their high reliability during 
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applied research work connected with the pumping of gas lasers (Baksht et al., 2002), 
ionization of air with a corona discharge (Yalandin, et al., 2002, Cathey, et al., 2007), 
generation of radical species with a atmospheric pressure glow discharge (Takaki, et al., 
2005), and generation of high-power microwave (Bushlyakov et al., 2006).  
The streamer discharges driven by a pulsed power generator can dissociate oxygen 
molecules to atomic oxygen radicals with high-energy efficiency because of low-conductive 
current loss (Fukawa et al., 2008). The IES pulsed power generator using SOS diodes is 
particularly attractive for this purpose because the whole system can be compact, 
lightweight and driven at high repetition rate. However, a discharge produced by the IES 
pulsed power generator transients from streamer to glow when the energy stored in the 
capacitor still remains after the energy transfer from a capacitor to an inductor at opening 
the SOS diodes (Grekhov & Mesyats, 2002). As the results, the energy efficiency for gas 
treatment using non-thermal plasma is affected by the streamer-to-glow transition (Takaki 
et al., 2007). In here, NO removal using a co-axial type non-thermal plasma reactor driven 
by an IES pulsed power generator is described. The influence of streamer-to-glow transition 
on NO removal in the non-thermal plasma reactor is also described. 

2. Experimental setup 
Figure 1(a) shows the schematics of the experimental circuit. The IES pulsed power 
generator consists of a primary energy storage capacitor C, a closing switch SW, a secondary 
energy storage inductor L, and an opening switch. The circuit current flows to the LC circuit 
governed by the following equation after closing the switch SW (Robiscoe et al., 1998): 

   0 2
0

0
sin

R t
LVi e t

L
ω

ω
−

= ,  (1) 

    
2

0
1

2
R

LC L
ω ⎛ ⎞= − ⎜ ⎟

⎝ ⎠
,  (2) 

where t is the time from the activation of the closing switch, V0 is the charged voltage, L is 
the inductance of the energy storage inductor, C is the capacitance of the primary energy 
storage capacitor, and R is the circuit resistance (R < 4 L / C). When SOS diodes are used as 
an opening switch as shown in Figure 1(a), the circuit current flows through the SOS diodes 
as a forward-pumping current during a half period  FT LCπ≈  of LC oscillation (Yalandin 
et al., 2000). After the current direction reverses with LC oscillation, the reverse current is 
injected into the SOS during the period TR. After the injection phase TR, the circuit current is 
interrupted by a short duration TO. With the current interrupted by the SOS, a high-voltage 
pulse is produced as follows: 

  0
1

out
di diV V idt L Ri L

C dt dt
= − − − ≈ −∫ , (3) 

as shown in Fig. 1(b). This pulse voltage can be applied to a load as a short nanosecond 
pulse (Takaki et al., 2005, Rukin, 1999, Yankelevich & Pokryvailo, 2002).  
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Fig. 1. Schematic of an inductive energy storage pulse power generator with semiconductor 
opening switch: (a) equivalent circuit; (b) circuit current and output voltage. 

Fast reverse recovery diodes VMI K100UF (Voltage Multipliers, Inc., 10 kV maximum 
voltage, 100 A maximum current, TR=100 ns) were employed as SOS diodes, i.e., a 
semiconductor opening switch. K100UF diodes were connected in 5 series and 4 parallel to 
decrease the circuit inductance and to increase capable forward pumping current and 
reversed voltage (400 A maximum current, 50 kV maximum voltage). The capacitance of the 
primary energy storage capacitor C and the inductance of the secondary energy storage 
inductor L were changed in range from 0.12 to 4.2 nF and from 4.8 to 18.5 μF, respectively, 
as shown in Table 1. The charging voltages of the capacitor C were -20 kV for conditions 1-3 
and -12 kV for condition 4. The pulse repetition rate was changed to control the input 
energy in the reactor. The current and voltage were measured with Pearson 2878 current 
transformers (0.1 V/A sensitivity, 400 A maximum current, 5 ns rise time) and Tektronix 
high-voltage P6015A probe (40 kV peak voltage, 4 ns rise time), respectively. The signals 
stored in a Tektronix TDS3054B digitizing oscilloscope (500 MHz band width, 5 GS/s 
sampling rate) was transmitted to a computer through a LAN cable for calculating the 
energy consumed in reactor.  
 

Condition #1 #2 #3 #4 

C [nF] 0.12 0.23 0.48 4.2 

L [μH] 18.5 10.5 4.8 12.6 

TF [ns] 203 205 224 876 

TR [ns] 67 68 69 102 

Table 1. Forward and reversed pumping time of SOS diodes for various circuit parameters. 

Figure 2 shows a schematic of the experimental set-up using the pulse streamer discharge 
reactor. The simulated gas was diluted NO with nitrogen and oxygen mixed with ratio of 
9:1. The co-axial plasma reactor consists of a 1mmφ tungsten wire and a copper cylinder 
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Fig. 2. Experimental setup for NO removal from simulated exhaust gas using a corona 
discharge reactor driven by an IES pulse power generator. 

with an inner diameter of 20 mm. The length of the reactor is 300 mm, which corresponds to 
94 cc in volume. The initial concentration of NO gas was controlled to 200 ppm using a mass 
flow controller. The flow rate of the simulated gas was changed from 2 to 4 L/min. The NO 
and NO2 gases were analyzed by Best Sokki BCL-511 gas analyzer. 

3. Results and discussion 
3.1 Pulse power circuit behavior 
Figure 3 shows typical waveforms of circuit current I0, capacitor voltage VC, and output 
voltage Vout without connecting to the load at C=0.48 nF and L=4.8 μH. The charging voltage 
V0 of the capacitor C is -10 kV. “Time = 0” means the time after closing the gap switch SW. 
The circuit current I0 starts to flow after closing the gap switch SW with LC oscillation. The 
diode forward-pumping period TF, i.e., a half period of LC oscillation, is 210 ns, and the 
peak of the forward-pumping current is 67 A. After the current direction reverses with LC 
oscillation, the reverse current is injected into the SOS during a 70 ns period TR. After the 70 
ns injection phase TR, the circuit current is interrupted for 25 ns duration TO. During this 
phase, the 50 A reversed current is interrupted for 25 ns. The output voltage increases 
rapidly and has a maximum voltage of 22 kV, which corresponds to 2.2 of an amplification 
factor, i.e. corresponds to the ratio of the maximum output voltage to the charging voltage 
V0. The pulse width of the output voltage is 25 ns in FWHM (full-width at half-maximum). 
The total inductance of the circuit is the summation of the secondary energy storage 
inductor and a circuit loop inductance. The total circuit inductance can be roughly estimated 
using the equation  FT LCπ≈  and is calculated to be 9.6 μH using a 210 ns half period of 
LC oscillation. This inductance and rapid current interruption produces a high voltage pulse 
expressed by Equation (3).  
Table 1 shows the periods of a forward-pumping current TF and the periods of a reverse 
current of the diodes TR for various circuit conditions. The period TF has approximately 
same values at around 200 ns (203, 205, and 224 ns for conditions 1, 2, and 3, respectively) 
for all three different conditions. The period TF can be predicted as a half cycle of LC 
oscillation and was calculated to be 146, 154, and 150 ns using values of C and L of the 
conditions 1, 2, and 3, respectively. The measured period TF shows a larger value than those 
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Fig. 2. Experimental setup for NO removal from simulated exhaust gas using a corona 
discharge reactor driven by an IES pulse power generator. 
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expressed by Equation (3).  
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Fig. 3. Typical waveforms of circuit current I0, capacitor voltage VC, and output voltage Vout 
without connection to the load at C=0.48 nF, L=4.8 μH and V0=-10 kV. 

calculated by the result of a stray inductance of the circuit. The reverse current period TR has 
approximately the same values for different circuit conditions in the same forward current 
period. However, the value of TR is around 70 ns which is 70% of the rated period of 100 ns. 
The values of L and C in condition 4 were chosen to increase the forward-current period TF 
as  723LCπ =  ns. The obtained period of TR is 102 ns, which agreed well with the rated 
period of 100 ns. 
Figure 4 shows the typical time-dependency of the discharge current Iload, the circuit current 
I0, the reactor voltage Vout and the voltage of the primary energy storage capacitor VC with 
connection of the pulsed power generator to the reactor. The circuit condition is chosen as 
C=0.68 nF and L=1.4 μH. The charging voltage V0 of the capacitor is set to be -20 kV. The 
discharge current Iload can be divided by two parts; displacement current at the early part of 
the current and a discharge current as the sharp peak. The peak value of the discharge 
current is around 100 A. The voltage of the capacitor VC is almost zero when the pulse 
voltage is produced and applied to the reactor. This result indicates the energy stored in the 
capacitor is almost released through LC oscillation.  
Figure 4 also shows time-dependency of energy stored in the secondary energy storage 
inductor EL, energy stored in the primary energy storage capacitor EC, energy loss in the 
SOS diodes ESOS and energy consumed in the reactor Eload. The energy stored in the 
capacitor is transferred to the inductor in the period of first quarter cycle of the LC 
oscillation. After that, the energy stored in the inductor is transferred back to the capacitor 
in next quarter cycle. The energy of 16 mJ is consumed in the SOS in the period of LC half 
cycle because of the resistive component of the SOS diodes. The total energy transfer from 
the primary energy storage capacitor to the reactor is around 20% under the circuit 
condition. The energy transfer efficiency changes by changing circuit parameter as reported 
in the reference (Takaki et al., 2007). The energy transfer efficiency increases to 40% by 
decreasing circuit current from 200 to 50 A in peak value because the energy loss in the SOS 
decreases with decreasing current through the SOS diodes. 
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Fig. 4. Typical time-dependency of the discharge current Iload, the circuit current I0, the 
reactor voltage Vout and energy consumed in SOS, ESOS and in the reactor Eload at C=0.68 nF, 
L=1.4 μH and VC0=-20 kV. EC and EL mean energies stored in the capacitor and the inductor, 
respectively. 

Figure 5 shows the time dependence of the discharge current, the voltage between the 
electrodes, and the energy consumed for different circuit conditions. The energy consumed 
was calculated based on a multiplied value of the discharge current and the voltage (Takaki 
et al., 2000). The peak voltages between the electrodes were 19, 25, 27 kV for conditions 1, 2, 
and 3, respectively. The peak current also increased from 32 to 54 A with an increase in the 
capacitance C from 0.12 to 0.48 pF. The energies consumed in the discharge are 9, 13, 19 mJ 
for the circuit conditions 1, 2, and 3, respectively. These values correspond to 39, 28, and 
20% of the primary energy obtained by 0.5CV02, where V0 is the charging voltage of the 
storage capacitor C.  
Figure 6 shows the waveforms of the discharge current, the voltage between the electrodes, 
and the energy consumed for circuit condition 4. The time transient of circuit condition 2 is 
also shown in Fig. 6 for the comparison of different circuit conditions. The peak voltage and 
current obtained were 25 kV and 62 A, respectively. The waveforms of the discharge current 
and voltage have a long decay time compared to the cases of the conditions 1 to 3 as shown 
in Fig. 5. The time constant of the current decay is approximately 300 ns. The time constant 
can be expressed as Rd x C, where Rd represents an equivalent resistance of the discharge. 
The equivalent resistance Rd is 70 Ω using the capacitance 4.2 nF as the value of C. This 
longer discharge current decay may indicate that a glow discharge is generated with the 
remaining electrical charges in the storage capacitor (K. Takaki et al., 2005). The voltage 
between the electrodes after the diodes interrupt the circuit current still remains around 11.5 
kV. This voltage corresponds to 48 μC of the remaining charge in a storage capacitor. The 
total energy consumed is around 125 mJ which consists of 14 mJ in energy consumption by 
the pulse streamer discharge (at 73 ns from applying voltage, just prior to a quasi-stable 
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Fig. 4. Typical time-dependency of the discharge current Iload, the circuit current I0, the 
reactor voltage Vout and energy consumed in SOS, ESOS and in the reactor Eload at C=0.68 nF, 
L=1.4 μH and VC0=-20 kV. EC and EL mean energies stored in the capacitor and the inductor, 
respectively. 
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electrodes, and the energy consumed for different circuit conditions. The energy consumed 
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and the energy consumed for circuit condition 4. The time transient of circuit condition 2 is 
also shown in Fig. 6 for the comparison of different circuit conditions. The peak voltage and 
current obtained were 25 kV and 62 A, respectively. The waveforms of the discharge current 
and voltage have a long decay time compared to the cases of the conditions 1 to 3 as shown 
in Fig. 5. The time constant of the current decay is approximately 300 ns. The time constant 
can be expressed as Rd x C, where Rd represents an equivalent resistance of the discharge. 
The equivalent resistance Rd is 70 Ω using the capacitance 4.2 nF as the value of C. This 
longer discharge current decay may indicate that a glow discharge is generated with the 
remaining electrical charges in the storage capacitor (K. Takaki et al., 2005). The voltage 
between the electrodes after the diodes interrupt the circuit current still remains around 11.5 
kV. This voltage corresponds to 48 μC of the remaining charge in a storage capacitor. The 
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the pulse streamer discharge (at 73 ns from applying voltage, just prior to a quasi-stable 

Influence of Streamer-to-Glow Transition on NO Removal  
by Inductive Energy Storage Pulse Generator   

 

109 

phase) and 111 mJ by the quasi-stable glow discharge (=125 - 14 mJ). The 14 mJ energy 
consumed by the streamer discharge is similar to the values obtained under the circuit 
conditions 1to 3 as shown in Fig. 5. 
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Fig. 6. Waveforms of applied voltage, discharge current, and energy consumed in the 
reactor at 4.2 nF capacitance. 
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3.2 NO removal efficiency 
Figure 7 shows the NO removal efficiency as a function of the pulse repetition rate for two 
different gas flow rates and various circuit conditions. The charging voltages of the primary 
storage capacitor are maintained at around 25 kV of the output voltage and are set to be        
-20 kV for conditions 1 to 3 and -12 kV for circuit condition 4. The pulse repetition rate was 
controlled by the amplitude of charging current to the primary capacitor. NO removal 
increases with an increase in the pulse repetition rate for all cases. NO removal also 
increases with decreasing gas flow rate from 4 to 2 L/min. In all cases, NOx (=NO+NO2) 
removal was found to be lower than 10% by additional measurement using the NOx 
analyzer (Best Sokki BCL-511). This indicates that the NO removal is mainly due to 
oxidization of NO to NO2. The oxidation reactions can be written as follows: 

 NO + O3  NO2 + O2,  (4) 

 NO + O + M   NO2 + M, (5) 

where M indicates ambient gas. The rate coefficient of reaction (4) kNO2 is reported to be 
1.7x10-14 cm3s-1 at 27 centigrade degree (Hill et al., 1988, Lowke and Morrow, 1995). The 
oxidation rate is expressed as kNO2 [NO][O3], where [NO] and [O3] indicate concentrations of 
NO and ozone, O3, respectively. The ozone is generated with the reaction between an 
oxygen molecule and an atom of oxygen which is mainly generated via energetic electron 
collision with the oxygen molecule. The reaction is expressed as follows; 

 e + O2  2O + e, (6) 

 O + O2 + M  O3 + M. (7) 

where M indicates ambient gas. The rate coefficient of the reaction (7) kO3 is 6.3x10-34 cm-6s-1 

at 300 K (Vikharev et al., 1993, Chang et al., 1991). 
Some researchers employed input energy density (specific energy density; SED) to evaluate 
scale-up of NO removal yield (Hackam & Akiyama, 2000, Penetrante et al., 1995).  
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Fig. 7. Dependence of NO removal efficiency on pulse repetition rate for various gas flow 
rates and circuit parameters. 
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Fig. 8. Dependence of NO removal efficiency on the energy density for various circuit 
conditions. 

Figure 8 shows the NO removal efficiency as a function of input energy density in the 
reactor for various circuit conditions. The input energy density is determined by the 
following equation, 

 60Input electric power U fSED
Gas flow rate q

⋅ ⋅
= =  [J/L],  (8) 

where U means energy consumed in the reactor per one pulse of applied voltage obtained, 
as shown in Figs. 5 and 6. f and q are the pulse repetition rate [Hz] and the gas flow rate 
[L/min.], respectively. 1 [J/L] corresponds to 3.6 [Wh/m3]. NO removal increases with 
input energy density. NO removal values of conditions 1 to 3 have similar values, whereas 
the NO removal value of condition 4 is much lower than those of other conditions. This 
result indicates that the primary energy storage capacitor C and the secondary energy 
storage inductor L must be set at 2F RT T≈   ( 100ns≈ ) for higher NO removal with lower 
energy input. When the values of C and L are set at 2F RT T<<  , the peak voltage of the 
pulsed power generator has a lower value owing to the lower di/dt value (Takaki & 
Akiyama, 1992). When the C and L values are set at 2F RT T>>  , where the quasi-stable 
discharge (glow mode) is generated after the pulse streamer discharge. Another reason of 
the difference between NO removal for conditions 1 to 3 and condition 4 may be due to 
difference of the charging voltage for the primary energy storage capacitor. The voltages 
were -12 kV for conditions 1 to 3 and -20 kV for condition 4. However, this difference is 
considered to only slightly affect the NO removal during the streamer mode because the 
peak voltage and the discharge current have slight differences between condition 2 and 
condition 4 as shown in Fig. 6.  
Figure 9 shows the energy efficiency of NO removal as a function of the NO removal rate 
for various circuit conditions. The energy efficiency of NO removal is determined by the 
following equation, 
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Fig. 9. Dependence of NO removal energy efficiency on NO removal for various circuit 
conditions. 

 360
10

q NO M
N P

η
⋅ ⋅ Δ ⋅⎡ ⎤⎣ ⎦= ×

⋅
 [g/kWh],  (9) 

where Δ[NO] is the NO removal [ppm], M is the NO molecular weight (=30 g), N is the 
molar volume (=22.4 L), and P is the power consumed in the reactor (= U x f [W]). The 
energy efficiencies of conditions 1 to 3 have similar values around 25 g/kWh at 30% of NO 
removal. However, the energy efficiency of condition 4 is much lower than that of other 
circuit conditions at 5 g/kWh. The NO removal energy efficiency of 25 g/kWh is similar 
order of magnitude with a pulse corona or pulsed streamer plasma reactor (Hackam & 
Akiyama, 2000, Dinelli et al., 1990, Amirov et al., 1993). However, well-optimized pulse 
streamer plasma reactors show higher energy efficiency than present system (Namihira et 
al., 2000). For example, Yankelevich et al. (2006) reported NO removal energy efficiency of 
30 g/kWh for 30% of NO removal at 430 ppm initial NO concentration in diesel engine 
exhaust (around 12.5% O2 in the gas mixture). More optimization of present system is 
required to improve its efficiency. 
For condition 4, the current waveform of the pulse driven glow discharge as shown in Fig. 6 
can be divided into three parts:  displacement current, streamer discharge current, and glow 
discharge current (Takaki et al., 2000). In the present experimental condition, the 
displacement current and the streamer discharge current appear around 40 ns and 65 ns 
after opening the switch diodes, as shown in Fig. 6. The glow discharge appears around 80 
ns after opening the switch and is sustained about 1 μs. The glow discharge voltage after 200 
ns from opening the switch is 10 kV. The value of 10 kV corresponds to 37 Td in the reduced 
electric field E/N (E: electric field, N: gas density) of a positive column area using the values 
1 cm gap length and 285 V cathode sheath drop (Takaki et al., 2000). The electron 
temperature Te can be estimated from swarm parameters of electrons in nitrogen according 
to Einstein’s well-known equation, 

  / /B e e ek T e D μ≈   (10) 
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where μe, kB and De are drift mobility, Boltzmann constant (1.38×10-23 JK-1), and the diffusion 
constant, which can be expressed as a function of E/N (Nakamura, 1987). As a result, the 
electron temperature is calculated to be 1.3 eV, which is much lower than the typical 2 to 5 
eV values of the streamer discharge. The reaction (6) requires higher electron energy larger 
than 6.1 eV. The low electron temperature of the glow phase compared to the streamer 
discharge is one of the reasons for lower energy yield for NO removal in condition 4. 

3.3 Influence of oxygen concentration on energy transfer 
Figure 10 shows time-dependence of a discharge current and a voltage between the 
electrodes for various oxygen concentrations at circuit condition 3; C=0.48 nF and L=4.8 μH 
shown in Table 1. The charging voltage of the primary capacitor is -20 kV. The flow of the 
gas mixture into the reactor is 4 L/min. The rise time of the voltage between the electrodes 
has almost the same value for all oxygen concentrations. As a result, the displacement 
current which is the first part of the current waveform has the same value at all oxygen 
concentrations. The discharge current appears around 35 ns following by the displacement 
current. The discharge current is quenched earlier by increasing oxygen concentrations. 
However, the discharge current in all cases is quenched in short time, lower than 100 ns.  
Figure 11 shows time-dependence of a discharge current and a voltage between the 
electrodes for various oxygen concentrations at the circuit condition 4, C=4.2 nF and L=12.6 
μH. The charging voltage and the flow rate of the gas mixture are -10 kV and 4 L/min, 
respectively. In this circuit condition, the displacement current also has the same value at all 
oxygen concentrations. The discharge current appears at around 80 ns followed by the 
displacement current. When the oxygen concentration is lower than 25%, the waveforms of 
the discharge current and voltage have long decay time compared with the circuit condition 
3 as shown in Figure 10. The decay time decreases with increasing oxygen concentrations. 
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Fig. 10. Time-dependences of applied voltage and discharge current for various oxygen 
concentrations in the gas mixture at C=0.48 nF, L=4.8 μH and V0=-20 kV. 
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Fig. 11. Time-dependences of applied voltage and discharge current for various oxygen 
concentrations in the gas mixture at C=4.2 nF, L=12.6 μH and V0=-10 kV. 
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Fig. 12. Energy consumed in the reactor and the energy transfer efficiency from the primary 
capacitor to the reactor as a function of oxygen concentration for various circuit conditions. 
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Fig. 12. Energy consumed in the reactor and the energy transfer efficiency from the primary 
capacitor to the reactor as a function of oxygen concentration for various circuit conditions. 

Influence of Streamer-to-Glow Transition on NO Removal  
by Inductive Energy Storage Pulse Generator   

 

115 

Figure 12 shows the energy consumed in the reactor and the energy transfer efficiency from 
the primary capacitor to the reactor as a function of oxygen concentration in the reactor. The 
consumed energy i.e. the energy transfer efficiency is almost independent of the oxygen 
concentration in the circuit conditions 1-3. However, the consumed energy drastically 
decreases with increasing oxygen concentration at lower oxygen concentration than 40% 
under the circuit condition 4. When the oxygen concentration is larger than 40%, the 
consumed energy shows the constant value and is around 20 mJ. This value is almost the 
same to that of the circuit condition 3; C=0.48 nF and L=4.8 μH. 

3.4 Influence of oxygen concentration on NO removal efficiency 
The discharge properties in the corona reactor are changed by changing the value of the 
primary capacitor employed in the IES pulsed power supply and by the gas mixture such as 
oxygen concentration injected into the corona reactor as mentioned in Sec. 3.3. In this 
section, NO removal efficiency is described for various oxygen concentrations at two 
different primary capacitor capacitances to clarify the influence of the carrier gas mixture on 
NO removal efficiency. 
Figure 13 shows the energy consumed in the reactor per one applied voltage pulse, the NO 
removal and its energy efficiency as a function of oxygen concentration in the NO contained  
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Fig. 13. Consumed energy, NO removal and its energy efficiency as a function of oxygen 
concentration in the NO contained gas mixture for the circuit condition 3; C=0.48 nF and 
L=4.8 μH at V0= -20 kV, 25 pps in pulse repetition rate and 4 L/min in gas flow rate. 
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gas mixture under the circuit condition 3; C=0.48 nF and L=4.8 μH shown in Table 1. The 
charging voltage of the primary capacitor and the pulse repetition rate are -20 kV and 25 
pps, respectively. The gas mixture flow into the reactor is 4 L/min. The consumed energy 
per pulse is almost constant and is 20 mJ. NO removal linearly increases from 30 to 110 ppm 
with increasing oxygen concentration from 0 to 90%. As a result, the energy efficiency for 
NO removal linearly increases from 20 to 65 g/kWh, which is calculated using equation (9), 
with increasing oxygen concentration from 0 to 90%. Generally, NO removal is caused via 
oxidization process as follows (Gentile and Kushner, 1995, Matzing, 1991): 

 NO + O + M  ->  NO2 + M;     k11 = 9.0x10-32 cm6/s,  (11) 

 NO + O3  ->  NO2 + O2 ;   k12 = 1.7x10-14 cm6/s,  (12) 

where M is the carrier gas concentration i.e. three-body reaction. The ozone and O radicals 
are produced via the following reactions: 

 e + O2  ->  O(3P) + O(3P) + e;  6.1 eV,  (13) 

 e + O2  ->  O(3P) + O(3D) + e;   8.4 eV,  (14) 

 O + O2 + M  ->  O3 + M;    k15 = 6.3x10-34 cm6/s. (15) 

The reaction rate of the reactions (13)-(15) increases with increasing oxygen concentration. 
As a result, the rate of the reactions (11) and (12) increases. This is one of the reasons for the 
increase of NO removal with oxygen concentration shown in Fig. 13. 
Figure 14 shows the energy consumed in the reactor per one applied voltage pulse, NO 
removal and its energy efficiency as a function of oxygen concentration in the NO contained 
gas mixture under the circuit condition 4; C=4.2 nF and L=12.6 μH shown in Table 1. The 
charging voltage of the primary capacitor and the pulse repetition rate are -12 kV and 25 
pps, respectively. The gas mixture is flow into the reactor with 4 L/min. The consumed 
energy per one pulse decreases from 200 to 36 mJ with increasing oxygen concentration 
from 0 to 90%. NO removal is increases from 35 to 150 ppm with increasing oxygen 
concentration from 0 to 90%. As a result, the energy efficiency for NO removal drastically 
increases from 2.1 to 51 g/kWh. In this circuit condition, the streamer-to-glow transition 
easily occurs in nitrogen rich conditions. However, the streamer-to-glow transition is hard 
to occur in oxygen rich conditions. As a result, NO can be removed with high energy 
efficiency in spite of the large capacitance of the primary capacitor.  
In general, typical value of oxygen content in diesel engine exhaust gas is 10%, whereas the 
oxygen content changes in range from 16 to 6% by a load of the engine (Takaki et al., 2001). 
The energy efficiencies for NO removal under 10% oxygen content gas are 26 and 4.9 
g/kWh for circuit conditions 3 and 4, respectively. Therefore, it is important to choose 
circuit parameter adequately in application for NOx removal from diesel engine exhaust gas. 

3.5 Prevention of glow generation  
The experimental results show that the generation of the glow discharge lowers an energy 
yield for NO removal when the charge remains in the primary capacitor after opening the 
switch. The glow discharge is maintained with circuit current from the capacitor through 
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the inductor as shown in Fig. 1. If the opening switch is connected with the discharge reactor 
in series, as shown in Fig. 15, the circuit current is interrupted and the discharge is quenched 
rapidly. Therefore, the NO removal experiment was carried out using a circuit with SOS 
diode in series connected to the reactor. 
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Fig. 14. Consumed energy, NO removal and its energy efficiency as a function of oxygen 
concentration in the NO contained gas mixture for the circuit condition; C=4.2 nF and L=12.6 
μH at V0= -12 kV, 25 pps in pulse repetition rate and 4 L/min in gas flow rate. 
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Fig. 15. Pulse power circuit for prevention of glow generation. 
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Figure 16 shows the waveforms of the discharge current, voltage between the electrodes, 
and the energy consumed for different SOS diode positions. The charging voltage of the 
capacitor is -12 kV. The symbol Cir1 represents the circuit connecting the SOS diode with 
the reactor in parallel, as shown in Fig. 1, and Cir2 represents the circuit connecting in series, 
as shown in Fig. 15. In Cir2, the voltage is applied to the reactor before opening the SOS 
because the inductor is connected to the reactor in parallel. However, the discharge current 
is almost zero before opening the SOS diode since the charging voltage of -12 kV is lower 
than the breakdown voltage of the discharge reactor. After opening the SOS diode, the pulse 
voltage over 20 kV is applied to the reactor; as a result, the discharge occurs, and the 
discharge current rapidly increases to 50 A. After that, the discharge current rapidly 
decreases within 50 ns without glow discharge generation. The energy consumed in the 
reactor of the Cir2 is about 15 mJ at 0.6 μs after opening the SOS diode, which is much less 
than the 120 mJ of Cir1. 
Figure 17 shows NO removal efficiency and energy efficiency of NO removal as a function 
of input energy density in the reactor at various circuit conditions. The charging voltage in 
the primary capacitor is set to 12 kV. The LC condition I of 0.70 nF capacitor and 2.5 μH 
inductor ( 2 66LCπ =   ns) is employed to generate streamer discharge without a streamer-
to-glow transition. The LC condition II is the same as condition 4 in which a streamer-to-
glow transition occurs in Cir1. In the case of the LC condition I, NO removal efficiency for 
both circuits Cir1 and Cir2 is almost the same. However, in the case of the LC condition II,  
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Fig. 16. Waveforms of applied voltage, discharge current, and energy consumed in the 
reactor for two different circuits. 
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Fig. 17. Dependence of NO removal efficiency and energy efficiency on input energy density 
for two different circuits. 

NO removal efficiency of Cir2 is much higher than that of Cir1. The arrangement of circuit 2, 
shown in Fig. 15, is effective for prevention of streamer-to-glow transition and to keep high 
energy efficiency for NO removal. 

4. Conclusion 
The experimental study on NO removal in a pulse corona discharge reactor was carried out 
to clarify the influence of the streamer-to-glow transition on NO removal. The inductive 
energy storage pulsed power generator was employed with a fast recovery diode as a 
semiconductor opening switch. The pulsed power generator supplied a 30 kV pulse with 
300 pps repetition rate. The energy efficiency obtained for NO removal was 25 g/kWh at 
30% removal. However, the energy efficiency decreased to 5 g/kWh with an increase in 
capacitance of the primary capacitor from several hundred pF to several nF. This decrease 
was caused by the streamer-to-glow transition. The efficiency was affected by oxygen 
concentration in the gas mixture. The efficiency was successfully improved from 5 to 20 
g/kWh in the case of several nF-capacitors by changing the connection of the diode and the 
inductor in the pulsed power circuit. 
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1. Introduction 
As the demand for energy increases, any work to enhance energy conservation becomes 
crucial. Thermal energy storage (TES) system applications around the world have been 
known to provide economical and environmental solutions to the energy problems (Paksoy 
et al., 2004). TES systems contribute significantly to improving energy efficiency by helping 
match energy supply and demand. TES also makes it possible to more effectively utilize 
new renewable energy sources (solar, geothermal, ambient, etc.) and waste heat/cold 
recovery for space heating and cooling. With a storage medium of various types and sizes, 
TES systems therefore contribute to enhancing energy efficiency. 
The storage medium can be located in containers of various types and sizes. Underground 
thermal energy storage (UTES) is mostly used for large quantities of seasonal heat/cold 
storage (Nielsen, 2003). There are several concepts as to how the underground can be used 
for underground thermal energy storage depending on geological, hydrogeological, and 
other site conditions. The two most promising options are storage in aquifers (aquifer 
thermal energy storage, ATES) and storage through borehole heat exchangers (borehole 
thermal energy storage, BTES) (Sannerb, 2001; Andersson, 2007). In borehole thermal energy 
storage systems, also called “closed” systems, a fluid (water in most cases) is pumped 
through heat exchangers in the ground. In aquifer thermal energy storage or “open” 
systems, groundwater is pumped out of the ground and injected into the ground by using 
wells to carry the thermal energy into and out of an aquifer (Novo et al., 2010). 
Aquifer thermal energy storage (ATES) system utilizes low-temperature geothermal 
resource in the aquifer (Sannera, 2001; Rafferty, 2003). Aquifer thermal energy storage, 
which is similar to the groundwater geothermal system under direct uses, involves storage 
and provides for both heating and cooling on a seasonal basis. An advantage of open 
systems is generally higher heat transfer capacity of a well compared to a borehole. This 
makes ATES usually the cheapest alternative if the subsurface is hydrogeologically and 
hydrochemically suited for the system. Such aquifers offer a potential and economical way 
of storing thermal energy for long periods of time. ATES systems have been used 
successfully around the world for the seasonal storage of heat and cold energy for the 
purpose of heating and cooling buildings (Probert et al., 1994; Paksoy et al., 2000; Allen et 
al., 2000; Schmidt, 2003; Paksoy et al., 2004). 
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Recently, the use of computer modeling has become standard practice in the prediction and 
evaluation of geothermal performance (Breger et al., 1996; O’Sullivan et al., 2001). In 
carrying out ATES development projects, a numerical modeling based on coupled mass and 
energy transport theory has to be conducted on the behavior of local subsurface geothermal 
system to evaluate and optimize a project design. 
A number of researchers have highlighted the important role of numerical modeling in the 
analysis of ATES systems. Probert et al. (1994) presented the thermodynamic evaluations of 
ATES projects and listed key aquifer properties and design parameters. Based on an 
elementary ATES model, Rosen (1999) performed second-law analysis to thermal energy 
storage systems to assess overall system performance. Chevalier and Banton (1999) applied 
the random walk method of resolution to the study of energy transfer phenomena in ATES 
using a single injection well. Tenma et al. (2003) carried out a more realistic two-well model 
study to examine an underground design of TES system. To provide basic data for design, 
they evaluated the sensitivity of parameters affecting on the long-time performance of 
ATES. Their study, however, derived conclusions based on the simulation results for ATES 
systems under simple operation scenarios. From the preliminary simulations, the location of 
screen, which was extensively examined in the Tenma et al. (2003)’s model, is shown to have 
a relatively limited impact on the predicted temperature profiles of produced water. To 
overcome a limited applicability of previous researches, more comprehensive study should 
be established for the evaluation of the ATES systems. The present work extends previously 
reported researches to ATES systems under various operation parameters which are key 
factors influencing long-time performance of ATES systems. The main design considerations 
involve loading conditions including injection/production schedules and temperature, heat 
losses, and configuration of well-aquifer system simulating various design and operation 
scenarios. 
Coupled hydrogeological-thermal simulations were undertaken in order to predict thermal 
behavior of aquifer and recovery temperatures from the aquifer. Analyses for a two-well 
system in a confined aquifer were performed in order to determine how operational 
parameters affect results of aquifer thermal energy storage simulations. The aim of the 
evaluation is to make reliable predictions about future recovery temperatures and 
temperature distributions in the aquifer given the planned injection/production 
temperatures and rates. 

2. Basic concepts 
Being similar to direct use of a groundwater-geothermal system, aquifer thermal energy 
storage involves drilling a few wells to an aquifer for circulation of water between the 
storage region and the energy system. Then it can store energy whilst providing heating and 
cooling on a seasonal basis. The wells are separated by a critical distance to ensure that the 
warm and cold storage remain separate and that thermal breakthrough does not occur 
within one season. This critical distance is primarily a function of operational and 
thermohydraulic parameters involving the well production rates, the aquifer thickness, and 
the hydraulic and thermal properties that control the storage volume. A plant can also be 
made with groups of wells instead of just two wells. Multiple-well configurations have been 
employed where large volumes of water are required and in systems where individual well 
yields are low. Single-well applications have also been employed using vertical separation 
of hot and cold groundwater where multiple aquifers exist. 
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Fig. 1. Basic operational regimes for aquifer thermal energy storage (after Nielsen) 
Usually, a pair of wells are pumped constantly in one direction or alternatively, from one 
well to the other, especially when both heating and cooling being provided. As presented in 
Figure 1, these two operation principles are called continuous regime and cyclic regime, 
respectively. The continuous regime only is feasible for plants where the load can be met 
with temperatures close to natural ground temperatures, and the storage part is more an 
enhanced recovery of natural ground temperatures. With a continuous flow, design and 
control of the system are much simpler and easier. Only one well or group of well needs to 
be equipped with pumps. Disadvantage is the limited temperature range. Cyclic flow will 
create a definite cold and heat reservoir around each well or group of wells. It is possible to 
maintain a ground volume above or below the natural ground temperature all the time. One 
disadvantage is a more complicated well design and control system with each well being 
able to both produce and inject groundwater. 
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3. Background of numerical simulation 
3.1 Mathematical theory 
The thermohydraulic analysis requires a calculation of groundwater flow and the 
temperature in the aquifer and the surrounding layers. In this section, theoretical principles 
of water flow and heat transfer phenomena for calculating temperatures of the aquifer at 
different locations were explained. The coupled groundwater and heat flow are governed by 
the partial differential equations describing mass and energy balance in the aquifer. 
The conservation of mass for water in association with Darcy’s law is expressed as 
continuity equation (Delshad et al., 1996; Clauser, 2003). 

 ( ) ( ) www Rn
t

=⋅∇+
∂
∂ uρρ  (1) 

where 
n: porosity 
ρw: density of water 
u: Darcy flux 
Rw: source/sink term 
Specific discharge or Darcy velocity of water in the aquifer is defined by Darcy equation. 
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where k is the intrinsic permeability tensor; μw the viscosity; p the pressure; z the vertical 
depth, and γw the specific gravity (= ρwg). 
The energy balance equation is derived by assuming that energy is a function of 
temperature only and energy flux in the aquifer occurs by convection and conduction only. 
The resulting general heat balance equation can be formulated as follows; 
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where 
T: aquifer temperature 
Cvr, Cvw: rock and water heat capacity at constant volume 
λT: thermal conductivity of aquifer 
qH: enthalpy source per unit bulk volume 
QL: heat loss to overburden and underburden formations 
The aquifer is assumed to be continuous and its thermal conductivity and volumetric heat 
capacity are considered to be a function of porosity and the thermal characteristics of water 
and soil matrix (Nassar et al., 2006). Thermal dependence of density, viscosity, thermal 
conductivity, and heat capacity is not taken into consideration because these parameters 
vary little in the considered temperature range. 
The heat transfer with over and underlying low-permeability layers, is assumed to be due 
solely to thermal diffusion. The heat loss is computed by using the Vinsome & Westerveld 
(1980)’s method. 

 ( )TQ TeL ∇⋅∇= λ  (4) 
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where λTe is the thermal conductivity of overburden or underburden rock. The heat transfer 
equation (3), which results from the principle of energy conservation, is coupled with the 
flow equation from Darcy’s law (2) and the continuity equation (1). 

3.2 Simulation model 
Groundwater flow and thermal energy transport in the porous media have been studied in 
detail in the discipline of hydrogeology. Numerical research into groundwater and heat 
transport has been continuing for more than a decade in North American and Europe. 
Numerous commercially available and public domain numerical software codes exist. Of 
these, focus is given to the simulation modeling both mass and heat transport in 
groundwater. 
Many simulation codes available to simulate ATES systems have their own merit. Deng 
(2004) and Schmidt & Hellström (2005) give a summary of available numerical models for 
groundwater flow and energy or solute transport in groundwater. These models can all be 
used to simulate an ATES system. 
Amongst the more sophisticated simulators, a general simulator named UTCHEM has 
proved to be particularly useful for modeling multiphase transport processes under non-
isothermal condition (Center for Petroleum and Geosystems Engineering, 2000). The 
simulator was originally developed to simulate the enhanced recovery of oil using 
surfactant and polymer processes. UTCHEM has been verified by comparing its ability to 
predict the flow of fluids through the aquifer to analytical solutions and experimental 
measurements. 

4. Numerical modeling 
An understanding of the thermohydraulic processes in the aquifer is necessary for a proper 
design of an ATES system under given thermohydraulic conditions. The main design 
considerations concern the loading conditions (injection temperature and pumping rates), 
heat losses, thermal breakthrough, etc (Claesson et al., 1994). The model gives the 
temperature of the produced water and groundwater in the aquifer. 
A multidimensional, finite-difference model for ground-water flow and heat transport is 
used to solve the complex thermohydraulic problems numerically. The numerical model 
includes the effects of hydraulic anisotropy, thermal convection and conduction, and heat 
loss to the adjacent confining strata. .In order to decide the sustainability of the aquifer for 
energy storage application, temperatures of producing water is estimated over a ten-year 
period. 
In order to estimate the parameters of an underground system, a general ATES using the 
open system of 5-spot patterns is considered. As shown in Fig 2(a), four wells are situated at 
the corners of a square field. The fifth well is located at the center of square. Water is 
pumped into the injection well at a constant flow rate Q at a temperature Tinj, and the same 
flow rate of water is recovered from the neighboring four production wells or vice versa. In 
a large reservoir with repeated patterns, the flow is symmetric around each injection well 
with 0.25Q from each well confined to the pattern. 
The 5-spot pattern can be further simplified to a two-well system because each quadrant is 
symmetric. A model of two-well on either corner with hydraulic coupling as shown in Fig. 
2(b), has been developed to estimate the performance of symmetric array of wells in 5-spot 
pattern. 
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(a) 5-spot pattern 

 
(b) two-well model for quadrant of a 5-spot pattern 

Fig. 2. Array of wells in a 5-spot pattern 

The outer boundary is represented as a noflow and adiabatic boundary to simulate 
symmetry in an array. 

 ( ) 0=⋅∇ nT  (5) 

The model is similar to the model suggested by Tenma et al. (2003). This model is a unit of 
the system and composed of two wells partially-penetrating a confined aquifer. As the grid 
is divided into 13 grid blocks in horizontal directions, and 11 grid blocks in a vertical 
direction, there are total of 3,718 grid blocks. Well depth was set at the relatively shallow 
value of for the two-well system. Water level in the model was set at 6 m. 
Determination of the potential of a specific confined aquifer as an effective thermal energy 
storage medium requires thorough knowledge of thermodynamic and hydraulic properties 
of the aquifer and its confining layers and fluid properties. Parameters include porosity and 
permeability of the storage aquifer and thermal conductivities and heat capacities of the 
aquifer matrix, native ground water, and confining layers. As presented in Table 1, the 
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aquifer and water have constant thermal properties and assumed to be slightly 
compressible. The volumetric heat capacity and thermal conductivity were identical for the 
aquifer and the confining layers. 
 

porosity (n) 0.40 
permeability (k) 1,013 md 
compressibility of formation (βr) 2.96×10−6 kPa−1 
density of rock (ρr) 2.65 g/cm3 
thermal conductivity of rock (λT) 249.2 kJ/day⋅m⋅°K 
thermal conductivity of 
overburden/underburden rock (λTe) 

249.2 kJ/day⋅m⋅°K 

aquifer 

heat capacity of rock (Cvr) 0.8864 kJ/kg⋅°K 
viscosity (μw) 1.1404 cp 
compressibility (βw) 4.4×10−7 kPa−1 
density (ρw) 1 g/cm3 

water 

heat capacity (Cvw) 4.184 kJ/kg⋅°K 

Table 1. Hydrogeological and thermal properties of aquifer and water 

5. Results and discussion 
To estimate the characteristics of the system, this two-well model was run for continuous 
flow regime. Heat transfer within the aquifer is simulated by specifying constant 
temperature Tinj at the injection well and with the aquifer temperature initialized at Ti. The 
initial temperature of the aquifer is assumed to be constant 17.5°C over the entire aquifer 
and confining layers. The model is run for 10 years to provide an adequate long-term 
assessment of thermal storage. 
In the continuous flow regime, water is pumped from one well equipped with a pump and 
injected through a second well. A complete energy storage cycle is composed of four periods 
per year to simulate the seasonal conditions. Each cycle is symmetrical for identical injection 
(Q > 0) and production (Q < 0) rates and duration. The thermal field and the temperature of 
produced water, Tprod, are calculated from the numerical solutions of Equation (3) at 
constant time interval. 
In order to evaluate and compare results obtained from ATES system simulations, a 
measure of performance is required. There is no generally valid basis for comparing the 
achieved performance of TES system under different conditions. In this study, the ratio of 
differential energy returned from aquifer to the energy originally in the aquifer, which is 
similar to dimensionless parameter adopted by Chavalier & Banton (1999) or Tenma et al. 
(2003), is used to measure TES performance. 

 
i

i

T
TT −

= prodstorage thermal normalized  (6) 

A number of factors may influence the performance of the ATES. In this study, the following 
parameters were varied. 
1. operation schedule: continuous and variations of cyclic regimes 
2. heat loss to adjacent layers 



 Energy Storage 

 

130 

3. temperature of injecting water 
4. flow rate of water 
5. distance between injection and production wells 
6. aquifer thickness 
7. screen length 
8. anisotropy in vertical permeability 

5.1 Operation schedule 
The influence of a number of operation schedules on the performance of ATES was 
examined. The seasonal variations in the surface due to natural seasonal variations are 
involved in the operation schedules. Four cases of scenarios were considered in the present 
simulations, as list in Table 2. 
 

 Injecting or Producing Flow Rate 
(m3/day) Temperature of Injecting Water(°C) 

     Month 
Case 1-3 4-6 7-9 10-12 1-3 4-6 7-9 10-12 

Case 1 50 50 50 50 5 15 25 15 
Case 2 50 50 50 50 5 25 5 25 
Case 3 50 50 50 50 5 5 25 25 
Case 4 50 0 50 0 5 - 25 - 

Table 2. Description of continuous operation scenarios for a year 

Accounting for the seasonal changes in surface temperature, the injected water temperatures 
in Case 1 were taken as 5°C, 15°C, 25°C, and 15°C over a three-month period, respectively. 
Case 1 will be used as a base case for other simulations. Operation schedules of Cases 2 and 
3 were scenarios presented by Tenma et al. (2003). In these cases, the inlet temperature was 
held constant at 5°C for a half year, then changed to a temperature of 25°C for the rest of the 
year. Case 4 is similar to Case 1, except rest periods of neither injection nor production 
between 5°C and 25°C water injection periods. During the rest periods in Case 4, 
temperature of a cell containing production well is considered as Tprod. The size of this two-
well model is 39 m × 39 m × 22 m. The rates of injection or production of 50 m3/day 
correspond to 0.45094 pore volume of the aquifer for three months. 
The evaluation of a TES system was performed by the temperature of produced water shown 
in Fig. 3. Reflecting the changes in temperature of the injecting water, the recovery 
temperatures fluctuate with a quarterly year period. Balances between injecting and producing 
thermal energy and small variation in temperatures are the most desirable case, representing 
sustainable use of ground as an ATES system without a negative effect on the environment. 
As the temperature of the circulated fluid changes by 25-5°C, the temperature eventually 
becomes 15°C, the average temperature of injected water. Due to energy imbalance between 
the initial temperature of 17.5°C and average injecting temperature of 15°C, the aquifer 
undergoes a gradual cooling process and negative value of balance of thermal energy. The 
temperatures at the producing well were constant within 2.6°C for Cases 2 and 4 and 7.8°C 
for Case 3 through the ten-year period. 
The results of normalized thermal balance are shown in Fig. 4. A positive value means the 
energy produced is larger than the initial energy; a negative value means the initial energy  
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Fig. 3. History of recovery temperature obtained from simulations with different operation 
scenarios 
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Fig. 4. History of balance of thermal energy obtained from simulations with different 
operation scenarios 

is larger than the energy produced. Zero mean balance of thermal energy and small 
variation are the most desirable case, representing sustainable use of aquifer as a TES 
system. As shown in the Figure, the balance of thermal energy gradually decreases in all the 
cases. Reflecting the changes in temperature of the injecting water, the balance of thermal 
energy also fluctuates with a quarterly year period. The sum of normalized thermal storage 
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values is smallest for Case 4 and largest for Case 3. Differences among cases are relatively 
small, less than 20%. However, the range of variation of Case 3 is the highest and 2.7 times 
higher than that of Case 4 which is the smallest. As the net change of thermal energy is 
small, the flow conditions of Cases 2 and 4 are promising. 
One of objectives of numerical simulation is to visualize the groundwater flow and heat 
transfer in the aquifer and the movement of thermal front. With results from numerical 
simulations, one can provide graphical presentation of the groundwater flow and the 
motion of thermal fronts for given set of wells-aquifer configuration. The groundwater flow 
around the wells takes place mainly in the radial direction. The interface or thermal front is 
between the injected water and the water in the aquifer. The location of thermal front is 
determined by inspecting temperature distribution. 
For the graphical representation of results, an illustrative example is taken from Case 1 for 
heat and cold storage. In Figs. 5(a) to (d), the simulated temperature distributions are 
presented with different colors for different temperatures. The temperatures are for the 
middle layer obtained from numerical calculations after 90, 180, 270, and 360 days of 
operation. These give direct pictures on the characteristics of energy flow fields and the 
location of thermal front. In the figures, there are clear evidences for energy storage. The 
area of relatively uniform temperature near the injection well represents the region 
influenced by water injected during each flow period. Clearly shown in the aquifer during 
winter and summer periods, the thermal fronts are from cold and warm water injected. 
They are located at a considerable distance from the production well. The pair of wells 
interacts slightly and the production well seems undisturbed by the injection well. Whilst 
the temperature of the injecting water changes by 25-5°C, the temperature of the produced 
water lies within much smaller range. 

5.2 Heat loss 
Heat transfer from/to overburden and underburden formations is considered as an 
important factor that may control the temperature of produced water. In the present work, 
results from the base case were compared with those from a case in which heat loss is not 
included. These formations are assumed to have the same thermal properties with aquifer, 
as stated earlier. 
Figure 6 shows these results at different times. With heat loss, the average and range of 
thermal balance decreases gradually over time. Contrarily, the temperature at the production 
well fluctuates in the fixed range between 11.3°C and 19.6°C without heat loss. Therefore, the 
difference between results from two cases is gradually increasing. The range of thermal 
balance also remains constant at 0.53 which is higher than that obtained from the base case. 
The results indicate that conductive heat exchange with the surrounding rock is an important 
process causing different cycle of temperature variations in the production well. 

5.3 Injection temperature 
To demonstrate the effect of temperature difference on long-time thermal storage 
performance of the aquifer, additional simulations were performed using different 
combinations of water temperature at the injection side. Having average value of 15°C, the 
temperature of injecting water was constant during each three-month injection period and 
had values of 1°C/15°C/29°C/15°C and 9°C/15°C/21°C/15°C, respectively. Other 
conditions and parameters were not changed from the operation scenario of Case 1 with 
5°C/15°C/25°C/15°C. 



 Energy Storage 

 

132 

values is smallest for Case 4 and largest for Case 3. Differences among cases are relatively 
small, less than 20%. However, the range of variation of Case 3 is the highest and 2.7 times 
higher than that of Case 4 which is the smallest. As the net change of thermal energy is 
small, the flow conditions of Cases 2 and 4 are promising. 
One of objectives of numerical simulation is to visualize the groundwater flow and heat 
transfer in the aquifer and the movement of thermal front. With results from numerical 
simulations, one can provide graphical presentation of the groundwater flow and the 
motion of thermal fronts for given set of wells-aquifer configuration. The groundwater flow 
around the wells takes place mainly in the radial direction. The interface or thermal front is 
between the injected water and the water in the aquifer. The location of thermal front is 
determined by inspecting temperature distribution. 
For the graphical representation of results, an illustrative example is taken from Case 1 for 
heat and cold storage. In Figs. 5(a) to (d), the simulated temperature distributions are 
presented with different colors for different temperatures. The temperatures are for the 
middle layer obtained from numerical calculations after 90, 180, 270, and 360 days of 
operation. These give direct pictures on the characteristics of energy flow fields and the 
location of thermal front. In the figures, there are clear evidences for energy storage. The 
area of relatively uniform temperature near the injection well represents the region 
influenced by water injected during each flow period. Clearly shown in the aquifer during 
winter and summer periods, the thermal fronts are from cold and warm water injected. 
They are located at a considerable distance from the production well. The pair of wells 
interacts slightly and the production well seems undisturbed by the injection well. Whilst 
the temperature of the injecting water changes by 25-5°C, the temperature of the produced 
water lies within much smaller range. 

5.2 Heat loss 
Heat transfer from/to overburden and underburden formations is considered as an 
important factor that may control the temperature of produced water. In the present work, 
results from the base case were compared with those from a case in which heat loss is not 
included. These formations are assumed to have the same thermal properties with aquifer, 
as stated earlier. 
Figure 6 shows these results at different times. With heat loss, the average and range of 
thermal balance decreases gradually over time. Contrarily, the temperature at the production 
well fluctuates in the fixed range between 11.3°C and 19.6°C without heat loss. Therefore, the 
difference between results from two cases is gradually increasing. The range of thermal 
balance also remains constant at 0.53 which is higher than that obtained from the base case. 
The results indicate that conductive heat exchange with the surrounding rock is an important 
process causing different cycle of temperature variations in the production well. 

5.3 Injection temperature 
To demonstrate the effect of temperature difference on long-time thermal storage 
performance of the aquifer, additional simulations were performed using different 
combinations of water temperature at the injection side. Having average value of 15°C, the 
temperature of injecting water was constant during each three-month injection period and 
had values of 1°C/15°C/29°C/15°C and 9°C/15°C/21°C/15°C, respectively. Other 
conditions and parameters were not changed from the operation scenario of Case 1 with 
5°C/15°C/25°C/15°C. 
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Fig. 5. Temperature distribution [°C] of the middle layer after cold/warm water injection 
during the first year 



 Energy Storage 

 

134 

0 3 6 9 12 15 18 21 24 27 30 33 36 39

x-Coordinate (m)

0

3

6

9

12

15

18

21

24

27

30

33

36

39

y-C
oo

rdi
na

te 
(m

)

INJECTOR

PRODUCER

 
 

(c) 270 days 
 

0 3 6 9 12 15 18 21 24 27 30 33 36 39

x-Coordinate (m)

0

3

6

9

12

15

18

21

24

27

30

33

36

39

y-C
oo

rdi
na

te 
(m

)

INJECTOR

PRODUCER

 
 

(d) 360 days 
 

Fig. 5. Temperature distribution [°C] of the middle layer after cold/warm water injection 
during the first year 
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Fig. 6. History of balance of thermal energy obtained from simulations with different heat 
loss conditions 
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Fig. 7. History of balance of thermal energy obtained from simulations with different 
injection temperatures 

The profiles in Fig. 7 shows increasing range in thermal balance with increasing differences 
in injection temperature, in accordance with the gradual drop over time. The range of 
variation of Case 1°C/15°C/29°C/15°C is the highest and 2.1 times higher than that of 
9°C/15°C/21°C/15°C which is the smallest. By increasing the temperature difference 
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around the year at the injection well from 12°C to 28°C, the normalized thermal storage is 
proportionally decreased. The sum of values is smallest for 9°C/15°C/21°C/15°C and 
largest for 1°C/15°C/29°C/15°C. Differences among summed values are relatively small, 
less than 20%. 

5.4 Flow rate 
The aim of this simulation is to evaluate the recovery of thermal energy from the aquifer 
given injection or production flow rates. The calculations were performed for well and 
aquifer configuration which is the same as the base case. However, in this simulation, the 
flow rates of injection and production are changed to 25, 50, and 75 m3/day. These rates are 
equivalent to injecting 0.22547, 0.45094, and 0.67641 pore volumes for a three-month period, 
respectively. 
Figure 8 presents a considerable drop in thermal storage and a significant increase in 
variation of the values with increasing flow rate. Tripling the flow rate results in increases in 
the sum of thermal storage values by 36% and ranges by 2.5 times. The result suggests that, 
everything else being the same, the use of less flow rate is a promising flow condition due to 
small net change in thermal energy. However, decreasing the flow rate considerably less 
than an appropriate value would not be effective because the resulting decrease in the 
amount of available thermal energy would be a problem. 
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Fig. 8. History of balance of thermal energy obtained from simulations with different 
injection/production flow rates 

5.5 Well distance 
The distance between the injection and production wells influence the proportion of the 
aquifer that is effective in the heat transfer and thermal storage process. One objective with 
the numerical simulations is to find the well configuration to make the energy storage as 
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5.5 Well distance 
The distance between the injection and production wells influence the proportion of the 
aquifer that is effective in the heat transfer and thermal storage process. One objective with 
the numerical simulations is to find the well configuration to make the energy storage as 
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dense as possible. In attempts to investigate effects of interwell distance, pumping and 
injection of groundwater were simulated for three cases where the sizes of computation 
domains are 32.5×32.5 m2, 39.0×39.0 m2, and 45.5×45.5 m2. The injection and production 
wells are located 42.2 m, 50.9 m, and 59.4 m apart, respectively. These distances correspond 
to 0.64935, 0.45094, and 0.33130 pore volume of the aquifer for three months of injection or 
production at 50 m3/day. 
Figure 9 illustrates the energy balance for different well distances. A longer well distance 
reduced the variations in thermal storage substantially. Although almost doubling the pore 
volume of the aquifer by increasing the well-to-well distance does not double the 
performance of ATES systems, it does improve the performance of ATES systems by 
decreasing the sum of thermal storage values by 14% and ranges by 55%. Larger variations 
for shorter well-to-well distance result from the fact that the thermal front of injected water 
approaches the production well within each operation period. Therefore, the region near a 
producing well is considerably affected by injected water. This observation emphasizes the 
importance of ensuring that adequate distance between wells is used, taking into account 
the thermal and hydraulic transport of injected water. 
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Fig. 9. History of balance of thermal energy obtained from simulations with different 
interwell distances 

5.6 Aquifer thickness 
To investigate the influence of the aquifer thickness in the performance of ATES system, 
two-well models with 22 m, 30 m, and 38 m thick aquifers were analyzed. The pore volumes 
of aquifers correspond to 0.45094, 0.33069, and 0.26107 for three months of injection or 
production at 50 m3/day. Screen is 6 m long and installed at the center of the aquifer for all 
cases. 
Figure 10 shows that increasing the thickness of the aquifer from 22 m to 38 m decreases the 
range of thermal storage by 32%, but the sum of thermal storage only by 3%. Although the 
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results demonstrate the importance of aquifer thickness, they also show that thick aquifers 
would not be so effective in thermal energy storage. Compared with results from the 
simulation with different interwell distance and similar pore volume, the resulting decrease 
of the net changes in thermal energy is limited. 
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Fig. 10. History of balance of thermal energy obtained from simulations with different 
aquifer thicknesses 

5.7 Screen length 
To investigate how the screen length affects the performance of ATES system, two-well 
models is applied for aquifer of 39×39×22 m3 with injection or production at 50 m3/day. 
Screens for injection wells are 6 m long and installed at the center of the aquifer for all cases. 
For production wells, screens are 2m, 6 m, and 10 m long. 
Figure 11 shows that increasing the length of the screen from 2 m to 10 m makes no 
differences in the range of thermal storage. The results show that long screen would not be 
so effective in thermal energy storage as long as vertical permeability is as high as horizontal 
permeability. 

5.8 Vertical permeability 
In this simulation, the effect of directional permeability on the performance of an ATES 
system was examined. All other conditions are similar to the base case except for 
considering anisotropy in permeability by replacing vertical permeability with different 
values. Permeabilities in x and y directions are kept constant. The ratios of vertical to 
horizontal permeability considered in this study are 1.0, 0.5, and 0.1. 
Figure 12 presents the influence of vertical permeability on the performance of ATES 
systems in terms of values and variations of thermal storage. A weak dependence on the 
permeability anisotropy is obtained. The thermal storage values for kz/kx = 0.5 and 
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Fig. 11. History of balance of thermal energy obtained from simulations with different 
screen length 
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Fig. 12. History of balance of thermal energy obtained from simulations with different 
permeability anisotropy 
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kz/kx = 1.0 are almost identical, while those of kz/kx = 0.1 show a larger variations and less 
drop over time. However, the increase in the range of thermal storage is less than 9% and 
the sum of thermal storage only by 2%. The results suggest that, everything else being the 
same, the effects of permeability anisotropy would be only marginal. 

6. Conclusion 
A mathematical model describing the water flow and convective/conductive thermal 
energy transport in an ATES system is presented. The three-dimensional thermal process 
with combined groundwater and heat flow in the aquifer and heat conduction in 
surrounding layers is solved numerically. This paper presents the results of long-time 
thermal behavior of ATES system with two wells under continuous operation methods. The 
effects of various injection-withdrawal rates and durations on computed values of aquifer 
thermal behavior and final producing temperature were studied for a 10-year continuous 
injection and withdrawal. The hypothetical simulations indicate that the model of the two-
well system will be a valuable tool in determining the most efficient system operation. 
The thermal behavior of the storage system is shown to depend on the aquifer’s volume 
relative to energy input and flow pattern of the water. Various operational and geometrical 
parameters including operation schedules, injection temperature, injection/production 
rates, and geometrical configuration of well and aquifer impact the predicted recovery water 
temperature. Small variations in injection temperatures, low flow rate, and large surface to 
volume ratio are recommended as an effective ATES because of small loss and little 
fluctuation in extracted thermal energy. However, aquifer thickness and hydraulic 
anisotropy have a minimal effect on the performance of ATES systems. 
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