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Chemical Contaminants in Drinking Water: An Integrated Exposure
Analysis

Rajesh Khanal

(ABSTRACT)

The objective of this research is to develop an integrated exposure model, which

performs uncertainty analysis of exposure to the entire range of chemical contaminants in

drinking water via inhalation, ingestion and dermal sorption.  The study is focused on a

residential environment.  The various water devices considered are shower, bath, bathroom,

kitchen faucet, washing machine and the dishwasher.  All devices impact inhalation exposure,

while showering, bathing and washing hands are considered in the analysis of dermal exposure.

A set of transient mass balance equations are solved numerically to predict the

concentration profiles of a chemical contaminant for three different compartments in a house

(shower, bathroom and main house).  Inhalation exposure is computed by combining this

concentration profile with the occupancy and activity patterns of a specific individual.

Mathematical models of dermal penetration, which account for steady and non-steady state

analysis, are used to estimate exposure via dermal absorption.  Mass transfer coefficients are used

to compute the fraction of contaminant remaining in water at the time of ingestion before

estimating ingestion exposure.

Three chemical contaminant in water: chloroform, chromium and methyl parathion are

considered for detailed analysis.  These contaminants cover a wide range in chemical properties.

The magnitude of overall exposure and comparison of the relative contribution of individual

exposure pathways for each contaminant is evaluated.

The major pathway of exposure for chloroform is inhalation, which accounts for 2/3rd of

the total exposure.  Dermal absorption and ingestion exposures contribute almost equally to the

remaining 1/3rd of total exposure for chloroform.  Ingestion accounts for about 60% of total

exposure for methyl parathion and the remaining 40% of exposure is via dermal sorption.  Nearly

all of the total exposure (98%) for chromium is via the ingestion pathway.



iii

Acknowledgements

I’d like to express my sincere gratitude to my advisor, Dr. John C. Little for his constant

support, encouragement and guidance during my research work at Virginia Tech.  I’d also like to

thank my other committee members, Dr. Daniel Gallagher and Dr. Marc Edwards for their

insights and suggestions.

Gratitude is also expressed to the EPA Office of water for providing financial assistance

and particularly to Dr. Nancy Chiu for her encouragement and support.

Finally, I’d like to thank my family, particularly my wife Upasana and son, Umanga

without whose love, support, patience and encouragement this thesis would not have been

possible.



iv

TABLE OF CONTENTS

ABSTRACT_________________________________________________________________ ii

ACKNOWLEDGEMENTS ___________________________________________________ iii

1. INTRODUCTION________________________________________________________ 1

2. OBJECTIVES ___________________________________________________________ 7

3. DESCRIPTION OF THE INTEGRATED EXPOSURE MODEL _________________ 9

3.1 PROPERTIES OF CHEMICAL CONTAMINANTS IN WATER__________________________________10
3.2 MASS TRANSFER COEFFICIENTS ___________________________________________________11
3.3 EXPOSURE PATHWAYS___________________________________________________________14

3.3.1 Inhalation Exposure ________________________________________________________14
3.3.1.1 Shower/Bath__________________________________________________________________16
3.3.1.2 Bathroom ____________________________________________________________________18
3.3.1.3 Main House __________________________________________________________________19

3.3.2 Ingestion_________________________________________________________________24
3.3.3 Dermal Absorption_________________________________________________________25
3.3.4 Activity Pattern____________________________________________________________28

3.3.4.1 Human Activity Pattern _________________________________________________________28
3.3.4.2 Water Usage Pattern____________________________________________________________29

3.3.5 Exposure Computations _____________________________________________________30
3.3 UNCERTAINTY ANALYSIS ________________________________________________________31
3.3 DEFAULT COMPUTATION_________________________________________________________35
3.4 VISUALLY BASED COMPUTER PACKAGE _____________________________________________35

4. VERIFICATION OF THE MODEL ________________________________________ 36

4.1 EXTENDED THREE COMPARTMENT MODEL___________________________________________36
4.1.1 Numerical Solution_________________________________________________________36
4.1.2 Analytical Solution _________________________________________________________36

4.2 EXPOSURE MODEL______________________________________________________________36
4.3 COMPARISON OF PDFS WITH EXCEL FUNCTIONS_______________________________________37

4.3.1 Truncated Normal Distribution _______________________________________________38
4.3.2 Truncated Lognormal Distribution ____________________________________________39
4.3.3 Beta Distribution __________________________________________________________41
4.3.4 Student's-t Distribution _____________________________________________________43
4.3.5 Chi-squared Distribution ____________________________________________________45

4.4 CONCLUSIONS_________________________________________________________________46

5. RESULTS AND DISCUSSION ____________________________________________ 47

5.1 THE MODEL OUTPUT____________________________________________________________47
5.2 COMPARISON WITH THE PREVIOUS MODEL ___________________________________________54
5.3 SENSITIVITY ANALYSIS __________________________________________________________56

6. FUTURE WORK _______________________________________________________ 61

6.1 RECOMMENDATIONS ON ADDITIONAL DATA AND UNCERTAINTY ANALYSIS _________________61
6.2 ADDITIONAL SOURCES___________________________________________________________62
6.3 LUNG-DEPOSITION MODEL _______________________________________________________63
6.4 NON RESIDENTIAL ENVIRONMENTS_________________________________________________64
6.5 MULTI-COMPARTMENT MODEL____________________________________________________65



v

6.6 COUPLING WITH PBPK MODEL____________________________________________________66

REFERENCES _____________________________________________________________ 67

APPENDIX A ______________________________________________________________ 71

APPENDIX B ______________________________________________________________ 74

APPENDIX C ______________________________________________________________ 82

VITA _____________________________________________________________________ 96



vi

LIST OF TABLES

1. PROPERTIES OF REPRESENTATIVE CONTAMINANTS ___________________________________11

2. CASES FOR BATHROOM VENTILATION _____________________________________________19

3. INPUT VARIABLES FOR WASHING MACHINE _________________________________________20

4. INPUT VARIABLES FOR DISHWASHER ______________________________________________22

5. COMPARISON OF EXCEL RESULTS FROM PROGRAM AND EXCEL __________________________37

6. COMPARISON OF TRUNCATED NORMAL VARIABLE VALUES_____________________________38

7. COMPARISON OF TRUNCATED LOG NORMAL VARIABLE VALUES_________________________40

8. COMPARISON OF BETA VARIABLE VALUES__________________________________________42

9. COMPARISON OF STUDENT’S t VARIABLE VALUES ____________________________________44

10. COMPARISON OF CHI SQUARED VARIABLE VALUES ___________________________________45

11. PARAMETERS OF PDFs FOR TOTAL EXPOSURE_______________________________________54

12. DEFAULT VALUES OF INPUT VARIABLES IN THE MODEL________________________________57

13. RATE OF CHANGE OF EXPOSURE__________________________________________________59

14. VARIABLES REQUIRING ADDITIONAL DATA _________________________________________62

15. SOURCE/SINK TERMS IN THE MATHEMATICAL MODEL_________________________________72

16. PARAMETERS FOR EMPIRICAL DISTRIBUTION FOR PNUM ______________________________83

17. PARAMETERS OF LOG NORMAL DISTRIBUTION FOR Vt _________________________________85

18. PDFs FOR Rb BASED ON CASES OF BATHROOM VENTILATION ___________________________88

19. SUMMARY OF MODEL VARIABLES WITH KNOWN PDFs ________________________________92

20. EXPERIMENTAL DATA USED BY THE MODEL ________________________________________95



vii

LIST OF FIGURES

1. MODIFIED THREE-COMPARTMENT MODEL__________________________________________10

2. CHANGE IN CONCENTRATION OF CHLOROFORM IN BATH WATER ________________________18

3. SCHEMATIC OF DERMAL SORPTION PROCESS________________________________________25

4. FLOW CHART FOR THE COMPUTER PROGRAM _______________________________________34

5. COMPARISON OF NORMAL VARIABLE VALUES FROM PROGRAM AND EXCEL ________________39

6. COMPARISON OF LOG NORMAL VARIABLE VALUES FROM PROGRAM AND EXCEL ____________41

7. COMPARISON OF BETA VARIABLE VALUES FROM PROGRAM AND EXCEL___________________43

8. COMPARISON OF STUDENT’S t VARIABLE VALUES FROM PROGRAM AND EXCEL _____________44

9. COMPARISON OF CHI SQUARED VARIABLE VALUES FROM PROGRAM AND EXCEL ____________46

10a. CONCENTRATION PROFILE OF CHLOROFORM – WASHING MACHINE - OFF__________________48

10b. CONCENTRATION PROFILE OF CHLOROFORM – WASHING MACHINE - ON __________________48

11a. CONCENTRATION PROFILE OF METHYL PARATHION – WASHING MACHINE - OFF ____________49

11b. CONCENTRATION PROFILE OF METHYL PARATHION – WASHING MACHINE - ON _____________49

12. IMPACT OF EACH EXPOSURE PATHWAY FOR CHLOROFORM_____________________________50

13. IMPACT OF EACH EXPOSURE PATHWAY FOR METHYL PARATHION________________________50

14. IMPACT OF EACH EXPOSURE PATHWAY FOR CHROMIUM _______________________________51

15. MEDIAN VALUES OF EXPOSURES FOR THE THREE CONTAMINANTS _______________________51

16. BOUNDS OF TOTAL EXPOSURE FOR CHLOROFORM____________________________________52

17. BOUNDS OF TOTAL EXPOSURE FOR METHYL PARATHION_______________________________53

18. BOUNDS OF TOTAL EXPOSURE FOR CHROMIUM ______________________________________53

19. BOUNDS OF INHALATION EXPOSURE TO RADON ______________________________________55

20. SCHEMATIC REPRESENTATION OF LUNG MODEL _____________________________________64

21. USER-DEFINED MULTI-COMPARTMENT MODEL______________________________________65

22. PDF CURVE _________________________________________________________________75

23. CDF CURVE _________________________________________________________________76



1

1. INTRODUCTION

Potable water can be defined as “water free from disease-causing organisms, and free

from minerals and organic substances that may produce adverse physiological effects and

aesthetically pleasing with respect to turbidity, color, taste and odor” (AWWA, 1990).  Although,

biological contaminants have traditionally received more attention from a public health

standpoint, in recent years, there has been growing concern for chemical contaminants present in

drinking water that might be hazardous to human health.

Exposure to many contaminants in water is thought to lead to human health problems

ranging from minor effects such as fatigue to more serious effects such as cancer (Wilkes et al.,

1992).  A large number of public and private water supplies serving community households are

contaminated with potentially hazardous chemicals.  Most public water supplies depend on a

chlorine disinfection process, which may produce water containing chloroform and other

trihalomethanes (Lindstrom and Pleil, 1996).  In addition, a wide variety of volatile and synthetic

organic chemicals, pesticides, inorganic chemicals and radionuclides have been detected in water

supplies (AWWA, 1990).  Drinking tap water and using different water devices in indoor

environments can, therefore, be potential sources of exposure to chemical contaminants.

The establishment of safety standards (maximum contaminant levels) for chemicals in

drinking water has generally, been based on the assumption that ingestion is the primary route for

human exposure.  However, recent research has shown that inhalation exposure, during water use

activities like showering and bathing, can have an equally significant, if not higher, impact on

human exposure (Andelman, 1990).  Also, exposure due to dermal absorption of chemicals

during bathing has been shown to be comparable to direct ingestion of water (Brown et al., 1984).

Radon was one of the first contaminants studied extensively while considering the

inhalation exposure route for the indoor environment.  A study by Pritchard and Gessel (1981)

concluded that the negative health impact of radon in drinking water is nearly comparable to the

effect of radon released during mining and milling of uranium in the U.S.  The EPA, during the

discussion of the possible revision of its drinking water regulations (EPA, 1983) noted that

“Airborne exposure from radon released into the home from water might be more significant than
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direct ingestion from drinking water” and that “It appears that radon may contribute one of the

most significant cancer risks of any substance in drinking water.”  Nazaroff et al (1987)

concluded that potable water might occasionally be a dominant source of radon concentrations in

indoor air.  Additional studies on ingestion and inhalation exposure to radon and its progenies

(EPA, 1995, Giardino and Hageman, 1996, Little et al., 1998) have reinforced the significance of

the inhalation exposure route.

Much research on inhalation exposure to an individual or a specific group of

contaminants has been completed.  Andelman (1985a and 1985b) looked at the volatilization of

trichloroethylene (TCE) during a shower.  The differences in chloroform concentration between

occupied and unoccupied apartments were compared by Stern and Andrews (1988) with the

assumption that the sources of chloroform were the water use activities in the apartment.  Jo et al.

(1990) considered chloroform exposure from showering on the basis of exhaled breath analysis.

Tancrede et al. (1991) performed experiments to analyze simultaneous release of five volatile

contaminants (chloroform, carbon tetrachloride, TCE, 1, 2, 3-trichloropropane,

tetrachloroethlyene (PCE)) from full size experimental showers.  Emissions of TCE and 1, 2,-

dibromo-3-chloropropane in an experimental shower were characterized by Giardino and

Andelman (1995).

Of the different water using devices within an indoor environment, the shower is one of

the most important mediums for volatilization of chemical contaminants from water into the

surrounding air.  Consequently, it has been the most widely studied water device.  Extensive

theoretical assessment and development of mathematical model for showers have been made.

McKone and Knezovich (1991) measured the influent and effluent concentrations of TCE in the

shower compartment to measure its transfer efficiency from water to air.  Little (1992) applied

two-resistance theory to the volatilization of contaminants in showers.  Assessment of the factors

affecting the volatilization of TCE from a shower spray as a function of the drop size distribution

was performed by Giardino et al. (1992).

Very few studies are available characterizing volatilization of chemicals from other water

devices like bath, toilet, faucets, washing machines, dishwashers and humidifiers.  The Three

Compartment model (McKone, 1987) utilizes the measured transfer efficiency data of radon in

the different compartments (shower, bathroom and the main house) of the model.  The Three

Compartment model does not consider each of the water devices, except the shower, separately.
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The EPA model (EPA, 1995) for inhalation exposure analysis of radon and progeny is based on

McKone’s Three Compartment model.  The Model for Analysis of Volatiles and Residential

Indoor-air Quality, MAVRIQ (Wilkes et al., 1992) utilizes the estimates of a dimensionless mass

transfer coefficients for different water devices in its computation of volatilization of the

contaminant during  water use events.  The mass transfer coefficients used in MAVRIQ are based

on estimates of residence time (duration of contact between water and air) for the different

devices and the values reported for radon volatilization (Pritchard and Gessel, 1981).  More

recently, mass transfer coefficients for kitchen faucet (Howard and Corsi, 1996), shower, bath,

washing machine, and dishwasher (Corsi and Howard, 1998) have been experimentally measured

for different operating conditions.

For inhalation exposure computations, the concentration of the contaminant in the

compartment air should be known for any instant throughout the day.  Hence, the air exchange

between the different compartments and/or with the outside air needs to be accounted for.  The

Three Compartment model (McKone, 1987) bases its air exchange rates on the volume and

residence times in each compartments.  The EPA model (EPA, 1985) extends the idea by

incorporating three additional scenarios for the bathroom.  The MAVRIQ model (Wilkes et al.,

1992) uses measured values of the air exchange rate (Air Changes per Hour or ACH) for its

ventilation rates.

An additional component that is important in inhalation exposure analysis is the human

activity pattern, both in terms of occupancy of the different compartments and the usage of

different water devices.  The Three Compartment and the MAVRIQ models use a series of

assumptions and survey data to account for activity patterns.

Another important exposure pathway associated with drinking water is the absorption of

contaminants through the skin during water use activities.  Primary activities resulting in skin

contact with contaminated water are bathing and showering (Olin et al., 1998).  Brown et al.

(1984) conducted a human volunteer study and discussed the applicability of a Fickian diffusion

model to describe dermal absorption of solutes from dilute aqueous solutions.  Jo et al. (1990)

estimated that dermal uptake from showering for 14C labeled chloroform constituted 90% of that

due to inhalation alone.  Percutaneous absorption of dilute aqueous chloroform, TCE and PCE in

hairless guinea pigs was measured by Bogen et al. (1992) and the values of the permeability

constants obtained were recommended to be useful for human skin absorption computations.
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Cleek and Bunge (1993) simplified Crank’s equation (Crank, 1975) for chemical uptake through

a pseudo homogeneous membrane, to compute dermal uptake through the skin.  Bunge and

McDougal (1996) developed correlation equations to compute the permeability coefficient across

the stratum corneum (the outermost layer of the skin) (Psc) and the equilibrium partition

coefficient between the stratum corneum and water (Ksc/w) for a given contaminant on the basis of

the more readily available properties, octanol-water partition coefficient and molecular weight.

Risk is defined as the probability of incurring a particular class of disease(s) caused by

the environmental agent(s) under consideration.  If there is background incidence for this disease

class, then “risk” represents the incremental risk imposed by a given exposure scenario (Bogen

and Spear, 1987).

In environmental exposure and risk assessment, there are generally three broad sources of

uncertainty - scenario uncertainty, model uncertainty and variable uncertainty (EPA, 1995).

Scenario uncertainty involves “the basic appropriateness of the facts, and the inferences used to

select the exposure scenarios of concern.”  Model uncertainty refers to “the uncertainty and

potential for error introduced by a mathematical model's simplified representation of an exposure

scenario or a dose-response relationship.”  Variable uncertainty refers to “the inability to

determine accurate values for the variables in an exposure or risk model, due to factors such as

measurement error, systematic error or random error.”

Variable uncertainty is of two types: The first type of uncertainty (natural variability) is

due to the heterogeneity among different members of a given population.  For example, there are

differences in the amount of water consumed, the body surface area of an individual, the time

spent in a particular compartment and the sizes and volumes of the compartments.  There is hence

no unique answer to a question such as “What is the exposure from a contaminant in water?”  The

answer is presented in the form of a range of values or in terms of statistics such as averages,

medians, and percentiles (EPA, 1995).  The second type of variable uncertainty results from lack

of knowledge about the parameters of the variable in the model.  Gathering more and better data

can reduce this type of uncertainty.  For example, there is uncertainty in the data on the mean and

standard deviation of variables such as volume and water usage in each of the compartment

(EPA, 1995).
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Due to the inherent natural variability, the variables of a model can be defined in terms of

a Probability Density Function (PDF).  A PDF is a mathematical formula that describes how

frequently a variable will have any specific value or range of values.  There are various types of

PDF such as normal, lognormal, uniform, triangular, and beta distributions.  Each PDF is

completely specified by one or more parameters.  For example, normal and lognormal PDFs are

specified by the mean (µ) and standard deviation (σ) of a sample drawn from the population.  For

a uniform distribution, the parameters are the minimum and the maximum values assumed by the

random variate.

The parameters of a PDF are typically estimated from a limited set of observations.  The

data may not be representative of the entire population and sample statistics may not be accurate

estimates of the true values of the population parameters.  This leads to uncertainty and variability

in the estimation procedure.  Hence, two types of PDFs, one that describes variability among

different members of a population (PDFv) and another that describes the uncertainty about a

parameter (PDFu), are used to define the population.

One effective method that incorporates the uncertainty and the variability of a population

in the estimation procedure is the Monte Carlo simulation.  The process involves a computerized

technique of drawing repeated “samples” from a plausible set of values for each variable, and

using these values to calculate risk.  The Monte Carlo method incorporates the ranges or

distributions of data associated with the risk and exposure model.  Because a computer can

evaluate thousands of combinations of exposure variables, the probability of occurrence of any of

these combinations can be easily ranked and the resultant risk can be expressed as a probability

distribution, rather than a single, isolated point estimate.

In the nested Monte Carlo approach (EPA, 1995, Macintosh et al., 1995), the uncertain

parameters (PDFu) for the variables are evaluated in an outer loop and actual value of the

variables (PDFv) are obtained in the inner loop.  Hence, after each outerloop, predicted exposure

will assume a range of values and can typically be described by a new PDF.  Over a number of

outerloops, the two PDF curves representing the lowest and the highest range can be expressed as

the bounds of the exposure.  The lowest and the highest PDF curves are then identified from the

median values of exposure for each outerloop (Macintosh et al., 1995).
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The objective of an integrated exposure model is to simulate all aspects of a subject’s

environment that can affect his/her exposure, and to estimate that exposure.  In addition, a

versatile model must be able to analyze an entire range of chemical contaminant in drinking

water. The characteristics of the physical environment that must be considered are the

contaminant formation and chemistry (i.e. the concentration of the contaminant in the water,

types and characteristics of water sources in the home, volatilization rates, Henry’s Law constant,

etc.) and the transport mechanisms (i.e. infiltration rates, physical boundaries, etc.).  The model

must also include characteristics of the persons being modeled.  These include the water-use

activities that lead to exposure (showering, bathing, drinking water etc.), the location of the

occupants and their exposure characteristics (i.e. breathing rates).  By correlating these physical

and personal aspects, the model can predict pollutant transport via the different pathways and

subsequently estimate the subject’s total exposure to a contaminant.
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2. OBJECTIVES

Water using devices within an indoor environment represent potential sources of human

exposure to chemical contaminants in drinking water.  The primary pathways for exposure to

chemical substances are ingestion, inhalation and dermal sorption.  The presence of a wide range

of contaminants in drinking water makes it essential to limit their concentration levels in order to

safeguard human health.  The relative impact of each of the exposure pathways depends upon the

physical and the chemical nature of the contaminant, the types and usage of the various water

devices, and the human activity pattern.  Typically, previous research has focused on a single

exposure pathway, chemical contaminant, or water-using device.  Development of an integrated

model analyzing exposure due to ingestion, inhalation and dermal sorption for a wide range of

chemical contaminants via different water devices will provide valuable information for risk

assessment and the subsequent establishment of Maximum Contamination Levels (MCLs) in

drinking water.

The present model is an extension of the EPA model (EPA, 1995) that estimates

inhalation and ingestion exposure to radon and its progeny.  The current model performs

uncertainty analysis of integrated exposure, incorporating the pathways of ingestion, inhalation

and dermal sorption, to a wide range of chemical contaminants in drinking water.  The model

considers the use of shower, bath, toilet, faucet, washing machines and dishwashers as potential

sources of chemical contaminants.  The EPA model was based on an estimated transfer efficiency

(essentially the fraction released while the water is being used) and considered radon as the only

volatile compound.  However, when estimating inhalation exposure to a range of volatile

compounds, the transfer efficiency becomes a function of the volatility of the particular

compound (expressed by the Henry’s Law constant (m)), especially for those compounds of low

volatility.  If this is not correctly accounted for, the predicted inhalation exposure will be

substantially over-estimated (Little, 1992).  Hence, the current model utilizes experimentally

determined mass transfer coefficients, for various water devices (Corsi and Howard, 1998), to

replace transfer efficiency factors used in the previous models.

The EPA model considered only one water-using source in each of its three

compartments.  To make the model more realistic, additional water using devices (bathtubs,

faucets, washing machines and dishwashers) will be added to appropriate compartments of the

model.  In addition, each device will be correctly represented using an idealized flow model.
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To be of any practical significance, a model must consider all major exposure pathways.

The focus of the EPA model was the analysis of inhalation and ingestion pathways of exposure to

radon and progeny.  An integrated exposure model will require not only the ability to perform

exposure analysis of other contaminants in drinking water but also the incorporation of the dermal

absorption pathway.

To facilitate easy analysis and further development of the model, a visually based

computer software program is essential.  Such a package will simplify management of the model

including the addition of new components.

Specifically, the objectives of this study are to:

♦ Reformulate the EPA model to use mass transfer coefficient to facilitate exposure analysis of

other chemical contaminants in drinking water.

♦ Incorporate additional water using devices: bathtub, faucet, washing machine and dishwasher,

to the model.

♦ Develop an integrated exposure model, incorporating inhalation, ingestion and dermal uptake,

to different chemical contaminants in drinking water in a residential environment and

♦ Develop a visually based computer software package for the model.

The current model makes possible the estimation of exposure (and hence risks) associated

with chemical contaminants in drinking water.  The model should prove valuable in establishing

MCLs for the entire range of chemicals found in water supplies and generated in water treatment

and distribution systems.  It should also be useful, in conjunction with appropriate economic

models or analyses, for evaluating the costs associated with reducing risk.

In the longer term, the model will be made more flexible and user defined to facilitate

exposure analysis in non-residential environments.  Extensive studies on human activity patterns

and specific water devices in these environments are necessary to extend the model to incorporate

other exposure environments.  This completed multi-compartment model will then be suitably

integrated with a physiologically-based pharmacokinetic (PBPK) model.



9

3. DESCRIPTION OF THE INTEGRATED EXPOSURE MODEL

This section describes the components of the exposure model developed in this study.

The model is an extension of the exposure model developed previously by the EPA (EPA, 1995),

which evaluated exposure to radon gas and its progenies. The EPA model was based upon a

similar model proposed by McKone to predict the transfer and distribution of volatile compounds

inside a house (McKone, 1987).

The model developed in this work performs an uncertainty analysis of integrated

exposure, incorporating ingestion, inhalation and dermal exposure pathways, to the entire range

of chemical contaminants in drinking water.  In the model, a household is assumed to consist of

three compartments: shower, bathroom, and main house.  The locations of the water using

devices in the different compartments are shown in Figure 1.  The shower compartment consists

of the shower and the bathtub.  The devices in the bathroom compartment are lumped together

and represented as a continuous, but low flow, water using device.  The main house compartment

has the kitchen faucet, washing machine and dishwasher.  Air exchange between the different

compartments and/or with the outside air is indicated using arrows in Figure 1.

For inhalation exposure computations, volatilization of the contaminants as they are

released from different water using devices into the air and their redistribution throughout the

house and the outdoors, needs to be predicted.  Volatilization of a contaminant from a device can

be characterized by the overall mass transfer coefficient which is a function of both the nature of

the device and the chemical properties of the contaminant, specifically, the diffusion coefficients

and the Henry’s law constant.  The Henry’s constant is a measure of the volatility of a compound.

The ventilation rates, between the compartments and the outside, can be calculated from the

residence times and the volumes of the different compartments.  From these quantities, a set of

transient mass balance differential equations can be set up and solved to obtain the concentration

in the different compartments of the model as a function of time.  The profile of concentration

versus time in the individual compartments coupled with the specified human activity, is then

used to calculate the individual exposure via inhalation (Little et al., 1998).

Ingestion exposure computation requires the daily volume of water ingested and the

concentration of the contaminant in water. Human activity pattern in terms of movement within

and outside the house has no relevance in the ingestion analysis.  The current model assumes that
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the ingested water is drawn from the kitchen faucet and utilizes its overall mass transfer

coefficient to compute the contaminant concentration remaining in the water.

The activities of showering, bathing and washing hands are considered in the dermal

exposure analysis.  The Permeability Coefficient (Psc) for the outermost layer of the skin, the

stratum corneum (sc), is a measure of a contaminant’s capacity to permeate through it.

Equilibrium partitioning coefficient (Ksc/w) represents the partitioning of the contaminant between

the sc and the film of water on the surface of the skin.  Both Psc and Ksc/w for a contaminant are

required to estimate exposure via the dermal pathway.  Commonly available properties of

molecular weight (MW) and octanol-water partitioning coefficient (Kow) of a contaminant are

utilized to estimate Psc and Ksc/w.

Finally, a nested Monte Carlo approach is employed to perform uncertainty analysis of exposure

to both the individual and the combination of the three exposure pathways considered. Out of a

number of people in the house, the model is designed to track a particular individual, randomly

selected, for exposure analysis.

Figure 1: Modified Three Compartment Model

3.1 Properties of Chemical Contaminants in Water

The physical and chemical properties of the contaminant (in conjunction with their mass

transfer coefficient for different water using devices), constitute major factors that determine the

level of significance of each exposure pathway.  The overall mass transfer coefficient is a

function of the diffusion coefficients in air and water and Henry’s law constant of the

Shower/bath
C s/b, V s/b, R s/b

Q s(t)

Bathroom

C b, V b, R b

Q b(t)

q b s q s b

q ab

q ba

q bo q ob

q oa
q ao

Main House

C a, V a, R a

Washing Machine

Dishwasher

Q faucet(t)
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contaminant.  Contaminants with high values of Henry’s constant and overall mass transfer

coefficient would impact most through the inhalation pathway. Henry’s law constant increases

with temperature and volatilization would be even greater from devices using water at higher

temperatures.  For compounds with low volatility, ingestion is generally the major exposure

pathway.  Dermal exposure would be high for contaminants with low molecular weight and high

permeability coefficient.

Three compounds, namely, chloroform, methyl parathion, and chromium were chosen for

this study specifically because of the substantial variations in the values of their chemical

properties.  Table 1 lists the salient properties of these contaminants.

Table 1: Properties of the Representative Contaminants

Contaminant Molecular Weight Henry’s m Log Kow Psc Rsc/w

(-) (-) (cm/hr) (-)

Chloroform 120 0.12 1.93 0.0084 23.5

Methyl parathion 263 8.0 x 10-6 2.86 0.005 107

Chromium 52.0 0.00 NA 0.0021 0.10

3.2 Mass Transfer Coefficients

This section explains the procedure used to determine the overall mass transfer

coefficient (KOLA) of a contaminant, using a known value for a reference contaminant,

chloroform, for the different water using devices.  The procedure to account for the variations in

the Henry’s law constant with water temperature is also explained.

Chloroform is the reference contaminant for this study.  The values of the overall mass

transfer coefficient for chloroform (KOLAb) for different water devices like shower, bath, washing

machine, dishwasher and kitchen faucet for different sets of experimental conditions were

computed from experimental data available for Toluene (Corsi and Howard, 1998).  The

computed values for chloroform are presented in Table 20 in Appendix C.  These values, in

combination with the diffusion coefficients and Henry’s constant of a contaminant and the water

temperature of the particular device, are employed to determine the overall mass transfer

coefficient of the contaminant of interest (KOLAi) for the given device.  The model uses the

following sequence of equations (Corsi and Howard, 1998):
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bOLmiOL AKAK ⋅ϕ=

where,

mϕ = overall mass transfer relational parameter (-)

lϕ = liquid phase mass transfer relational parameter (-)

gϕ = gas phase mass transfer relational parameter (-)

iOLAK = overall mass transfer coefficient for contaminant i (L/min)

bOLAK = overall mass transfer coefficient for the reference contaminant (L/min)

i,LK = liquid phase mass transfer coefficient for contaminant i (L/min)

b,LK = liquid phase mass transfer coefficient for the reference contaminant (L/min)

i,GK = gas phase mass transfer coefficient for contaminant i (L/min)

b,GK = gas phase mass transfer coefficient for the reference contaminant (L/min)

i,LD = liquid phase diffusion coefficient for contaminant i (cm2/min)

b,LD = liquid phase diffusion coefficient for the reference contaminant (cm2/min)

i,GD = gas phase diffusion coefficient for contaminant i (cm2/min)

b,GD = gas phase diffusion coefficient for the reference contaminant (cm2/min)

im = Henry’s law constant for the contaminant i (-)

bm = Henry’s law constant for the reference contaminant b(-)
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For temperatures other than 20 °C, the Henry’s law constant is adjusted according to (Selleck et

al., 1988)

)T/B(
2

)T/B(
1i,T

i,T 2i

1i

1

2 10T

10Tm
m

⋅
⋅⋅

=

where,

1T = Standard temperature in degree Kelvin (293 °K or 20 °C)

2T = Operating water temperature (°K)

iB = Henry’s constant temperature correction coefficient for contaminant i (-)

i,T1
m = Henry’s law constant for contaminant i at temperature T1 (-)

i,T2
m = Henry’s law constant for contaminant i at temperature T2 (-)

The computation procedure of the mass transfer coefficient for the bathroom follows a

different procedure due to the lack of specific mass transfer data for the toilet.  In the absence of

this data, the transfer efficiency for radon (Little et al., 1998) together with the ratio KG/KL is

used to calculate the KG and KL values for the bathroom as follows:

)TE1ln(QAK LbOL −=
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where,

iOLAK = overall mass transfer coefficient for contaminant i (L/min)

bOLAK = overall mass transfer coefficient for the reference contaminant (radon) (L/min)

AK L = liquid phase mass transfer coefficient (L/min)

AK G = gas phase mass transfer coefficient (L/min)

im = Henry’s law constant for the contaminant i (-)
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bm = Henry’s law constant for the reference contaminant  (-)

TE = Transfer efficiency of the reference contaminant (radon) in the bathroom.

LQ = Liquid flow rate in the bathroom (L/min)

3.3 Exposure Pathways

A person’s exposure to a contaminant present in drinking water in indoor environments

arises primarily from three distinct pathways:

♦ The contaminant may volatilize from water in showers, faucets, dishwashers and washing

machines and be inhaled as the individual breathes,

♦ water ingested directly with some fraction of the contaminant still in water,

♦ the contaminant absorbed through the skin during activities like showering, bathing, and

washing hands.

The relative contribution of each exposure pathway to the total exposure is a combination

of many factors.  The physical and chemical properties of the contaminant, its chemical

concentration in water, the type of water using device and a person’s activity pattern, both in

terms of water use and occupancy, determine the significance of each pathway.  Hence, a

complete integrated exposure analysis for a broad range of chemical contaminants in water must

incorporate contributions from the three major exposure pathways.

The following sections consider the individual exposure pathways and their incorporation

in the model in greater detail.

2.3.1 Inhalation Exposure

There are three important components to the inhalation exposure analysis of

contaminants in drinking water:

♦ Volatilization of the contaminant from different water using devices and its resulting

concentration in the compartment at any given time,

♦ the movement of the contaminated air between compartments,

♦ the presence of a person in the compartment.

Volatilization of a contaminant from water may occur while showering, bathing, or using

faucets, washing machines, and dishwashers.  Major factors that contribute to the volatilization of
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a contaminant are the water flow rate used, the temperature of the water and the contaminant’s

volatility, expressed by its Henry’s constant (Olin et al., 1998).

In general, the mass balance equation for a compartment consists of the summation of the

source and sink terms.

Source terms include:

♦ Release from the water device(s) used in the compartment into air.

♦ Transport into the compartment by ventilation from other compartments.

Sink terms include:

♦ Transport out of the compartment by ventilation.

Room furniture, floorings and carpets are other possible sinks.  The mass of contaminant

retained by the lung while an occupant breathes the compartment air will also have a sink effect.

These additional sinks were not considered for this study.

The rate of change of concentration with time of contaminant i in compartment a, is

expressed by the following transient mass balance equation:

)t(Q)t(y)qq()t(y)qq(
dt

)t(dy
V a/x,ib,ioabaa,iaoab

a,i
a +⋅++⋅+−=

where

)t(y a,i = gas phase concentration of contaminant i in compartment a (mg/L)

aV = the volume of compartment a (L)

)t(Q a/x,i = the source term for contaminant i from device x in compartment a (mg/min)

abq = the air flow rate from compartment a to compartment b (L/min)

aoq = the air flow rate between compartment a and the outside (L/min)

The generalized source term, ),t(Q a/x,i  used to account for the input of a volatile contaminant

from a water device into the compartment air is expressed as:







−⋅⋅ττ=
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a,i
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*
1

o
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)t(y
CK),,t(H)t(Q
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where 

x/i,vK = volatilization fraction of the contaminant i from device x.

),,t(H *
1

o
1 ττ = function equal to 1 when t is between o

iτ  and ∗τi  or zero otherwise,

o
iτ = time at which activity in the compartment i starts,

∗τi = time at which activity in the compartment i ends,

wC = contaminant concentration in the water supply, mg/L.

im = Henry law constant of contaminant i.

The change in the concentration of the contaminant in the compartment air due to

ventilation is accounted for by the appropriate air exchange rates.  The inter-compartmental air

flow rates are derived from data on the compartmental residence times (R, min) and volumes (V,

L) as:

R
Vq =

The following section considers the sources and sinks in the three different

compartments.

3.3.1.1 Shower/Bath

The mass balance in the shower compartment is:

[ ] [ ])t(yq)t(yq)t(Q
dt

)t(dy
V s,isbb,ibss

s,i
s ⋅−⋅+=⋅

where

)t(y s,i = gas phase concentration of contaminant i in the shower/bath (mg/L)

sV = the volume of the shower compartment (L)

)t(Qs = the source term for contaminant i from shower in the compartment (mg/min).

b,sq = the air exchange rates from shower to the bathroom (L/min)

s,bq = the air exchange rates from bathroom to the shower (L/min)

The source term )t(Qs  is
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Calculation of the volatilization fraction ( x/i,vK ) follows a different procedure depending

upon whether a showering or a bathing event is under consideration.  The shower device is

considered to follow a plug flow model (PFM) (Little, 1992).  The volatilization fraction for the

shower device is given by:

( )s,iOLs/i,v AKexp1K −−=

where

s/i,vK = Volatilization fraction of contaminant i from shower (L/min),

s,iOLAK = overall mass transfer coefficient for contaminant i in the shower (L/min)

For the bathing event, the shower compartment is divided into two volumes, the liquid

volume in the bathtub and the air volume in the rest of the compartment.  The liquid volume is

considered to be a batch reactor while the gas volume is a Completely Mixed Flow Model

(CMFM) (Corsi and Howard, 1998).  During bathing, surface volatilization is the most significant

contributor to total exposure via inhalation (Corsi and Howard, 1998).  Hence, only surface

volatilization was considered for this study.  The volatilization fraction for surface volatilization

is the same as the overall mass transfer coefficient KOLA, or

( )
bath/iOLbath/i,v AKK =

The model also accounts for the change in concentration of the contaminant in the pool of

bath water (Cbath) due to surface volatilization during bathing.  The appropriate differential

equation is:





 −⋅−=⋅

m

)t(y
)t(CAK

dt

)t(dC
V s

bathOL
bath

bath

Figure 2 shows the change in concentration of chloroform in the bath water during a bathing

event of 20-minute duration.
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Figure 2: Change in Concentration of Chloroform in Bath Water

3.3.1.2 Bathroom

As explained previously, the mass transfer coefficient for water use in the bathroom is

calculated on the basis of transfer efficiency.  However, the release of contaminant from the

bathroom into the compartment air is calculated in a manner similar to the shower.  The mass

balance equation for the bathroom is:

[ ] [ ])t(y)qqq()t(yq)t(yq)t(Q
dt

)t(dy
V b,ibabobsa,iabs,isbb

b,i
b ⋅++−⋅+⋅+=⋅

In addition to ventilating to the shower and the main house, the bathroom also ventilates

to the outside air which is represented by the air exchange rate, qbo.  To reflect a more realistic

situation for ventilation in the bathroom, three different cases are considered (EPA, 1995).  First it

is assumed that the bathroom is unoccupied with the door open and the bathroom exhaust fan off

(Case 1) during the major part of the day.  Then, when the bathroom or shower is occupied, it is

assumed that the bathroom door is closed resulting in a change in the air residence time in the

bathroom from Rb1 (door open) to Rb2 (door closed).  Further, it is assumed that the occupant may

either leave the bathroom exhaust fan off (Case 2) or may turn the fan on (Case 3).  In Case 3, it
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is assumed that the exhaust fan rate (EXFR) generates a negative pressure in the bathroom

relative to the rest of the house, and that air flow from the bathroom to the house (qba) is zero.  Air

flow rates can then be calculated as shown in Table 2.

Table 2: Cases for Bathroom Ventilation

Air Flux
Rates

Case 1
(Bathroom door open,

fan off)

Case 2
(Bathroom door closed,

fan off)

Case 3
(Bathroom door closed,

fan on)
qsb ss RV ss RV ss RV

qbs ss RV ss RV ss RV
qbo 0 0 EXFR
qab 1bb RV 2bb RV EXFR

qba 1bb RV 2bb RV 0

3.3.1.3 Main House

Unlike the shower and the bathroom where there is one source per compartment, the

main house has three different sources.  The mass balance equation for the main house is:

[ ] [ ])t(y)qq()t(yq)t(E)t(E)t(Q
dt

)t(dy
V a0aabbbadwwmkf

a
a ⋅+−⋅+++=⋅

where Qkf is the source term for the kitchen faucet and Ewm and Edw are the emission terms for the

washing machine and the dishwasher, respectively.  The computational procedure to obtain each

of these terms is explained in the following sections.

Kitchen faucet:

The kitchen faucet is modeled as a PFM similar to the shower (Little, 1992).  The release

of contaminant from the kitchen faucet is immediately distributed uniformly throughout the

volume of the main house.  In essence, the faucet is interacting with the entire air volume of the

compartment.

Washing Machine:

Unlike the kitchen faucet, the washing machine is considered to be an independent source

since the device does not interact with the entire volume of the main house.  The washing

machine contributes to the contaminant concentration in the compartment with a continuous
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emission during its time of operation.  The device volume itself is divided into two sub

compartments: the liquid phase and gas phase.  Both volumes are considered to be CMFMs

(Corsi and Howard, 1998).  The following sequence of cycles is considered for the washing

machine (Corsi and Howard, 1998):

Fill cycle (4 min) – Wash cycle (10 min) – Drain & Spin (4 min) – Fill cycle (4 min) –

Rinse cycle (4 min) -- Drain & Spin (6 min)

The data used to compute the source emission rate for the washing machine are presented

in Table 3.

Table 3: Input Variables for the Washing Machine

Variable Value

Henry’s law constant for the base compound (chloroform), mb (-) 0.126

Water flow rate into the washing machine, Ql (L/min) 13.8

Air flow rate in the washing machine (average for all cycles), Qg (L/min) 54.0

Volume of water in the washing machine, Vl (L) 45.8

Initial concentration of the contaminant in washing machine water, C0(mg/L) 1.00

Initial concentration of the contaminant in washing machine air, yo (mg/L) 0.00

KOLA  for the base compound (chloroform) – Fill cycle, (L/min) 2.14

KOLA  for the base compound (chloroform) – Wash cycle, (L/min) 0.39

KOLA  for the base compound (chloroform) – Rinse cycle, (L/min) 0.71

KG/KL for the base compound (chloroform) - Fill cycle, (L/min) 4.50

KG/KL for the base compound (chloroform) - Wash cycle, (L/min) 1.60

KG/KL for the base compound (chloroform) - Rinse cycle, (L/min) 8.60

Temperature of the water, t ( °C) 21.0

The steps to compute the source emission rate from the washing machine are (Corsi and

Howard, 1998):

1. With chloroform as the base compound (contaminant b), determine the appropriate values

of KOLA and KG/KL for the device under consideration.  For example, for the fill cycle of
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the washing machine, the values for KOLA ands KG/KL are 2.14 L/min and 4.50,

respectively.

2. Estimate values of ϕl and ϕg for the base compound and the contaminant of interest

(contaminant i) using the following equations:
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4. Calculate KOLA for the contaminant of interest.

bOLmiOL AKAK ⋅ϕ=

5. The mass balance equations for the liquid and gas phases in the washing machine are

solved simultaneously, using a second order Runge-Kutta solution technique (Corsi and

Howard, 1998).  The process of computing the liquid and gas phase concentration of the

contaminant is repeated for all the cycles of the washing machine in proper sequence.

6. The ventilation decay rate between cycles and during the drain period is:
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7. Finally, the source emission rate at any time t :

)t(yQE gwm ⋅=
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Dishwasher:

Similar to the washing machine, the dishwasher is considered to be an independent

source with its liquid and gas phase volumes represented as CMFMs (Corsi and Howard, 1998).

The following sequence of cycles is employed for the dishwasher:

Pre-rinse cycle (4 min) – Drain cycle (2 min) – Wash cycle (10 min) – Drain cycle (2

min) – Rinse cycle (6 min) – Drain cycle (2 min) – Rinse cycle (14 min) – Drain cycle (2

min)

The data used to compute the source emission rate for the dishwasher is presented in Table 4.

Table 4: Input Variables for the Dishwasher

Variable Value

Henry’s law constant for the base compound (chloroform), mb (-) 0.541

Water flow rate into the dishwasher, Ql (L/min) 13.8

Air flow rate in the dishwasher (average for all cycles), Qg (L/min) 5.70

Volume of water in the dishwasher, Vl (L) 45.8

Volume of the dishwasher headspace, Vg (L) 181

Initial concentration of the contaminant in water, C0(mg/L) 1.00

Initial concentration of the contaminant in the dishwasher air, y0 (mg/L) 0.00

KOLA  for the base compound (chloroform) – average for all cycles, (L/min) 38.0

KG/KL for the base compound (chloroform) – average for all cycles, (L/min) 160

Temperature of the water, t (0C) 55.0

The steps followed to compute the source emission rate for the dishwasher are:

1. Obtain the KOLA for the contaminant of interest (explained in the first four steps for

washing machine).

2. The liquid phase concentration in the dishwasher, after each cycle, is predicted by:
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where,

D = Z + Y

Z = KOLA / Vl

Y = Qg / Vg + KOLA / (Vg.m)

E = ZY – BX

B = KOLA / (Vl.m)

X = KOLA / Vg

F = Z.y0 + X.C0

3. Similarly, the gas phase concentration for each cycle is predicted by the following

equation:
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4. The ventilation decay rate between cycles is computed in a manner similar to that of the

washing machine.

5. Mass emission rate as a function of time, is given by:

)t(yQE gdw ⋅=



24

3.3.2 Ingestion

Ingestion exposure to a contaminant occurs when a person consumes water containing the

contaminant.  The parameters for ingestion exposure computation (EPA, 1995) are the volume of

water ingested and the concentration of the contaminant in water at the time of ingestion, or

Iiwing VFCDose ⋅⋅=

where,

ingDose = Amount of contaminant i ingested (in mg/day)

wC = Initial concentration of contaminant i in water (mg/L)

iF = Fraction of contaminant i remaining in water at the time of ingestion (-)

IV = Volume of water ingested per day (L).

Water used in the preparation of hot drinks like coffee and tea may have a lower

concentration of the contaminant due to higher volatilization rates at elevated temperatures.  The

possible additional contamination loss has to be accounted for if VI includes hot beverages and

other fluids.  Also, volume ingested may vary considerably for different age groups, climate, and

activity patterns (Olin et al., 1998).  Specific exposure analysis must take all these factors into

account while establishing the value for VI.

Assuming that the water is collected from the kitchen faucet (represented by a Plug Flow

Model, PFM) and ingested immediately, the overall mass transfer coefficient of a contaminant for

the kitchen faucet (KOLA) can be used to compute the Volatilization Fraction, Kv, i and then F for

the contaminant as follows (Little, 1992):

KF/i,vi K1F −=

)AK(exp1K KF,iOLKF/i,v −−=

where,

KF/i,vK = Volatilization fraction of the contaminant i from the kitchen faucet (-)

KF,iOLAK = Overall mass tranfer coefficient of contaminant i for kitchen faucet (L/min)

iF = Fraction of contaminant i in water at the time of ingestion (-)
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3.3.3 Dermal Absorption

The primary function of the human skin is to protect the body from excessive loss of

water (Olin et al., 1998).  The skin’s outermost layer, called the stratum corneum, consists of a

tightly packed lipid protein matrix, which limits the movement of water (Olin et al., 1998).

However, the stratum corneum is not a complete barrier and penetration of water and contaminant

has been shown to occur (Jo et al, 1990 and Sheperd et al, 1994).  Activities like showering,

bathing and washing hands contribute significantly to the dermal absorption of the contaminant

from water.  Figure 3 illustrates the dermal sorption process.  The different terminology in the

figure is explained later in the section.

Figure 3: Schematic of Dermal Sorption Process

As described by Bunge (Olin et al., 1998), dermal absorption has been studied primarily

in a pharmaceutical connection.  Through many in vitro studies on both human and animal skin, it

has been established that skin functions as a membrane and that the penetration rate becomes

x = 0 x = Lsc

Stratum
Corneum

L sc

mass into sc mass out of scDsc
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steady after an initial lag time (tlag).  Consistent with descriptions of membrane behavior in other

processes, the steady-state penetration rate of the chemical is defined as the product of the

exposed area A and the mass-transfer flux J, where J is expressed in terms of a permeability

coefficient for chemical transport across the stratum corneum (sc) and the concentration driving

force ∆C.  That is:

AJ
dt

dM = and J = Psc∆C

Typically, the chemical concentration in the receptor fluid is very low, and wCC =∆ ,

where wC  is the applied aqueous-phase concentration.

If the penetration rate is constant at the steady-state value from the beginning of the

exposure, then the cumulative mass that will penetrate during an exposure of t = texp is determined

by integrating the above equation with respect to time to obtain:

expscw tPACM =

Note that equation ignores the existence of a lag time (tlag), even though tlag is rarely less

than 15 minutes and often is much longer, sometimes several hours for chemicals of larger size

(e.g., molecular weights larger than about 150-200).  In reality, the cumulative mass which has

penetrated across the skin is almost zero until t ≅ tlag.  After that, the rate of penetration is

described by the above equation

The amount of chemical which has penetrated across the skin during a chemical exposure

lasting texp will be less than the total amount which has entered the body during that time.  This is

because the skin behaves as a chemical reservoir.  After the chemical has been removed from the

skin surface, the body will continue to absorb the chemical which is present in the skin when the

exposure ended.  Considering negligible desorption from outer skin layers, estimates of risk based

on body burden should be calculated from the total amount which has entered into the skin during

the exposure (and not the amount which has penetrated across the skin during the exposure).  For

a pseudo-homogeneous membrane, the total amount of chemical uptake into the skin can be

calculated (Olin et al., 1998) as:
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π
= expscw/scsc

win

tLKP
ACM when sc,lagexp t 4.2t ≤

and

( )




 +=

3

LK
tPACM scw/sc

expscwin when sc,lagexp t 4.2t >

where the definitions of lagt  and the permeability coefficient scP  are:

sc

2
sc

lag D6

L
t =

sc

scw/sc
sc L

DK
P =

The time to reach steady state is approximated at 2.4 times the lag time (Bunge and

Cleek, 1995).  Ksc/w is the equilibrium partition coefficient between the stratum corneum and

water, Dsc is the effective diffusion coefficient for a chemical penetrating across the stratum

corneum, and Lsc is the apparent thickness of the stratum corneum.  It is typically assumed that

L msc ≈ 16µ .

To actually estimate dermal uptake, we must know the steady-state permeability

coefficient for chemical transfer across the stratum corneum (Psc) and either (Ksc/w Lsc) or

(Dsc/Lsc
2).  For most chemicals of environmental concern, experimental measurements of these

properties are not available (Bunge and McDougal, 1996).  However, measurements for many

other chemicals are reported in the literature (see for example, McKone and Howd, 1992).

Consequently, several researchers have developed equations to estimate dermal uptake properties

(Psc, Ksc/w, and Dsc) using the available data.  Generally, the input parameters utilized to establish

the correlation of skin uptake properties are the octanol-water partition coefficient (Ko/w) and the

molecular weight (Bunge and McDougal, 1996):

MW0061.0Klog0.71+-2.74= Plog w/osc ⋅−⋅

w/ow/sc Klog74.0Klog =  
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The activities of showering, bathing and washing hands are considered for dermal

sorption analysis.  An individual being analyzed for dermal exposure, showers everyday, washes

hands four times a day and bathes once a week.

3.3.4 Activity Pattern

To compute total exposure to an individual in a household, especially for inhalation and

dermal exposure pathways, it is necessary to determine the occupancy pattern of the individual

within the different compartments of the house, and the duration, frequency of usage and, in most

cases, the flow rates of the different water devices.  The human activity pattern and the water

usage pattern considered by the model are outlined in the following sections.

3.3.4.1 Human Activity Pattern

Some of the important terms in tracking human activity through the house are (EPA,

1995):

SS: Time start shower,

ES: Time end shower (ES = SS + Ts),

LB: Time leave bathroom after shower (LB = ES + TB),

LH: Time leave house after leaving bathroom,

RH: Time return home,

OF: Occupancy Factor (time away from home),

BR: Breathing Rate.

According to the assumptions made about human activity patterns in the household:

♦ There are N numbers of occupants in the house.

♦ All occupants of the house shower each morning.

♦ First shower starts at 7.00 a.m., i.e., SS1 is 7.00 a.m. or 420 minutes.

ES1 = 420 + Ts1

♦ The second shower starts after the first person finishes his shower and leaves the bathroom.

♦ The time spent in the bathroom (Tb) is assumed to be the same for all occupants of the house.

SS2 = ES1 + Tb

The times of start and end of other showers are calculated similarly.
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♦ Bathing event occurs every evening between 5.00 p.m. and 7.00 p.m. for the duration of 20

minutes.

♦ Each person takes a bath once every week.

An Occupancy Factor (OF) is utilized to characterize the time a person spends in the home

(EPA, 1995).  Based on the presence or absence of a person in a room (compartment), a value of

one or zero is assigned to the occupancy factor.

3.3.4.2 Water Usage Pattern

The assumptions made on water usage are:

Shower (EPA, 1995):

♦ There are as many showers taken as the number of occupants of the house (N).

♦ Water flow rate in the shower is assumed to occur for Ts minutes for each of the N showers.

♦ The showers are separated by Tb minutes, which is the time spent in the bathroom following

each shower.

Bathroom (EPA, 1995):

♦ Water flow in the bathroom is assumed to be continuous, 24 hours a day.

Main House:

♦ The kitchen faucet is used four times per person per day (Olin et al., 1998).  Duration of each

use is assumed to be one minute.  The kitchen faucet can be operated anytime between 6.00

a.m. and 12.00 p.m.

♦ The washing machine is operated once a week.  The duration of the operation of the washing

machine is 32 minutes (Corsi and Howard, 1998) and it can be operated anytime between

10.00 a.m. and 10.00 p.m.

♦ The dishwasher is operated every evening between 7.00 p.m. and 9.00 p.m.  The duration of

its operation is of 42 minutes (Corsi and Howard, 1998).

In order to account for episodic water usage, a function ( )∗ττ i
0
i ,,tH  is utilized to essentially

switch the water flow / emission rate on or off depending upon whether the device is in use or

not.
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It is assumed that the water is used in the bathroom throughout the day.  Hence the value of H

for the bathroom is 1 for the entire day.  Similarly, the dishwasher is operated every evening for

42 minutes. The value of H for the dishwasher is 1 for the duration of its operation and 0 for the

rest of the time.

In addition, to account for once weekly use of the washing machine, a check function, which

works with the probability of 1/7 for the washing machine event to occur for each day of the

model run, is utilized.  A similar check function is also used to check whether the person taking a

bath in any given day is the individual being tracked for exposure analysis.

3.3.5 Exposure Computations

For inhalation analysis, the basic outputs from the model are the concentrations of a

given contaminant in each compartment as a function of time.  In order to calculate exposure to

the contaminant, it is necessary to specify the location of an individual as a function of time

during the day.  OF is utilized to track the occupancy of the individual in the different

compartments.

The incremental dose (ID) over the time interval from time t to t+1 is calculated from the

concentration of the contaminant in the three compartments as:

[ ] tOFCOFCOFCID t,at,at,bt,bt,st,scon,t ∆++=

where

C = Average concentration between time t and t+1,

= 0.5(Ct + Ct+1)

The total dose over the entire day is then the sum of the incremental doses over each of

the 1440 minutes of the day.  The units for total dose are (mg/L)(min/day).

∫=
1440

0

tinh IDDose

Then, the total inhalation exposure to the contaminant (Einh) is expressed in mg per year.

This is calculated from the average daily dose (Dose/1440) as follows:
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The total exposure via ingestion to a contaminant (Eing) can be obtained by:

year

days365

day

mg
Dose

year

mg
E inging ⋅





=






Similarly, total dermal exposure to a contaminant (Eder) is calculated from:

year

days365

day

mg
M

year

mg
E inder ⋅





=






The total exposure to a contaminant (Etot) is the sum of the three exposures:

deringinhtot EEEE ++=

3.3 Uncertainty Analysis

Exposure to contaminants, through different pathways, is calculated by multiplying

together a series of relevant terms.  Most of these terms have an associated uncertainty.  The

uncertainty is of two basic types: natural variability due to heterogeneity among different

members of a given population and uncertainty resulting from lack of knowledge about the value

of the variables of a model.  Both types of uncertainty for a given variable can be described by

probability density functions (PDFs).  A PDF is a mathematical expression, denoted by f(x),

which gives the probability that a variable will have a specific value or range of values (EPA,

1995).  There are many different types of PDFs, for example normal, lognormal, uniform,

triangular, and beta.  Each PDF is specified by one or more parameters.  For example, a mean and

a standard deviation specify a normal PDF. The different PDFs used in this analysis are explained

in Appendix B.

The parameters of a PDF are typically estimated from a limited set of observations.  The

data may not be representative of the entire population and the sample statistics may not be

accurate estimates of the true values of the population parameters.  This leads to uncertainty and

variability in the estimation.  Hence, two types of PDFs, one that describes variability among

different members of the population (PDFv) and another that describes the uncertainty about a

parameter (PDFu) are used to define a population.
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An effective exposure analysis must account for correlation among different input

variables.  Some correlation (like the total volume of the house depending on the number of

occupants) considered by the EPA model (1995) is incorporated in this study.

The uncertainty analysis used by the model is based upon a two-dimensional or nested

Monte-Carlo method.  In the nested approach, the model run consists of two sets of loops, the

inner and the outerloops.  A set of predetermined number innerloops is completed before the

outerloop is incremented by a step.  This explicitly accounts for the natural variability among

different members of a population (variability) as well as the lack of knowledge about the value

of a specific variable (uncertainty) (EPA, 1995).  Hence, two types of PDFs are used to evaluate

the model variables.  A PDFv describes the natural variability among different members of a

population while a PDFu describes the uncertainty about the parameters used to define the

specific distributions.  This is best explained using an example.

The exposure model requires a value for the volume of the bathroom (Vb).  The natural

variation in bathroom size has been found to follow a lognormal distribution. This distribution is

therefore referred to as a variability distribution (PDFv).  The lognormal distribution is defined by

two parameters, the mean (µ) and the standard deviation (σ).  The Student's-t and the Chi-square

distributions are used to describe the uncertainty associated with each of these parameters.  Each

of these distributions is therefore referred to as an uncertainty distribution (PDFu).

In the outer loop, the Student's-t and the Inverse chi-square PDFus are used to evaluate µ

and σ, respectively.  In each of the inner loops a value of Vb is obtained from the lognormal

distribution PDFv using the values of µ and σ found in the outer loop.  Over several inner loops,

the value of the parameters µ and σ are maintained constant, but a different value of Vb is

obtained each time the inner loop is executed.  The process is repeated for the rest of the outer

loops.  Figure 4 presents a flowchart explaining the use of the two-dimensional Monte-Carlo

approach in the extended model.

The model variables and the PDFs associated with them are explained and summarized in

Appendix C.  However, the PDFs for the additional parameters incorporated in the extended

model are not available.  An effort has been made to quantify the uncertainty of the parameters

using the available data.  For example, determining the mass transfer coefficient for the kitchen

faucet, ten sets of data from Corsi’s (1998) experiments are available.  A function randomly
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selects a single set of data to be used in the analysis for each model run.  Hence, every run of the

model maybe using a different data set for its computations.  Table 20 in Appendix C gives the

list of the experimental values used for the different water using devices.

The total model run consists of 2000 inner x 250 outerloops.  After each outerloop (i.e.

after the first 2000 inner loops) a range of percentiles (from 5th to the 95th) of exposure to each of

the exposure pathway is computed.  This set of data characterizes the uncertainty in the output.

In order determine the bounds of percentiles (the variability in the output) for each exposure

pathway, the median value of exposure, across all the outerloops, is tracked.  The outerloops with

the lowest and the highest median values (for each exposure pathway) is identified and the data

set associated with the particular outerloop (i.e. the summary statistics of the 2000 innerloops

associated with the outerloop) is reported as either the lower or the upper bounds of exposure as

the case maybe.  This lower and upper bounds of exposure, represented graphically, can help us

determine both the ranges of uncertainty about exposure for a given percentile as well as the

uncertainty about a percentile for a given exposure value (Macintosh et al, 1995).
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Figure 4: Flow Chart for the Computer Program
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3.3 Default Computation

In addition to performing uncertainty analysis, the model estimates point value of

inhalation, ingestion, dermal and total exposure to an entire range of chemical contaminants

found in water.  The default values of the model variables used and the method by which they

were obtained is explained in detail in the section on sensitivity analysis

3.4 Visually Based Computer Package

A windows based visual front end to the model has been developed.  Microsoft Visual

C++ (Version 5.0) Builder was employed to create a dialog box based interactive window to ease

the execution and comprehension of the model.  The output data of a model run can be imported

to a spreadsheet program like Excel with ease for further data analysis.  Effort has been made to

structure the computer program in an object-oriented format.  This structured format should prove

useful while considering addition of new components to the model during the process of its

development.
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4. VERIFICATION OF THE MODEL

4.1 Extended Three Compartment Model

4.1.1 Numerical Solution

The differential equations representing the mass balances for the chemical contaminant

were solved simultaneously using the fourth order Runge-Kutta Method.  There are four

simultaneous differential equations in the model, one for each of the compartments and the fourth

to account for the change in contaminant concentration during surface volatilization from bath

water.

4.1.2 Analytical Solution

The model utilizes the Runge Kutta numerical method to develop the concentration profiles of the

contaminant in the three compartments.  The first version of the model (Little et al., 1998) was

verified with the help of analytical solution using Mathematica.  For inhalation exposure analysis,

the current model employs similar numerical solution technique to generate the concentration

profiles of contaminants.  Dermal and ingestion exposure calculations are based on algebraic

equations and their computational verification is presented later in the section.

4.2 Exposure Model

The exposure model was verified through calculations in an Excel spreadsheet identical

to the ones used in the program.  Three representative contaminants: chloroform, chromium and

methyl parathion, were evaluated.  A comparison of the exposure results for two cases: with and

without the operation of the washing machine, given by the program and by the Excel spreadsheet

is shown in Table 5.
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Table 5: Comparison of Exposure Results from Program and Excel

Description Chloroform

(mg/yr per mg/l)

Chromium

(mg/yr per mg/l)

Methyl parathion

(mg/yr per mg/l)

Case I: Washing machine off Program Excel Program Excel Program Excel

Inhalation exposure
Shower/Bath
Bathroom
Main House
Inhalation total

250
 69.2
81.8
401

250
69.2
81.8
401

0.00
0.00
0.00
0.00

0.00
0.00
0.00
0.00

0.16
0.06
0.08
0.30

0.16
0.06
0.08
0.30

Ingestion exposure 132 132 365 365 365 365
Dermal exposure 125 125 7.10 7.11 208 209

Total exposure 658 658 372 372 574 574

Case II: Washing machine on

Inhalation exposure
Shower/Bath
Bathroom
Main House
Inhalation total

251
69.2
89.2
409

251
69.2
89.2
409

0.00
0.00
0.00
0.00

0.00
0.00
0.00
0.00

0.16
0.06
0.08
0.30

0.16
0.06
0.08
0.30

Ingestion exposure 132 132 365 365 365 365
Dermal exposure 125 125 7.10 7.11 208 209

Total exposure 666 666 372 372 574 574

4.3 Comparison of PDFs with Excel Functions

In the following sections, the values of variables with normal (truncated), lognormal

(truncated), beta, student's t and chi-square distribution obtained from the program are compared

with the values obtained from the corresponding statistical functions in Excel.  The program

employs the IMSL C Numerical Libraries version 2 to evaluate these functions.  Samples from

this comparison are shown in the tables.
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4.3.1 Truncated Normal Distribution

In Excel the variable with normal distribution is calculated as follows:

Var = NORMSINV(p, m, sd)

where

p = Probability

m = Mean

sd = Standard deviation

Table 6: Comparison of Truncated Normal Variable Values

p m sd Variable from

Program

Variable from

Excel

% Difference in

Variable values

0.147 10.0 2.39 7.52 7.52 0.00

0.278 8.55 2.55 7.05 7.05 0.00

0.950 10.7 2.15 14.3 14.3 0.00

0.237 9.32 2.60 7.45 7.45 0.00

0.229 8.14 2.43 6.33 6.33 0.00

0.454 8.12 3.25 7.75 7.75 0.00

0.225 9.13 2.24 7.44 7.44 0.00

0.184 8.52 1.63 7.05 7.05 0.001

0.382 9.58 3.39 8.56 8.56 0.001

0.030 9.52 1.95 5.84 5.84 0.001

Figure 5 shows a plot of the comparison between Normal variable values from the program and
those from Excel.
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Figure 5: Comparison of Normal Variable Values from the Program and Excel

4.3.2 Truncated Lognormal Distribution

In Excel the variable with lognormal distribution is calculated as follows:

Var = LOGINV(p, gm, gsd)
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gsd = Geometric standard deviation
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Table 7: Comparison of Truncated Lognormal Variable Values

p gm gsd Variable from

Program

Variable from

Excel

% Difference in

Variable values

0.891 9.51 0.469 24000 24000 0.00

0.704 9.57 0.586 19500 19500 0.001

0.540 9.45 0.420 13300 13300 0.001

0.871 9.73 0.455 28100 28100 0.001

0.594 9.46 0.680 15100 15100 0.001

0.383 9.71 0.467 14400 14400 0.001

0.784 9.52 0.457 19600 19600 0.001

0.704 9.65 0.422 19500 19500 0.001

0.131 9.36 0.441 7090 7090 0.001

0.807 9.63 0.603 25600 25600 0.001

Figure 6 shows a plot of the comparison between Lognormal variable values from the program

and those from Excel.
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Figure 6: Comparison of Lognormal Variable Values from the Program and Excel
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Table 8: Comparison of Beta Variable Values

p a b Variable from

Program

Variable from

Excel

% Difference in

Variable values

0.571 1.18 1.08 0.729 0.729 0.00

0.453 1.28 1.03 0.685 0.685 0.00

0.857 1.34 1.08 0.915 0.915 0.00

0.611 2.02 1.10 0.838 0.838 0.0001

0.415 2.81 1.40 0.761 0.761 0.0001

0.419 2.62 1.68 0.716 0.716 0.0001

0.298 1.43 1.07 0.605 0.605 0.0009

0.314 1.26 1.07 0.585 0.585 0.0009

0.211 1.19 1.04 0.51 0.506 0.001

0.182 1.68 1.48 0.516 0.516 0.001

Figure 7 shows a plot of the comparison between Beta variable values from the program and

those from Excel.
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Figure 7: Comparison of Beta Variable Values from the Program and Excel

4.3.4 Student's-t Distribution

In Excel the variable with Student's t distribution is calculated as follows:

Var = TINV(p, df)

where

p = Probability

df = Degrees of freedom
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Table 9: Comparison of Student's t Variable Values

p qf Variable from

Program

Variable from

Excel

% Difference in

Variable values

0.30 24.0 -0.533 -0.533 0.0023

0.314 24.0 -0.491 -0.491 0.0013

0.316 24.0 -0.486 -0.486 0.0010

0.333 24.0 -0.436 -0.436 0.0030

0.494 24.0 -0.017 -0.0166 0.0691

0.498 24.0 -0.005 -0.0051 0.0812

0.512 24.0 0.03 0.0297 0.0333

0.957 24.0 1.79 1.79 0.0003

0.973 24.0 2.03 2.03 0.0036

Figure 8 shows a plot of the comparison between Student’s t variable values from the program

and those from Excel.

Figure 8: Comparison of Student’s-t Variable Values from the Program and Excel

E xcel - V ar iab le  va lue

-3 -2 -1 0 1 2 3

P
ro

g
ra

m
 -

 V
a

ri
a

b
le

 v
a

lu
e

-3

-2

-1

0

1

2

3



45

4.3.5 Chi-squared Distribution

In Excel the variable with chi-squared distribution is calculated as follows:

Var = CHIINV(1 - p, df)

where

p = Probability

df = Degrees of freedom

Table 10: Comparison of Chi-squared Variable Values

p qf Variable from

Program

Variable from

Excel

% Difference in

Variable values

0.169 24.0 17.4 17.4 0.0004

0.193 24.0 17.9 17.9 0.0001

0.201 24.0 18.1 18.1 0.0005

0.203 24.0 18.1 18.1 0.0003

0.398 24.0 21.6 21.6 0.0001

0.412 24.0 21.9 21.9 0.0002

0.419 24.0 22.0 22.0 0.0002

0.694 24.0 27.0 27.0 0.0003

0.704 24.0 27.1 27.2 0.0001

0.709 24.0 27.3 27.3 0.0003

Figure 9 shows a plot of the comparison between chi-squared variable values from the program

and those from Excel.
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Figure 9: Comparison of Chi-Squared Variable Values from the Program and Excel
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5. RESULTS AND DISCUSSION

5.1 The Model Output

The output variables from the extended model are exposures from the three major

pathways of ingestion, inhalation and dermal sorption.  Ingestion exposure is primarily the

function of the volume of water ingested.  For inhalation pathway, exposure is evaluated from the

concentrations of chemical contaminants in the air of the different compartments and the human

activity pattern.  The magnitude of dermal exposure depends upon the duration of exposure to the

contaminated water and the surface area of the exposed skin.  Multiple estimates of the output

variable are made through the Monte Carlo Simulation.  The distribution of these results is used

to calculate statistics of interest (mean, median, percentiles).  For most of the model variables, the

uncertain parameters are selected in the outer Monte Carlo loop, and with these values held

constant, a number of iterations are performed within the inner Monte Carlo loop to characterize

the variability of the exposure predictions.  As explained in the previous section, the variability of

the output is expressed by two PDFs, which represent the lower and upper bounds of exposure.

This study considered three representative compounds: chloroform, methyl parathion,

and chromium for detailed analysis.  The contaminants were selected for their significant

variations in chemical properties.

A contaminant’s concentration in the different compartments of a house, as a function of

time, is a primary requirement for inhalation exposure computations.  The concentration profile

of the contaminants in the compartment air for chloroform and methyl parathion is presented in

Figures 10 and 11. As the volatility of chromium is negligible, its concentration profile in the

compartment air is zero.  Default set of values of the model variables was used to develop the

profile in the three compartments for a typical day.  Development of the default variables for the

model is explained in greater detail in the section on sensitivity analysis.  Two cases, one in

which the washing machine is operated on the day under consideration and the other when it is

not in operation, are presented.
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Figure 10 a: Concentration Profile of Chloroform – Washing Machine Off

Figure 10 b: Concentration Profile of Chloroform – Washing Machine On

Time, minutes

0 200 400 600 800 1000 1200 1400

C
o

n
ce

n
tr

a
ti

o
n

, 
  

 
µg

/m
3

10

100

1000

10000

Shower
Bathroom
Main House

Time, minutes

0 200 400 600 800 1000 1200 1400

C
o

n
ce

n
tr

a
ti

o
n

, 
  

 
µg

/m
3

10

100

1000

10000

Shower
Bathroom
Main House



49

Figure 11 a: Concentration Profile of Methyl Parathion – Washing Machine Off

Figure 11 b: Concentration Profile of Methyl Parathion – Washing Machine On
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The relative contribution of each exposure pathway to total exposure for the three

contaminants is presented in Figures 12, 13 and 14.  The average of the lowest and the highest

median values of exposure for each of the pathways were taken for the purpose.  Figure 15

compares the absolute magnitude of the exposure pathways for the three contaminants.

Figure 12: Impact of Each Exposure Pathway for Chloroform

Figure 13: Impact of Each Exposure Pathways for Methyl Parathion

Inhalation: 68%
Ingestion: 14%
Dermal: 18%

Inhalation: 0%
Ingestion: 60%
Dermal: 40%
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Figure 14: Impact of Each Exposure Pathway for Chromium

Figure 15: Median Values of Exposures to the Three Contaminants
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A total model run of 2000 inner x 250 outer loops was employed to perform uncertainty

analysis of exposure for each contaminant.  The median values of exposure, for each pathway and

total exposure, are tracked for all the outer loops of the model run.  The set of data associated

with the lowest and the highest median values represent the lower and the upper bounds of

exposure.

Figures 16, 17 and 18 present the bounds of total exposure to the three contaminants.

Statistical analysis using SAS software shows that the exposure distributions are well represented

by the lognormal distribution.  P value for the hypothesis assuming lognormal distribution and its

parameters for the three contaminants are presented in Table 11.

Figure 16: Bounds of Total Exposure for Chloroform
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Figure 17: Bounds of Total Exposure for Methyl Parathion

Figure 18: Bounds of Total Exposure for Chromium
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Table 11: Parameters of the PDFs for Total Exposure

Statistical Properties

Contaminant Bounds Geometric mean, gm Geometric standard deviation, gsd P value

Lower 2.65 0.163 0.997Chloroform

Upper 2.77 0.197 0.999

Lower 2.48 0.164 0.999Methyl

parathion Upper 2.55 0.163 1.00

Lower 2.23 0.235 0.831Chromium

Upper 2.32 0.252 0.994

As expected, the inhalation pathway is a major contributor to total exposure for

chloroform due to the high Henry’s law constant (m) associated with it.  Conversely, because of

its high volatility, chloroform’s impact on ingestion exposure is relatively low.  Although the

KOW value for chloroform is fairly high, the relative contribution of dermal exposure to total

exposure is small (18%) due to the greater impact of inhalation exposure.  The total exposure to

chloroform is the highest among the three contaminants studied.

For methyl parathion, the low value of Henry’s constant (8.0x10-6) makes its

contribution to inhalation exposure negligibly small.  The major exposure pathway for methyl

parathion is ingestion due to the low volatility of the contaminant. The high Kow for methyl

parathion makes the contribution of dermal exposure very significant (40%).

Impact via inhalation of gas phase chromium is negligible.  Exposure via dermal sorption

is also very small (2%) due to the contaminant’s low Psc and Ksc/w values.  The major exposure

pathway for chromium is ingestion (98%).  The total exposure to chromium is the least among the

three compounds studied.

5.2 Comparison with the Previous Model

The previous version of the model, based on the EPA model (Little et al., 1998),

evaluated inhalation exposure to radon and its progeny.  The model utilizes the concept of

transfer efficiency of radon.  The model does not consider individual water devices in the main
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house and utilizes a generalized water flow rate model for main house.  Further, the model does

not account for the bathing event.

Figure 19 compares the bounds of inhalation exposure for radon for the EPA model and

the current model.

Figure 19: Bounds of Inhalation Exposure to Radon
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5.3 Sensitivity Analysis

The two-dimensional Monte Carlo analysis provides a range of exposure values for the

chemical contaminants.  This does not provide any information on the relative importance of each

variable in the calculations, nor does it indicate which variables contribute primarily to the

variability and uncertainty in the output parameters.  In order to explore these issues, a local rate

of change analysis was performed.

The sensitivity of the mathematical model is assessed by calculating the percent change

in the output variable per unit increase (1%) in an input variable.  The rate of change of the output

variable depends on the values selected for each of the model inputs.  The inputs to the model are

varied.  Usually output changes on the scale of +1% or -1% are observed for variables that are

important in determining exposure.  Variables that have little impact on the output have a rate of

change close to zero.

To obtain default values of the variables with a known Probability Density Function

(PDF) (EPA, 1995), the program was modified to give as an output, each value of the variable for

each of the innerloop for the program’s total run of 2000 inner times 250 outer loops.  From each

outer loop (i.e. 2000 innerloops and hence, 2000 values for each variable) a mean value of the

variable is calculated.  Finally, the median of the 250 mean values was established as the default

value of the variable.  These default values and those of other input variables, which were

acquired either from literature or calculated based on established formula, are presented in Table

12.
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Table 12: Default Values of the Input Variables in the Model

Variable Units Values

Occupancy factor (OF)+ - 0.726

Volume of main house (Va) + L 219000

Volume of bathroom (Vb) + L 15700

Volume of shower (Vs) + L 2000

Total water use in bathroom (Ib) + L/day 47.3

Time in shower (ts) + min 7.45

Transfer efficiency in bathroom (Pb) + - 0.301

Shower flow rate (SFR) + L/min 6.10

Time in bathroom (tb) + min 15.1

Time leave home (LH) + minutes 453

Time return home (RH) + Minutes 847

Breathing rate (BR) + L/min 9.24

Volume of water ingested (VI) + L/day 0.79

Time in bath (tbath) min 20.0

KG/KL for shower (KGKL,sh) - 200

Temperature in the shower (Ts) C 21.0

Volume of the bath water (Vbath) L 73.0

KG/KL for bath (KGKL,bath) - 54.0

Temperature of the bath water (Tbath) C 24.0

Kitchen Faucet flow rate (KFFR) L/min 4.80

KG/KL for Kitchen Faucet  (KGKL,KF) - 104

Temperature of the Kitchen Faucet water (TKF) C 24.0

Exposed surface area of the body (Abody) cm2 18000

Exposed surface area of the skin (Ahands) cm2 720
+ Values determined from PDF curves

The effect on exposure for each model variable depends primarily upon the nature of the

contaminant.  For a volatile compound, for example, breathing rate (BR) would have significant

impact on inhalation exposure.  The Henry’s constant and the mass transfer coefficients for a

contaminant would have notable effects on inhalation and ingestion exposures.  The volume of
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water ingested (VI) would affect ingestion exposure the most if the contaminant has a low

Henry’s law constant.  The skin surface area of the exposed body (Abody), especially for

compounds with low molecular weight and high permeability coefficient, would significantly

affect dermal sorption.

A sensitivity analysis of each model variable for the three exposure pathways was

performed for the three representative contaminants.  Table 13 lists the most influential variables

for each contaminant and exposure pathway.
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Table 13: Rate of Change of Exposure

% Change in Exposure per % increase in Variable Value

Exposure Pathway / Variable Chloroform Methyl Parathion Chromium

Inhalation

Breathing rate (BR) 1.00 1.00 -

Time in shower (ts) 0.60 0.55 -

Volume of the shower (Vs) - 0.53 - 0.34 -

KOLA for bath 0.28 0.17 -

KOLA for shower 0.20 0.15 -

Residence time in Main house (Ra) 0.24 0.00 -

Time in bath (tbath) 0.47 0.39 -

Total water use in bathroom (Ib) 0.24 0.00 -

Volume of the main house (Va) -0.23 -0.34 -

Volume of the bathroom (Vb) -0.21 -0.34 -

Shower flow rate (SFR) 0.17 0.00 -

Time in bathroom (tb) 0.13 0.15 -

Henry’s constant (m) 0.09 1.02 -

Occupancy factor (OF) 0.06 0.00 -

Volume of the bath water (Vbath) 0.06 0.00 -

Temperature of bath water (tbath) 0.05 0.00 -

KOLA for washing machine 0.02 - -

Ingestion
Volume of water ingested  (VI) 1.26 1.26 1.27

KOLA for kitchen faucet -0.64 -0.0007 -

KG/KL for kitchen faucet -0.05 -0.0007 0.00

Dermal sorption
Octanol-water partition coefficient (Kow) 2.86 4.48 0.96

Skin surface area - body (Abody) 0.98 0.98 0.99

Time in bath (tbath) 0.25 0.25 0.65

Time in shower(ts) 0.15 0.15 0.24

Skin surface area – hands (Ahands) 0.02 0.02 0.01
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Summary

The current exposure model is based upon a previously developed EPA model which

evaluated inhalation and ingestion exposure to radon and daughter products originating in

drinking water.  The extended model performs an integrated exposure analysis, incorporating

inhalation, ingestion and dermal sorption exposure pathways, for the entire range of chemical

contaminants found in drinking water.  Water using devices like shower, bath, bathroom, kitchen

faucet, washing machine and dishwasher are included as sources in the model.  The calculations

were performed using a computer program developed in the C programming language.  The

program comprised three main features: a three compartment model that estimated the gas-phase

concentrations in each of three different zones within a house, an exposure model that predicted

exposure based on the concentration profiles in each of the three compartments, usage pattern of

the water devices and human activity pattern, and an uncertainty analysis carried out using a two-

dimensional Monte-Carlo approach.  Each of these three features of the program was

independently verified and found to be reliable.  A sensitivity analysis was conducted to identify

the most important variables that affect the individual exposure pathways.  Finally, the model

considered three representative contaminants: chloroform, methyl parathion and chromium, in a

detailed analysis.  As expected, the overall mass transfer coefficient, especially for showers and

baths, is the major determinant of the magnitude of inhalation exposure.  The overall mass

transfer coefficient for the kitchen faucet, for volatile compounds, substantially affects ingestion

exposure.  The role of Henry’s constant is significant for inhalation exposure.  The octanol-water

partition of the compound has a considerable effect on the extent of dermal sorption.  In addition,

human activity pattern, in terms of usage of the water devices and the occupancy of different

compartments, and a person’s individual characteristics (breathing rate, amount of water

consumed, body surface area), have a significant impact on the magnitude of total exposure to a

given chemical contaminant.
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6. FUTURE WORK

6.1 Recommendations on Additional Data and Uncertainty Analysis

The input variables of the EPA model (EPA, 1995) are described with probability density

functions (PDFs).  In addition, to account for knowledge uncertainty (EPA, 1995), the parameters

of the PDFs for the input variables are described by unique PDFs of their own.  The statistical fit

of the variables in the EPA model was based on extensive survey of residential households across

the United States.  Let us take an example of volume of the bathroom, Vb.

EPA utilized the survey data collected by National Kitchen and Bath Association on the

size of bathrooms in households.  The data was well fit by the truncated log normal distribution.

To account for knowledge uncertainty, the parameters of the lognormal distribution for the

bathroom, the geometric mean (gm) and the geometric standard deviation (gsd) were described

with the student’s t and chi-squared distributions, respectively.

The extension of the EPA model required additional input variables to calculate exposure

values from additional exposure pathways and water devices.  Most of the values of the new

variables used by the model are based on experimental results (Corsi and Howard, 1998) and

some on survey data (Olin et al., 1998).  None of the new input variables, however, are described

in terms of PDFs.

Wherever possible, the model utilizes a random function to select a different set of

experimental data for each loop of the model run.  Some element of variability, therefore, exists

between different loops of the model run.  However, to make the uncertainty analysis of the

model complete and more relevant, each input variable should be described statistically with the

help of a PDF.

The values of the new input variables are based on a very limited set of data.  Sensitivity

analysis of these preliminary values would identify more critical model variables.  An extensive

process of data collection and statistical fitting of these variables and their incorporation in the

model would contribute significantly to the refinement of the model, specifically in its ability to

perform uncertainty analysis of exposure.
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Table 14 lists important variables that require further analysis and data collection.

Table 14: Variables Requiring Additional Data

Volume of the bath water (or different types of bathtubs)
Duration and frequency of use of the bathtub

Patterns of usage and types of:
Toilets
Wash basins
Kitchen faucets
Washing machines
Dishwashers

Mass transfer coefficients for water devices for a range of:

Temperatures
Flow conditions
Sequence and duration of cycles (wash, rinse) for washing
machine and dishwasher (or by model type)

Skin surface areas of:
Body
Hands

Occupancy patterns of the different compartments

The lower and upper bounds of exposure in this study is determined by CDF curves

representing the lowest and the highest median values in the outerloops.  In future, additional

statistical analysis of the median values followed by expressing the exposure bounds by, say, the

5th and the 95th percentile of the median, instead of the two extreme medians, can make the results

more representative.

6.2 Additional Sources

One component the present model does not consider is the impact of aerosols.  ILSI

report (Olin et al., 1998) defines aerosol as airborne particles sufficiently small (diameter Dp ≤

10µm) that it does not rapidly settle out of air.  Aerosols are directly formed from activities like

showering and using humidifiers.  Aerosols are also formed when the water droplets evaporate.

Hence, water droplets from activities like showering, bathing, washing (hands, face, clothes, and

dishes), toilet use, humidifier use, cleaning, cooking and outdoor water use are also potential

sources of aerosols (Olin et al., 1998).  Exposure to aerosol occurs primarily from inhalation and

their subsequent absorption in the human respiratory system including the surface of the lung.

The primary factor that determines the relative magnitude of deposition in different regions of the
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respiratory tract (nose, airways and alveolar) is the particle size distribution of the aerosol (Olin et

al., 1998).  Hence, the nature of the source is very significant in aerosol exposure analysis.

Another potential source of exposure from aerosols is via dermal sorption when the aerosols are

deposited on the exposed skin surface during different water use activities.

In order to incorporate exposure via aerosols into the model, major sources of aerosols,

particularly showering and humidifier use (Olin et al., 1998), should be considered.  Data on the

magnitude of aerosol formation, droplet size distribution and deposition rates and the usage

pattern of showers and humidifiers will be required.

For volatile contaminants in water, humidifiers can also be a significant source for

inhalation exposure via the vapor phase.

6.3 Lung-Deposition Model

Inhalation is an important route of uptake for gaseous and volatile chemicals as well as

for aerosols.  In order to evaluate contaminant exposure via inhalation of aerosols and their

subsequent deposition in the respiratory system (primarily the surface of the lung), a simplified

lung deposition model (Miller et al., 1985) can be utilized.  The model considers the lower

respiratory tract to be sequential sets of parallel cylinders, the interior of which represent the

lumen as shown in Figure 20.  The airways of the lung are represented by these concentric

cylinders, such that the dimensions of the rigid inner cylinder correspond to the airway itself, and

the dimensions of the outer cylinder correspond to the alveoli around the airway (Georgopoulos et

al., 1997).  Axial transport occurs only through the inner cylinder via advection and dispersion,

both of which are computed as functions of the average air flow velocity, which is calculated

assuming a sinusoidally varying alveolar volume.  Radial flux is evaluated by assuming local

equilibrium between the concentration in the airway and the airway walls (Georgopoulos et al.,

1997).
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Figure 20: Schematic Representation of Lung Model

6.4 Non Residential Environments

The present model considers a household with three compartments with water devices

and human activity pattern specific to a residential environment.  However, a person spends a

significant amount of his time away from home.  Time spent in offices, schools and hospitals

involve use of water devices specific to these environments which may result in significant

exposures.  Hence, a complete exposure analysis from indoor water sources must consider the

non residential environments as well.

The present model can be modified to represent non-residential environments.  The

exposure analysis for the non-residential model would follow a computational procedure very

similar to the current model but would require an entirely new set of data for the model

parameters.  The reformulation of the model would essentially require an extensive study and

data collection on:

♦ The type, orientation, interaction (for ventilation between compartments) and sizes of the

compartments,

♦ Water using devices specific to the environment (water fountain, shower stall, bathroom

facility)

Tracheobronchial Region Pulmonary Region
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♦ Water utilization rates, and

♦ Activity pattern and personal characteristics of different categories of people (staff/teachers,

patient/students).

6.5 Multi-Compartment Model

The extensive collection of information, as recommended in the previous sections, on

different water using devices, ventilation, sizes and interaction of compartments and human

activity patterns in both residential and non-residential environments would make it possible for

the development of a generalized, user-defined multi-compartment model as shown in Figure 21.

Figure 21: User defined Multi-Compartment Model

Each compartment in the model can have can have more than one water using device.

Si,k refers to source number i in compartment k.  Similarly, qkl refers to air exchange rate from

compartment k to compartment l and qk0 refers to ventilation from compartment K to the outside

air.

Compartment i
Ci, Vi

S1,i(t)

qio

qij

qji

qik

qki

S1,j(t)

Compartment j
Cj, Vj

qjo
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Compartment k
Ck, Vk

S1,k(t)

qko

S2,k(t)
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When analyzing inhalation exposure, the water flow regime for each device (Source) can

be characterized into either a plug flow model (PFM) or completely mixed flow model (CMFM).

Note that CMFM with no flow is usually referred to as a batch reactor.  The source term for

devices that approximate PFMs can typically be incorporated using a pseudo steady-state

assumption as has been done for shower (Little, 1992).  When the water within a device

approximates a CMFM (for example, dishwasher, bath), an additional compartment that holds

water, as opposed to air, but that is nevertheless well mixed, can be specified.  These water

compartments exchange volatile contaminants with the gas phase in the compartment where they

are located.

Dermal exposure computation requires information on the duration of the use of the

device, concentration profile of the contaminant in the water pool and the skin surface area

exposed to water during the operation of the device.

6.6 Coupling with PBPK Model

After an individual’s exposure to a contaminant is estimated, the next step involves

understanding the contaminant transport within a human body.  Pharmacokinetic techniques,

which refer to the prediction of time dependent concentration of a substance in a living system,

are employed to describe this uptake (Gerlowski and Jain, 1983).  The physiologically based

pharmacokinetic approach separates the body into a series of anatomical compartment

interconnected by the body’s fluid system.  A contaminant may, for example, show high affinity

for certain organs or maybe toxic to some tissue.  The multi compartment approach enables the

estimation of contaminant concentration in different organs of the human body.  Hence, the

biologically effective dose estimated by the physiologically-based pharmacokinetic (PBPK)

model provides a link between exposure assessment and risk assessment (Georgopoulos et al.,

1997).

The generalized integrated exposure model envisaged by this study can be re-structured

so that it can be easily coupled to a PBPK model such as that described by Georgopoulos et al.

(1997).
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Appendix A
Influx and Efflux Terms in the Model



72

Table 15: Source/Sink Terms in the Mathematical Model

Source Terms Sink Term

Compartment Water Devices Q Air inflow Air outflow
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+KOLA for the bathroom is computed on the basis of transfer efficiency of radon.
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The mass balance for the gas phase concentration of a contaminant in the three compartments of the model is expressed as:
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Appendix B
Probability Distribution
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In a graphical representation of a PDF (Figure 22), the y-axis indicates the probability density or

relative frequency and the x-axis indicates a continuous scale for a measured variable.  The total

area under the PDF curve represents all the items in the original data (Leabo,  1972).  Hence, if an

arbitrary vertical strip under the PDF curve is selected, the probability that the variable will have

a value which lies between the lower and upper bounds of the given strip is equal to the ratio of

the area of the vertical strip to the total area under the curve.

Figure 22: PDF Curve

A probability distribution can also be represented by a Cumulative Distribution Function

(CDF), F(x) (McBean et al., 1998).  The CDF (Figure 23) is obtained by adding the individual

increments of the PDF, i.e., integrating the PDF.  The CDF is defined as the probability that any

outcome in X is less than or equal to a stated limiting value x.  Mathematically,

∫
∞−

=≤=
x

dx)x(f]xX[obPr)x(F

Variable Value

f(
x)
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Figure 23: CDF Curve

To assign a value to a given variable described by a particular distribution and its

parameter(s), a random number from that distribution and bounded by those parameters, has to be

generated.  The normal procedure followed to accomplish this is to utilize the inverse of the

Cumulative Distribution Functions.

The program employs library functions IMSL C Numerical Libraries version 2.0 to

compute the inverse CDF of distributions.  A probability number is generated with the help of a

random number generator and the values of the variables associated with that number are

obtained from the inverse CDFs.

1. Uniform Distribution

There are two parameters to the uniform distribution (U): minimum (min) and maximum

(max).  They indicate the range of values for the random variate X.  If the random variate X

assumes a value (x) in this range, x can be calculated knowing the PDF or the CDF. For the

uniform distribution:
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CDF: ( )
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The uncertainty in the parameters is again distributed uniformly.  The parameter min

assumes values between a and b.  The parameter max assumes values between c and d.

2. Triangular Distribution

The PDF for the triangular distribution (TRI) is:
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There are three parameters of importance in the triangular distribution:

the minimum: a,

the maximum: b,

the shape parameter or mode: c

Uncertainty about the mode (c) was usually modeled as uniform (U).

The CDF for the triangular distribution is given by:
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Solving the above equations, the following exact solutions were obtained for the value of the

variables:
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3. Normal Distribution

For variables such as Breathing Rate the most appropriate distribution was found (EPA,

1995) to be a normal distribution (denoted by N).  In some cases, however, the values were found

to lie within an interval.  For these cases, truncated normal distribution was used.  The parameters

for the normal distribution are the mean µ and the standard deviation σ.  They determine the

location of the random variate and the shape of the distribution curve respectively.  The PDF of

the normal distribution is:

PDF: ( )
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1
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The range of the variable having a normal distribution is -∞ < x < ∞. In order to exclude

selection of random variates that are outside the range of possible values for the variable, the

distribution is truncated by replacing any values selected during the simulation that are below a

specified minimum or above a specified maximum with a new selection.  The truncated normal

distribution is referred to as TN.

The mean µ and the standard deviation σ also have uncertainty associated with them.

The uncertainty about µ and σ were modeled using student’s-t (TS) and chi-squared (CH)

distributions respectively.  The PDFs for student’s-t and chi-squared distributions will be

discussed in later sections.

The CDF for the normal distribution can be estimated as follows:
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x
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The truncated normal function is integrated between limits min and x.

4. Lognormal Distribution

Some of the variables were observed to have a distribution that is skewed to the right, and

have values that span several order of magnitudes (EPA, 1995).  Data of this type was found to be

represented well by a lognormal distribution (LN).  In some cases, however, the values were

found to lie within an interval.  For these cases, a truncated lognormal distribution was used.
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Similar to the normal distribution, the parameters for the lognormal distribution are the mean µ

and the standard deviation σ.  The PDF of the lognormal distribution is:

PDF: ( )
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An important characteristic of the lognormal distribution is that the range of the variable

is 0 < x < ∞.  In order to exclude selection of random variables that are outside the range of

possible values for the variable, the distribution is truncated by replacing any values selected

during the simulation that are below a specified minimum or above a specified maximum with a

new selection.  This truncated lognormal distribution is referred to as TLN.  The limits for the

lognormal distribution in this case are the minimum and the maximum.

The mean µ and the standard deviation σ are estimated from the geometric mean (gm)

and the geometric standard deviation (gsd) of a sample drawn at random from the distribution.

σ

µ

=
=

egsd

egm

Since there is uncertainty associated with this approximation, the uncertainty about µ and

σ were modeled using student’s t and chi-squared distributions respectively.

The CDF for the lognormal distribution can be estimated as follows:
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As for truncated normal, the truncated lognormal function is integrated between limits min and x.

5. Beta Distribution

Many variables in the EPA model are evaluated as fractions and assume values over a

narrow range (for example, between zero and one).  The occupancy factor and the fraction

ingested are included in this category.  The shape of the distributions of these variables is thought

to be unimodal, with a mode between the minimum and maximum values.  Limited information
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was available on the mode, and hence the beta distribution was found to be suitable for

incorporating data on these variables (EPA, 1995).

The beta distribution is specified by four parameters as B (a, b, min, max). The variables

with beta distributions were modeled as:

CDF: ( ) ( ) ( ) ( )∫ −− −==
x

0

1b1a
x dtt1t

b,aB

1
b,aIxF (a, b > 0)

The parameters a, and b are evaluated from the mean and the mode.  a and b are related to

the mean, mode, minimum and maximum by the following equations:
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( )minmean

meanmaxa
b

−
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Uncertainty about the mean was usually modeled as uniform and uncertainty about the

mode was usually modeled as uniform or triangular.

6. Student’s-t Distribution

The student’s t distribution and the chi-squared distribution that follow were used as

uncertainty PDFs only.  The student’s-t distribution has three parameters m, s and qf. The process

of choosing a random variable from the student’s-t distribution and calculating the corresponding

value of µ is designated by the function TS (m,s,qf).

The quality factor denoted by ‘qf’ is used to replace ‘n’, the number of samples

considered in the study, and reflects on how well the sample is judged to represent the population

of interest.  Based on the number of observations drawn from a population a quality factor of 10,

25 or 100 was chosen (EPA, 1995).

1nTS
ns

m
−=µ−
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The t-variate having (qf-1) degrees of freedom is expressed as,

qf/s

m
TS 1qf

µ−=−

where

m = ln(gm) of a sample drawn from the normal population N(µ,σ2),

s = ln(gsd) of a sample drawn from the normal population N(µ,σ2).

Hence, corresponding to a probability (generated randomly) and the number of degrees of

freedom (qf-1) the value of TS is calculated.  Since m, s, qf are known, µ can be calculated.

7. Chi-squared Distribution

The important parameters of a chi-squared distribution are m and qf.  The χ2 variate with

qf-1 degrees of freedom is expressed as,

2

2
2

1qf

s)1qf(

σ
−=χ −

where

m = ln(gm) of a sample drawn from the normal population N(µ,σ2),

s = ln(gsd) of a sample drawn from the normal population N(µ,σ2).

Again, corresponding to a probability and the number of degrees of freedom (qf-1) the

value of χ2 is calculated.  Since m, s, and qf are known, σ can be calculated directly.
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Appendix C
The Model Variables
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This section presents the description of the variables used by the model.  The variables

with known PDFs are described in terms of both their variability (PDFv) and uncertainty (PDFu).

Wherever applicable, the procedure for computing a value of a variable for a given contaminant

on the basis of the known value of the variable for the base contaminant, is also explained.

1. Number of People per House (PNUM)

The information collected by U.S. DOE (1982) in a survey of 6051 randomly selected

U.S. residences was used by the EPA (EPA, 1995) to determine the relative frequency of homes

as a function of number of residents (PNUM).

Table 16: Parameters of Empirical Distribution for PNUM

Number of People in House

(PNUM)

Relative Frequency

1 0.192

2 0.328

3 0.183

4 0.164

5 0.083

6 0.049

Since PNUM can assume only integral values, the variable is expressed in terms of an

empirical PDFv, assuming values from 1 to 6 in proportion to the frequency given in Table 16.

Since this distribution is based on over 6000 observations, PNUM was not treated as an uncertain

variable (EPA, 1995).

2. Compartment Volumes

2.1 Volume of Shower (Vs)

Since limited information was available on shower volume,Vs, it was modeled as a

uniform distribution with uncertain minimum and maximum values (EPA, 1995).

PDFv (Vs) ~ U(min, max)
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PDFu (min) ~ U(1000, 1500)

PDFu (max) ~ U(2500, 3000)

The same value of volume is considered for bathing as the event occurs in the same compartment.

2.2 Volume of Bathroom (Vb)

The EPA found that the data collected by the NKBA (National Kitchen and Bath

Association) on the size of the bathrooms in households are well fit by a lognormal distribution

with uncertain gm and gsd and fixed lower and upper bounds.  The data set used to derive this

PDFv was assumed to be large and reasonably representative, but since no details were provided

on the sample set, an intermediate qf of 25 was assigned.

PDFv (Vb) ~ TLN(gm, gsd, min, max)

PDFu (ln(gm)) ~ TS(m, s, qf)

PDFv (ln
2(gsd)) ~ INVCH(s, qf)

m = ln(14000)

s = ln(1.66)

qf = 25

min = 4000

max = 60000

2.3 Volume of the Main House (Va)

The EPA report used house volume data based on a U.S. DOE survey (1982) of 6051

randomly selected homes in the U.S.  Each house was assigned to one of seven different size

categories, based on the total heated floor space.

The report follows the procedure developed by Nazaroff et al. (1987) to estimate house

volume from the floor area by assuming a wall height of 2.4 m (8 ft).  Per capita volume (Vt) is

obtained by dividing the house volume by the number of people in the house (PNUM).  The

resulting distributions were found to be well fit by lognormal PDFs and hence, the value of Vt

was modeled as  a set of truncated lognormal distributions, based on the number of people in the

house.
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Table 17: Parameters of Lognormal Distribution for Vt

PNUM gm (L/person) Gsd min max

1 205000 1.78 35000 1100000

2 144000 1.74 30000 700000

3 99000 1.68 25000 450000

4 89000 1.67 20000 400000

5 75000 1.70 15000 350000

6 54000 1.78 10000 300000

The maximum and minimum values shown in Table 17 are approximately equal to the

99th and the 1st percentile values, estimated from graphs of data presented by the original authors

(Nazaroff et al. 1987).  Since the study involved a large number of homes from different cities

across the U.S. a qf of 100 was assigned (EPA, 1995).

Using the distributions formulated by Nazaroff et al. (1987), EPA estimated the value of

the main house volume as follows: A value is selected for the number of the people in the house

(PNUM).  The value of Va (volume of the main house) is then calculated by choosing a value

from the corresponding PDF for total volume per capita (Vt).  Then:

sbta VVVPNUMV −−= •

This method for calculating Va allows for choosing large values for the volume of the

shower and/or the bathroom while choosing a small value for total house volume, and

occasionally this approach leads to unrealistic values for Va. This problem could be solved by

specifying a correlation coefficient that describes the degree of correlation between the size of

each of the three house compartments (EPA, 1995).

Since no information is available on the nature or magnitude of this correlation, the

problem of unrealistic combinations of selected compartment volumes was addressed by
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imposing a “reality check” on the calculated value of Va.  If the value of Va was smaller than 50%

of the value of total house volume (PNUM · Vt), then new values were selected for each of the

variables Vs, Vb, and Vt, and the reality check was performed again.

3. Water Usage

3.1 Shower/Bath Flow Rate

The value of the shower flow rate is based on the experimental data from Corsi’s

experiments (1998).  The flow rate considered by the model depends upon the experimental data

set selected for a given model run.  The values of the variables for ten different sets of

experiments are presented in Table 19.

The volume of the water used for bathing event is 76.0 L/event (Corsi and Howard,

1998).  As the model considers only the surface volatilization portion of the event, the bath flow

rate is not relevant to the present model.

3.2 Water Use in Bathroom (Ib)

Although there are a number of studies on this variable, no information was available on

the shape and range of the distribution for Ib.  Therefore, the EPA modeled the value of Ib as a

function of the total per capita water use in the bathroom (WUb) with WUb evaluated by an

uncertain uniform distribution.

Ib = PNUM · WUb

PDFv (WUb) ~ U(min, max)

PDFu (min) ~ U(15, 20)

PDFu (max) ~ U(75, 85)

3.3 Water Use in Main House

The main house water use is the sum total of the water used in the kitchen faucet, the

washing machine and the dishwasher.  The data used by the model for all of these devices is

based on the data used by Corsi (1998) in his experiments.  The numerical values of the data used

by the model are presented in Table 19.
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3.4 Volume of Water Ingested (VI)

The amount of water ingested by a person per day was modeled as a beta distribution

(EPA, 1995) as follows:

PDFv (VI) ~ BETA(mean, mode, min, max)

PDFu (mean) ~ U(0.70, 0.90)

PDFu (mode) ~ U(min, mean) if (mean < 0.5 · (min + max))

~ U(mean, max) if (mean > 0.5 · (min + max))

min = 0.50

max = 1.00

3.5 Main House Residence Time (Ra)

Taking into consideration various values for ventilation rates and residence times in the

main house that were reported from studies VRa was modeled by the EPA as:

PDFv (VRa)   ~ TLN(gm, gsd, min, max)

PDFu (ln(gm))   ~ TS(m, s, qf)

PDFu (ln
2(gsd))  ~ INVCH(s, qf)

m = ln(0.68)

s = ln(2.01)

qf = 25

min = 0.1/hr

max = 3.5/hr

The residence time in the main house is then calculated from the ventilation rate as:

a
a VR

60R =

As the analysis of house size and ventilation rate did not reveal any significant correlation

between these variables, the EPA modeled the ventilation rate as independent of house size.
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3.6 Bathroom Residence Time (Rb)

Ventilation of bathroom is found to occur by two main pathways:

♦ Simple exchange with air from the main house, driven by forced air movement from furnaces

or air conditioners, and

♦ Forced air exhaust via a bathroom fan vented to outdoors.

Normal exhaust rates for fans supplied by different manufacturers range from about 40 to

160 ft3/min with most mid-range fans discharging about 70 to 90 ft3/min.  Based on these data,

the EPA modeled the air flow rates into and out of the bathroom separately for three different

conditions.

Table 18: PDFs for Rb Based on Cases of Bathroom Ventilation

Case Description PDFs Values

1 Door open, fan off Rb1 ~ U(min, max) min ~ U(20, 30)

max ~ U(40, 50)

2 Door closed, fan off Rb2 ~ U(min, max) min ~ U(20, 30)

max ~ U(150, 250)

3 Door closed, fan on Rb3 = Vb/EXFR

EXFR ~ TRI(min, max, mode)

mode ~ U(2000, 2500)

min = 1000

max = 5000

In case 3 it is assumed that the exhaust rate (EXFR) is the only source of ventilation in

the bathroom.  No information was available on the fraction of people who turn the bathroom fan

on when in the shower or bathroom.  In the absence of data, the probability of having the fan on

was assumed to be 0.5.  Therefore, each individual in the house was assigned at random to either

case 2 (fan off) or to case 3 (fan on), with a 50% likelihood of being assigned to either case (EPA,

1995).

3.7 Shower Residence Time (Rs)

The only pathway for ventilation of the shower is air exchange into the bathroom.  The

rate of air mixing depends on the physical structure of the shower (closed stall, tub with curtain,

etc.) and is driven mainly by thermal gradients generated during showering.  Based on this and

the study by Wilkes et al. (1992) which suggested that the residence time in the shower is

relatively brief, the EPA modeled the value of Rs as:
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PDFv (Rs) ~ U(min, max)

PDFu (min) ~ U(2, 3)

PDFu (max) ~ U(4, 6)

4. Human Activity Patterns

4.1 Time in Shower (ts)

In 1984, data was collected on the showering habits of 345 people and it was reported

that these people took an average of 5.2 showers/week, with average shower duration of 10.4

minutes.  A survey conducted in 1987 gathered information on the showering habits of people in

2500 households.  The EPA used a lognormal distribution, with a geometric mean 6.8 minutes

and geometric standard deviation of 1.60, to fit the data on shower duration.  A qf of 100 was

assigned for this study, because a large number of people were involved.  Hence, Ts was modeled

as:

PDFv (Ts) ~ TLN(gm, gsd, min, max)

PDFu (ln(gm)) ~ TS(m, s, qf)

PDFu (ln
2(gsd)) ~ INVCH(s, qf)

m = ln(6.8)

s = ln(1.6)

qf = 100

min = 1

max = 30

4.2 Time in Bathroom After Shower (tb)

EPA’s exposure assessment predicts the time a person spends in the bathroom to be about

4 to 5 hours/week.  This includes the time spent bathing (average = 7 - 8 min/day), as well as

periodic uses of the bathroom throughout the day.  The average time spent in the bathroom after

bathing is found to be 10 to 20 minutes, with a range of 1 to 30 minutes.  Hence, Tb was modeled

as:

PDFv (Tb) ~ U(min, max)
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PDFu (min) ~ U(1, 10)

PDFu (max) ~ U(20, 30)

4.3 Time Leave Home (LH)

LH denotes the time a person leaves home.  LHmin and LHmax respectively, are the earliest

and latest time when a person can leave home.  LH is chosen at random, subject to the constraints

that the selected time must be no earlier than LHmin and no later than LHmax.  LHmax is calculated

as the difference between 12.00 midnight and the time away from home.  That is:

LHmax = OF · 1440

Then LH is modeled as: LH ~ U(LHmin, LHmax)

4.4 Time Return Home (RH)

The time a person returns home is calculated from the value of LH and OF as:

RH = LH + 1440 · (1.0 - OF)

4.5. Occupancy Factor (OF)

EPA (1995) defined an Occupancy Factor to characterize the time a person spends away

from home.  The occupancy factor varies with age and occupational status.  Based on the

presence or absence of a person in a room, a value of one or zero is assigned to the occupancy

factor.  Studies reviewed by ORIA found a value of 0.75 as the most appropriate point estimate of

the mean, with a credibility interval around the mean of 0.65 - 0.80.  The minimum plausible

value is estimated to be 0.33, based on the expectation that nearly all people will spend an

average of about 8 hours/day at home.  The maximum plausible value was set at 1.0 (24

hours/day).  Based on these values, the occupancy factor was modeled as:

PDFv (OF) ~ BETA(mean, mode, min, max)

PDFu (mean) ~ U(0.65, 0.80)

PDFu (mode) ~ U(min, mean) if (mean < 0.5 · (min + max))

~ U(mean, max) if (mean > 0.5 · (min + max))

min = 0.33

max = 1.0
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Sometimes during the Monte Carlo simulation, an occupancy factor is selected that calls

for the person to be away from the house longer than the time interval between the earliest

possible time to leave the house (LHmin) and 12.00 midnight.  To avoid this error, the smallest

possible value of occupancy factor (OFmin) is calculated and if the value of OF selected is smaller

than OFmin, then the value of OFmin is substituted for OF.

Leave Bathroom (LB) = End of Shower (ES) + Time in Bathroom (tb)

Earliest time to leave house (LHmin) = LB + 10

(LHmin is assumed to be 10 minutes after leaving the bathroom after shower)

OFmin = LHmin/1440

4.6 Breathing Rate (BR)

EPA (1989) collected and tabulated data on breathing rate of humans as a function of age

and activity level.  Based on available data, the breathing rate was modeled as a Truncated

Normal distribution.  Because of uncertainty in the accuracy of the factors selected for

determining the distributions, a low value of qf (10) was selected.

PDFv (BR) ~ TN(mean, std, min, max)

PDFu (mean) ~ TS(m, s, qf)

PDFu (std2) ~ INVCH(s, qf)

m = 9.1

s = 2.0

qf = 10

min = 2.6

max = 46.6

The model variables with known PDFs are summarized in Table 19 and the experimental data

used by the model is presented in Table 20.
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Table 19: Summary of Model Variables with Known PDFs

Variable PDFv PDFu Values

Number of people PNUM ~ empirical NA 1 = 0.192

2 = 0.328

3 = 0.183

4 = 0.164

5 = 0.083

6 = 0.049

Volume of shower Vs ~ U(min, max) min ~ U(a, b)

max ~ U(c, d)

a = 1000

c = 2500

b = 1500

d = 3000

Volume of

bathroom

Vb ~ TLN(gm, gsd, min, max) ln2(gm) ~ TS(m, s, qf)

ln(gsd) ~ INVCH(m, qf)

m = ln (14)

s = ln (1.66)

qf = 25

min = 4

max = 60

Total per capita

volume of house

Vt1 ~ TLN(gm, gsd, min, max) ln2(gm) ~ TS(m, s, qf)

ln(gsd) ~ INVCH(m, qf)

m = ln(205,000)

s = ln(1.78)

qf = 100

min = 35,000

max = 1,100,000

Vt2 ~ TLN(gm, gsd, min, max) ln2(gm) ~ TS(m, s, qf)

ln(gsd) ~ INVCH(m, qf)

m = ln(144,000)

s = ln(1.74)

qf = 100

min = 30,000

max = 700,000

Vt3 ~ TLN(gm, gsd, min, max) ln2(gm) ~ TS(m, s, qf)

ln(gsd) ~ INVCH(m, qf)

m = ln(99,000)

s = ln(1.68)

qf = 100

min = 25,000

max = 450,000
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Vt4 ~ TLN(gm, gsd, min, max) ln2(gm) ~ TS(m, s, qf)

ln(gsd) ~ INVCH(m, qf)

m = ln(89,000)

s = ln(1.67)

qf = 100

min = 20,000

max = 400,000

Vt5 ~ TLN(gm, gsd, min, max) ln2(gm) ~ TS(m, s, qf)

ln(gsd) ~ INVCH(m, qf)

m = ln(75,000)

s = ln(1.70)

qf = 100

min = 15,000

max = 350,000

Vt6 ~ TLN(gm, gsd, min, max) ln2(gm) ~ TS(m, s, qf)

ln(gsd) ~ INVCH(m, qf)

m = ln(54,000)

s = ln(1.78)

qf = 100

min = 10,000

max = 300,000

Per capita water

use in bathroom

WUb ~ U(min, max) min ~ U (a, b)

max ~ U (c, d)

a =15

c = 75

b = 20

d = 80

Shower air

residence time

Ra ~ U(min, max) min ~ U(a, b)

max ~ U(c, d)

a = 2

c = 4

b = 3

d = 6

Bathroom air

residence time

(door open)

Rb1 ~ U(min, max) min ~ U(a, b)

max ~ U(c, d)

a = 20

c = 40

b = 30

d = 50

Bathroom air

residence time

(door closed)

Rb2 ~ U(min, max) min ~ U(a, b)

max ~ U(c, d)

a = 20

c = 150

b = 30

d = 250

Bathroom fan

exhaust rate

EXFR ~ TRI(min, max, mode) mode ~ U(a, b) min = 1000

max = 5000

a = 2000

b = 2500
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Main house

ventilation rate

VRa ~ TLN(gm, gsd, min, max) ln2(gm) ~ TS(m, s, qf)

ln(gsd) ~ INVCH(m, qf)

m = ln(0.68)

s = ln(2.01)

qf = 25

min = 0.1

max = 2

Radon transfer

efficiency in

Bathroom

Pb ~ U(min, max) min ~ U(a, b)

max ~ U(c, d)

a = 0.15

c = 0.35

b = 0.25

d = 0.45

Volume of water

ingested

VI ~ B(mean, mode, min, max) mean ~ U(a, b)

mode ~ U(mean, max) or U(min, mean)

a = 0.70

b = 0.90

min = 0.5

max = 1.0

Time in shower ts ~ TLN(gm, gsd, min, max) ln2(gm) ~ TS(m, s, qf)

ln(gsd) ~ INVCH(m, qf)

m = ln(6.8)

s = ln(1.6)

qf = 100

min = 1

max = 30

Time in bathroom tb ~ U(min, max) min ~ U(a, b)

max ~ U(c, d)

a = 1

b = 10

c = 20

d = 30

Breathing rate BR ~ TN(mean, std, min, max) mean ~ TS(m, s, qf)

std2 ~ INVCH(m, qf)

m = 9.1

s = 2.0

qf = 10

min = 2.6

max = 46.6

Occupancy factor OF ~ B(mean, mode, min, max) mean ~ U(a, b)

mode ~ U(mean, max) or U(min, mean)

a = 0.65

b = 0.80

min = 0.33

max = 1.0
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Table 20: Experimental Data Used by the Model

Variables

Device/

Experiment no. mb (-) Ql (L/s) Qg (L/s) KOLAb (L/s) Kg/Kl (-) T (oC) Vl (L)

Shower             1 0.126 6.1 360.0 6.62 200.0 21 -

2 0.132 6.1 360.0 6.83 195.0 22 -

3 0.250 6.1 364.0 9.02 110.0 36 -

4 0.239 6.1 371.0 8.72 143.0 35 -

5 0.229 6.1 367.0 9.89 138.0 34 -

6 0.126 9.1 370.0 9.34 153.0 21 -

7 0.132 9.1 343.0 11.77 223.0 22 -

8 0.239 9.1 379.0 11.80 111.0 35 -

9 0.229 9.1 354.0 13.97 131.0 34 -

10 0.229 9.1 373.0 12.91 153.0 34 -

Bath                 1 0.145 - 373.0 1.24 54.0 24 73.0

2 0.219 - 379.0 1.25 35.0 33 73.0

3 0.239 - 373 1.28 78.0 35 73.0

Kitchen Faucet  1 0.139 4.8 - 1.05 104.0 23 -

2 0.139 7.9 - 1.33 51.0 23 -

3 0.139 4.8 - 0.66 43.0 23 -

4 0.139 7.9 - 1.18 27.0 23 -

5 0.139 4.8 - 1.04 18.0 23 -

6 0.139 6.3 - 1.32 18.0 23 -

7 0.139 7.9 - 1.80 18.0 23 -

8 0.139 4.8 - 1.10 14.0 23 -

9 0.139 6.3 - 8.16 38.0 23 -
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