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Preface to ”Selected Papers from PRES 2018”

In a rapid developing country, the economic growth and rising global population cause the

reliance on energy to surge continuously, provided the resources are available and the government is

capable of providing them. Almost a one-third increase in energy consumption is expected in the next

20 years. The overall carbon emissions are also expected to increase, due to the heavy dependence

on natural gas. This in turn requires intensive research and discovery of cleaner energy sources and

proper industrial practices to advance toward the goals of sustainability. The Special Issues (SI) from

the Process Integration for Energy Saving and Pollution Reduction (PRES) 2018 conference aim to

address the issues of boosting energy and environmental performances for processes. The collected

articles focus on the process analysis, modelling and optimisation as well as design modifications

to minimise the energy loss or exergy destructions. The problem domain size ranges from process

level to total site. Studies on the allocation of renewable energy resources in a regional supply chain

are also included. In this SI, the strategies used by researchers are divided into two major groups:

(a) optimisation of process network topology and resources utilisation in a total site and (b) energy

and environmental efficiency analysis of process technologies.

The thermochemical conversion of biomass appears to be a promising way to generate process

heat. The energy generated can potentially be used in a gas turbine or in steam generation. It could

aid in reducing natural energy resources, but the pollutants produced from biomass are difficult

to identify due to their complex nature. Flue gas generation from biomass gasification contains

a complex distribution of solid pollutants with a range of different sizes. These pollutants could

cause not only severe air pollution but also be detrimental to human health—especially the ultrafine

particles. Solar energy is also exploited as a clean energy source. The inflexibility of the operation of

solar collectors hinders their large-scale industrial application. This issue is also addressed in this SI

through the designing of solar collector arrays to improve operational flexibility.

The process improvements through bottlenecks analysis and technologies shifting are also

alternative strategies to consume less energy. The additional insights from this SI also determine the

energy efficiency, environmental performance and economic evaluation of various energy-saving and

clean production technologies. For example, separation units and drying are the main contributors

in high exergy destructions for the large-scale production of bio-adsorbent chitosan microbeads

for wastewater purification. The recycling of organic waste in the existing municipal solid waste

collection systems through pneumatic collection could be an energy-saving technology, as could

reusing organic waste as energy providers. Another article compares the seawater desalination

technologies in China, evaluating their economic, environmental and energy performance and

provides insights on the potential in-process improvements through regional water–energy

integration. The technologies shifting through modifying the structures of heat exchanger, piping and

building supports can enhance the heat transfer area and facilitate energy saving as well. The design

modifications are validated through empirical and numerical analysis, e.g., by computational fluid

dynamics (CFD).

xi



This Special Issue also deals with the enhancement of process integration with more robust

approaches. The cost-optimal synthesis of heat exchanger network (HEN) synthesis is addressed,

considering the 2-D and 3-D layout representation of the process. The controllability and

complexity of HEN are also determined through network modelling to locate the sensor installation.

The operation of a cooling utility system is also optimised through the self-adaptive model with

non-steady data. Another interesting study is the integration of energy usage in cryogenic energy

storage with the liquefaction process. The cold and heat generated during the charging and

discharging processes can be integrated and reused. The studies also extend to the regional

boundary through total site heat and power integration. This SI also addresses total site heating

and cooling with tri-generation systems and the robust design of total site heat recovery loops with

transient data. The site-wide optimisation of the renewable energy sources’ supply chain, mainly

biomass, is also highlighted in this SI. The targeted processes that consist of polygeneration plant

and manufacturing plant are optimised through cost-effective operational adjustments with various

energy supply options.

Jiřı́ Jaromı́r Klemeš, Petar Sabev Varbanov, Paweł Ocłoń, Hon Huin Chin

Special Issue Editors
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Abstract: The strong demand for sustainable energy supplies had escalated the discovery, and
intensive research into cleaner energy sources, as well as efficient energy management practices. In the
context of the circular economy, the efforts target not only the optimisation of resource utilisation at
various stages, but the products’ eco-design is also emphasized to extend their life spans. Based on the
concept of comprehensive circular integration, this review discusses the roles of Process Integration
approaches, renewable energy sources utilisation and design modifications in addressing the process
of energy and exergy efficiency improvement. The primary focus is to enhance the economic and
environmental performance through process analysis, modelling and optimisation. The paper is
categorised into sections to show the contribution of each aspect clearly, namely: (a) Design and
numerical study for innovative energy-efficient technologies; (b) Process Integration—heat and power;
(c) Process energy efficiency or emissions analysis; (d) Optimisation of renewable energy resources
supply chain. Each section is assessed based on the latest contribution of this journal’s Special Issue
from the 21st conference on Process Integration, Modelling and Optimisation for Energy Saving and
Pollution Reduction (PRES 2018). The key results are highlighted and summarised within the broader
context of the state of the art development.

Keywords: process integration; renewable energy sources; energy-saving technologies

1. An Overview and Introduction

Wang et al. [1] have stated that the economic growth of countries features a strong correlation
to their energy consumption, especially for rapidly developing countries. The reliance on energy
will only continue to surge as long as the resources are available, and governments are capable of
providing them. As the economies continue growing by the utilisation of natural resources, society
has started to take their abundance for granted and created an excessive amount of waste that could
otherwise be reusable. Fossil fuels, natural gas and coal have been serving humanity as the primary
sources of power generation for decades. Inadequate management of the used resources has led to
numerous environmental issues, of which climate change (global warming) is one of the manifestations.
Melorose et al. [2] have predicted that the Earth’s population is expected to grow by more than 1 × 109

inhabitants by 2035. The rapid rise of the global population results in almost one-third of the expected
increase in energy consumption—see Figure 1. The global oil and natural gas reserves are expected to
be exhausted within 60 years if they are exploited at the current rate as predicted by British Petroleum
Company (BP) [3], which raises the issues of energy security. As reported by Mah et al. [4], since the

Energies 2019, 12, 4092; doi:10.3390/en12214092 www.mdpi.com/journal/energies1
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Paris Agreement of 2015, 195 countries are committed to investing efforts to reduce the global average
temperature rise to below 2 ◦C and limit the warming threshold to 1.5 ◦C. Greenhouse gas (GHG)
emissions in a business-as-usual scenario are expected to cause the planet to heat up by 4 ◦C, creating
imbalanced disruptions to the ecological systems. Considering the severe environmental impacts and
quick diminishing of natural resources due to exploitation, a cleaner and more sustainable energy
resource alternative is needed.

Figure 1. Global energy consumption for different fuels adapted from Capuano [5].

Some renewable energies resources (e.g., nuclear energy and virtually carbon-free energy sources)
have emerged as promising solutions for ecological degradation and energy security problems. Many
countries have started investing in nuclear and renewable energies to reduce over-dependency on
the crude oil trade, stemming from the desires for sustainable energy [6]. Based on the data from
Figure 1, conventional energy sources (petroleum and liquids, coal and natural gas) are still forecast
to account for about 78% of the global energy consumption in 2040. There might be several reasons
for the continuous reliance on non-renewable sources. The scalability of renewable technology to
the industrial application is the primary challenge. Most of the successful energy harvesting from
renewable sources, such as thin-film solar based on Dharmadasa [7], algae-based biofuel according to
Vo et al. [8] and cellulosic ethanol in Zabed et al. [9] are developed at a small scale due to the nature of
the resource supply—distribution over the harvesting area [10].

Power generation technologies, including renewable energy technologies and innovative low
carbon emissions technologies, take a lot of time and efforts for full commercialisation. Gross et al. [11]
mentioned that it could take from 20 to almost 70 years for a full technology and product to emerge
from the invention, diffuse into market and reach widespread commercial deployment. According to
their study, electricity generation technologies, such as combined cycle gas turbine (CCGT), nuclear
power, wind electricity and solar photovoltaic (PV), can take approximately 43 years from invention to
widespread commercialisation. No clear reasoning has been provided, but it can be deduced that the
asset lifespans of electricity generation technologies are usually very long– several decades in the case
of power stations. Longer time duration is often necessary to completely replace the existing facilities.
Mature technologies often require years of development and inventions so that they can be stable
enough to replace existing technologies. In the case of nuclear power, social acceptance is one of the
most significant obstacles to achieving the goal of cleaner energy production.

The requirement of large land space is another obstacle to the implementation of renewable energy
technology. At present, the world requires a continuous and consistent energy supply, which is the
second critical hurdle for solar and wind technology, because the resources for these energy options
are available at rates that vary in time. The need for extensive integration with the grid or installation
of battery storage to become the chief power generating sources generates a penalty cost of the large

2
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land footprint. Brook and Bradshaw [12] estimated that around 50% of the total energy demand in
the United States could be satisfied with renewable energy technologies, but it would require at least
17% of the land. This is evident from the data in Table 1, which shows the land use for renewables is
significantly larger than for conventional sources.

These clean energy sources are claimed to mitigate climate change or improve air quality.
Pablo-Romero et al. [13] conducted a Life Cycle Analysis (LCA) on various renewable technologies for
electricity generation. They showed that the carbon emission intensities of renewable technologies
(including solar power, geothermal power, hydropower, nuclear energy and wind energy) are negligible
as compared to fossil fuels and coal. Mathiesen et al. [14] conducted a scenario study on health costs
estimation based on the case of Denmark, in the year 2050 when 100% renewable energy systems are
used. The health costs are estimated based on the basis of various emissions: SO2, CO2, NOx, PM2.5,
mercury and lead, and the results show significant health savings can be achieved. Likewise, Patridge
and Gamkhar [15] quantified the health benefits of replacing coal-fired generation with 100% wind or
small hydro in China. The scenario analysis shows a significant reduction number of hospital stays due
to reductions in SO2, NOx and particulate emissions. Heat generation from renewables might not be
the ideal case for air pollutant reduction. For example, the gasification of biomass can produce various
ultrafine particles that are detrimental to human health. Poláčik et al. [16] conducted the analysis
and concluded that the oxygen contents in the atmosphere could result in higher particulate matter
production from biomass combustion. This requires post-treatment for biomass conversion before
discharging the flue gas into the atmosphere. To compare between energy supply options, Table 1
shows the economic-environmental impact indicators for the power generating options, adopted from
Brook and Bradshaw [12].

Table 1. Relative ranking of the power generation options, data adapted from Brook and Bradshaw
[12]. The values in brackets are the relative ranking between energy options.

Indicator
Category

GHG
Emissions (kt

CO2/TWh)

Electricity
Cost ($/TWh)

Land Use
(km2/TWh)

Safety
(Fatality/TWh)

Solid Waste
(kt/TWh)

Capacity
Factors *

(%)

Toxic
Waste

Amount

Coal 1,001 (7) 100.1 (4) 2.1 (3) 161 (7) 58.6 (7) 70–90 (2) Mid (6)
Natural

gas 469 (6) 65.6 (1) 1.1 (2) 4 (5) NA (1) 60–90 (3) Low (3)

Nuclear 16 (3) 108.4 (5) 0.1 (1) 0.04 (1) NA (1) 60–100 (1) High (7)
Biomass 18 (4) 111 (6) 95 (7) 12 (6) 9.17 (6) 50–60 (4) Low (3)
Hydro 4 (1) 90.3 (3) 50 (6) 1.4 (4) NA (1) 30–80 (5) Trace (1)
Wind

(onshore) 12 (2) 86.6 (2) 46 (5) 0.15 (2) NA (1) 30–50 (6) Trace (1)

Solar PV 46 (5) 144.3 (7) 5.7 (4) 0.44 (3) NA (1) 12–19 (7) Trace (1)

* The capacity factors represent the percentage of time that the power generation plant operates at full rated capacity.
Data adapted from IRENA [17].

Brook and Bradshaw [12] ranked the preferences of different energy options with various criteria.
The readers are referred to them for more information. Table 1 shows that the emissions for coal are
the highest among all options. From the estimations in Figure 1, the utilisation of coal is expected to
increase in the next few years and around 2030, the natural gas is expected to exceed the consumption
of coal. This might be due to the fact that emissions and waste produced from coal usage are higher
compared to natural gas. Rapid progress in strengthening of project financing by government policies
is enabling more cost-effective installation of dynamic renewable technologies like solar photovoltaics,
solar-thermal plants, hydrothermal plants and onshore wind worldwide [18]. The surges in renewable
energy consumptions estimated from Figure 1 show the global acceptance and evolution of renewable
technologies. Although nuclear power generation is virtually carbon-free and the most efficient
option, high amount of radioactive waste produced still creates ethical and ecological issues. The slow
expansion rate of the nuclear energy shown in Figure 1 is probably due to its hazardous level, which
causes low social acceptance. Figure 2 shows that the traditional biofuel use is preferred by consumers
compared to other renewable options. The reason behind is probably because of the capacity factor
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for biofuel is also comparatively consistent than the non-nuclear renewable options, as shown in
Table 1. Biomass-related fuel requires several stages of energy-intensive pre- and post-treatment.
This might be the cause of large land requirements, mainly for biomass upgrading. The electricity
cost is relatively higher due to the high operating temperature and heating medium. The generation
of an excessive amount of low-quality waste creates a significant obstacle for the green policy. The
enforced government policies to reduce environmental emissions and waste decrease the reliance on
biofuels slowly, emphasising the use of alternative cleaner renewable options such as hydropower and
solar power.

Figure 2. Global renewable energy consumption, adapted from Ritchie and Roser [19].

The Renewables 2018 Global Status Report [20] mentioned that the power sector is driving a
rapid change towards a renewable energy future, and others are not advancing with the needed
rate. The power sector is progressing with positive momentum, but the emissions reductions targets
were not being met. In Figure 3, it is clearly shown that the overall carbon emissions are expected to
increase, due to the increased dependence on natural gas if compared to other fuels—see also Figure 1.
The primary energy demand for natural gas continues to rise in the next 20 years. The World Energy
Outlook (WEO) from the International Energy Agency [21] has predicted that the global CO2 emissions
would continue to rise with existing energy policies in the next 20 years. The analysis from WEO also
predicted that future electrification in transportation, buildings and industry would lead to a peak oil
demand before 2030 and reduce air pollutants. However, the impacts on GHG emissions are negligible
after the year 2030. Stronger efforts are needed to increase the utilisation of renewables with low carbon
contents so that the predicted CO2 emissions could decrease (Figure 3). With agreed international
objectives, government from all countries could cooperate to tackle the issues of air quality, climate
change and universal access to modern energy, ideally results in a significant reduction of global
CO2 emissions. The policies integration around the world is the key to achieve common targets of
sustainability, global Circular Economy and the objectives of the Paris Agreement on climate change.
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Figure 3. Predicted global GHG emissions with different energy policies, adapted from WEO [21].

For better and consistent use of renewable energy, energy storage plays a crucial role. The energy
surplus from solar or wind technologies can be stored in a storage unit during their peak seasons
and off-peak demand season. The stored energy can then be used to satisfy the energy’s demand
during peak season, reducing the outsourced electricity from the grid—see Figure 4. As electricity
prices are often the highest during peak demand season, the utilisation of energy-efficient storage
technologies could aid in electricity saving. This topic is discussed more in Section 2. Main topics in
this Special Volume.

One of the typical methods in assessing the energy efficiency of a particular fuel is the so-called
Energy Return on Investment (EROI). It measures the quality of fuels by calculating the ratio of energy
that can be delivered to the society to the energy invested in the harvesting, based on Murphy and
Hall [22]. Hall et al. [23] mentioned that the majority of current EROI analyses tend to focus on the
‘energy break-even’ point of EROI for different fuels, i.e., whether it is greater than 1:1. The metric
is a straightforward analysis. However, the variations of the findings can be wide depending on
the selection of study boundaries. The possible boundaries that are often studied are illustrated in
Figure 5. EROI analyses are typically categorised into three levels: (a) Standard EROI (EROISTD),
a conventional analysis that focuses on the energy input for the extraction and the energy needed
to generate the desired output; (b) Point of Use EROI (EROIPOU), the boundary is extended to the
additional spent energy to refining and transporting the fuel; (c) Extended EROI (EROIEXT), this EROI
analysis consider the further the use of that energy in specific applications, for example, to run a boiler.
Lambert et al. [24] further emphasised that the EROI boundaries should sum up the entire gains from
the fuels and entire energy spent on the fuels. They stress that the vision for a modern energy system
should extend to any non-energy cost for setting up the energy system. The temporal boundaries also
should cover from the starts of the project until the end of the project. Figure 6 shows the temporal
boundaries for determining the comprehensive net energy requirement of thermal technology.
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Figure 4. Utilising stored renewable energy surplus to satisfy the energy demand, adapted from
Movallen [25].

Figure 5. Possible boundaries of a net energy assessment, adapted from Hall et al. [23].
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Figure 6. Net energy requirements for technology, adapted from Priesto and Hall [26].

Figure 7. EROI of different fuels, data adapted from Weißbach et al. [27]. The minimum EROI is taken
as the average minimum EROI value from Hall et al. [28].

To illustrate the EROI values for different energy options, the facilities in Germany, which one of
the most advanced economies in the EU, are used as an example. Figure 7 shows the EROI values for
different energy options in Germany country presented by Weißbach et al. [27]. The EROI boundary is
contained within the project implementation period. It should be noted that pump storage is used as
the energy storage option. The requirements of additional energy for storage reduce the EROI values
for the fuels which decrease their economic preferences. Solar PV in Germany has an EROI far below
the economic limit, even with the most effective roof installation. A study from Hall et al. [28] indicated
that the minimum EROI limit is about 5–10 for any energy supply option, which is just enough for
civilisation. Wind energy has a preferable EROI, but falls below an economic threshold, even when
combined with pump storage. Installation in the German coast to enhance the EROI values is also futile.
Biogas-fired plants have the problem of requiring enormous fuel provisioning efforts, which brings

7



Energies 2019, 12, 4092

them clearly below the economic limit with no potential for achievable improvements contemplated.
Solar CSP has better performance among the new solar/wind technologies. However, pump storage is
often not available in regions with high solar irradiation. Less effective storage techniques like molten
salt thermal storage and the connection to the European grid probably brings the EROI again below
the economic limit. Further information on energy storage is briefly discussed in Section 2.3.

Even though EROI is the most critical parameter to measure the energy effectiveness of power
technology, it is neither fixed nor the only parameter for such an assessment. EROI slowly changes
with time due to fossil fuels extraction—when they become harder to access, but also when processes
are improved as it happened with the steel production and the uranium enrichment [27]. The land
consumption, the impact on nature, and the scope of the stockpiles have to be taken into account
separately. This is where the term ‘exergy’ comes into play. The central definition of exergy is bounded
to a physical process which usually measures the utilisation of energy. It is defined as the maximum
attainable work inside a system. The exergy of a heat flow measures theoretically the amount of
work that can be generated if it is to be discharged into a reference environment (usually ambient),
which mimics the heat engine configuration. Exergy accounts for both the energy in the system and
the condition of the system relative to the environment. The high energy efficiency of the system
does not necessarily mean that the energy is used to its full potential. Consider two energy storage
systems (ESS1 and ESS2) as an example; both ESS1 and ESS2 are charged with the same amount of
input energy and produced the same amount of output. The energy efficiency for both systems can be
similar, but the exergy efficiency can be different. If ESS1 produces a thermal energy flow with a higher
temperature than ESS2, the exergy efficiency of ESS1 would be higher than ESS2. This is due to the
output from ESS1 has a higher quality of heat (higher temperature), which theoretically can be used to
generate more work. The output from ESS2 has lower quality as exergy is lost in the system, which
stems the term ‘exergy efficiency’.

Exergy efficiency is a useful indicator to pinpoint the technical inefficiency of any process. For the
example of energy storage systems above, if both have over 90% efficiency, one can actually satisfy with
the performance of the system without modifications. However, if there are secondary processes after
the primary process that utilised heat from the storage systems, the ‘higher’ quality heat can further be
used as a heating source. The lower quality heat has limited usage. The strategies to reduce the exergy
destruction for ESS2 can be developed to improve the performance. Exergy can be applicable in any
physical transformation process, not limited to only thermodynamic or chemical processes. It can be
used for resource accounting by evaluating the resource consumption, depletion and degradation in a
spatial and temporal boundary. This concept is also widely used in a few Life-Cycle Analysis (LCA)
studies of energy processes. The thermal and electrical energy is converted into equivalent ‘works’
which provide the ‘weighting’ for various forms of energy. The exergy concept can be implemented
into EROI calculations to determine the technical limits for each thermal processes, see Figure 8
for the illustration of the potential study boundary. The evaluation should be performed through
comprehensive top-down analysis, ranging from raw materials, extraction, consumptions, recycling,
energy usage to environmental emissions. The exergy can also be used to represent the degradation of
the resources over time, which energy is not able to do so. To pinpoint the technical bottlenecks, the
exergy efficiency should be evaluated starting from the resource input exergy until it is used up and
released to ground state. The temporal effect can also be incorporated into the analysis to evaluate the
overall efficiency affected by resource degradations. The resource upgrading units vary depending
on the type of resource, for example, heat pumps for energy resources and desalination for water
resources. The upgraded resources can be utilised not only to the original consumption process but
can be used in a secondary process. The maximisation of resource utilisation is in-line with the concept
of the circular economy.
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Figure 8. Proposed exergetic efficiency calculation boundary to access resource consumption and
depletion, adapted from Connelly and Koshland [29].

In the light of the mentioned issues, the Special Issue (SI) from the conference PRES 2018 aims
to address the issues of boosting energy and environmental performances for processes. Based on
Figure 5, this study is targeted to maximise the energy production and saving within the system lifetime
period. The collected Special Issues (SI) focus on the process analysis, modelling and optimisation as
well as design modifications to minimise the energy loss or exergy destructions. The problem domain
size ranges from process level to total site. The studies on the allocation of renewable energy resources
in a regional supply chain are collected as well. This SV aims to provide high-end researches in dealing
with better energy resource management and product designs, advancing towards the goal of the
global circular economy.

2. Main Topics in this Special Volume

In this work, the state-of-the-art Process Integration and Intensification strategies through the
utilisation of renewable resources towards sustainable production are collected and analysed. More
emphasis is given on the efficiency improvements in heat and power usage for various technologies.
In this special issue, the strategies used by the researchers are divided into two major groups:
(a) Optimisation of process network topology and resources utilisation in a total site; (b) Energy and
environmental efficiency analysis of process technologies.

This review paper is supported by the published works in the same journal, within the Special
Volume (SV) presented in the conference series “Process Integration, Modelling and Optimisation
for Energy Saving and Pollution Reduction” in 2018 (PRES 2018). This conference has served as a
knowledge-sharing platform among international experts from multi-disciplinary domain since 1998,
producing high-quality researches through intellectual integration. A total of 40 selected papers invited
to be submitted for this SV, 24 of them have been accepted. The contributors in this special issue has a
wide range of country distribution, which involve six from the Czech Republic, four from Germany,
two from Mexico, two from Spain, one from Colombia, one from Croatia, one from Hungary, one from
Latvia, one from Malaysia, two from The Philippines, one from Thailand and one from the USA) The
statistics shows the active participation of researchers with a wide variety of nationalities. Upon close
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examination of the keywords in this special issue, the articles are further categorised into four main
topics that are overviewed to achieve the review’s target:

(a) Design and numerical study for innovative energy-efficient technologies
(b) Process Integration—heat and power
(c) Process energy efficiency or emissions analysis
(d) Optimisation of renewable energy resources supply chain

The biomass-related studies commonly refer to the biomass sources as abundantly found in
various agriculture process. The thermochemical conversion of biomass appears to be a promising
way to generate process heat. The energy can be potentially used in a gas turbine or steam generation.
It could aid in reducing the natural energy resources through upgrading, but the pollutants produced
from biomass are hardly identified due to their complex nature. The flue gas generation from biomass
gasification contains a complex distribution of solid pollutants with different size ranges. They could
cause not only severe air pollutions but also detrimental to human health, specifically the ultrafine
particles. Solar energy is also exploited as a clean energy source. The inflexibility of the operation of
solar collectors hinders their large-scale industrial application. This issue is also addressed in this SV
through designing solar collector arrays to improve operational flexibility.

The process improvements through bottlenecks analysis and technologies shifting are also
alternative strategies to consume less energy. The additional insights from the special issue also
determine the energy efficiency, environmental performance and economic evaluation of various
energy-saving and clean production technologies. For example, the large-scale production of
bio-adsorbent chitosan microbeads for wastewater purification is limited by the low exergy efficiencies.
The separation units and drying are the main contributors in high exergy destructions. One of the
articles determined that the recycling of organic wastes in the existing municipal solid waste collection
systems through pneumatic collection could be an energy-saving technology, also reusing organic
waste as energy providers. The economic, environmental and energy performance the aspects of the
current practice of seawater desalination in China is assessed. By comparing desalination technologies,
it provides insights on the potential in process improvements through regional water and energy
integration. The technologies shifting through modifying the structures of heat exchanger fired
equipment, piping and building supports can enhance the effective heat transfer area and facilitate
energy saving as well. The design modifications are validated through empirical and numerical
analysis, e.g., Computational Fluid Dynamics (CFD).

This special issue also deals with the enhancement of Process Integration with more robust
approaches in driving towards sustainable operation. The cost-optimal synthesis of heat exchanger
network (HEN) synthesis is addressed, considering the 2-D and 3-D layout representation of the
process. The controllability and complexity of HEN are also determined through network modelling
to provide a solid foundation for the location of sensor installation. The operation of cooling utility
system is also optimised through the self-adaptive model with non-steady data. Another interesting
study is the integration of energy usage in the cryogenic energy storage with the liquefaction process.
A large amount of cold and heat generated during the charging and the discharging process can be
integrated and reused. The studies also extend to the regional boundary through Total Site Heat
and Power Integration. This special issue particularly addresses for total site heating and cooling
with tri-generation systems, and robust design of total site heat recovery loops with transient data.
The site-wide optimisation of the renewable energy sources supply chain, mainly biomass, is also
highlighted in this Special Issue. The targeted processes that consist of polygeneration plant and
manufacturing plant are optimised through cost-effective operational adjustments with various energy
supply options.

10



Energies 2019, 12, 4092

2.1. Design and Numerical Study for Innovative Energy-Efficient Technologies

In recent years the share of Renewable Energy Sources (RES) in the total energy budget has
increased significantly. Especially in the EU, where it is planned to cover at least 20% of electrical
energy production by the year 2020, according to WEO [21]. The major problem related to RES is low
efficiency, and electrical energy production depending on the climatic conditions. The solutions to
improve the energy-efficiency of RES are highly welcomed. The use of RES requires the advanced
energy storage systems, since the operation of solar energy-driven RES is efficient mostly in the spring
and summer period, while the efficiency is very low in the heating season. Also, due to the increased
electricity production from RES, the conventional power plants, need to improve their flexibility.

2.1.1. Core Developments

The primary issue is related to more frequent start-up and shut-down of conventional power units.
For this reason, the extensive fundamental research on both renewable energy sources and conventional
power plants are carried out. Both related to design optimisation as well as to the improvement of
energy efficiency. The following topics are nowadays of high-importance:

(a) Research on electric energy storage from Khodadoost et al. [30], including: battery energy storage
systems (BESSs), flywheel energy storage systems (FESS), supercapacitors (SC) or ultracapacitors,
superconducting magnetic energy storage (SMES), and compressed air energy storage (CAES),
among others. To minimise the total costs of hybrid power systems (HPS), Jiang et al. [31]
proposed a mathematical model for the configuration of BESSs with multiple types of battery.
The authors studied the effect of battery types and capacity degradation characteristics on the
optimal capacity configuration of the BEES alongside with power scheduling schemes of the
hybrid power systems. The performance of the proposed model was verified through the case
study of HPS with photovoltaic-wind-biomass-batteries. The authors found the BESS with
multiple types of battery is superior to the one with a single battery type. Duan et al. [32] studied a
hybrid generation system consisting of a micro gas turbine (MGT) generator system coupled with
a supercapacitor (SC) energy storage. The authors proposed two cooperative control methods for
the hybrid generation system. The first one was a PI-based control algorithm, and the other is the
electric power coordinated control method through MGT output power forecast. The authors
found that the electric power dynamic response of SC energy storage can compensate for the
low dynamic responses of MGT, which allows achieving a transient power equilibrium state
in real-time. Santos et al. [33] studied the possibility of adapting superconducting magnetic
energy storage (SMES) in smart grids since the characteristics of smart cities enhance the use of
high power density storage systems such as SMES. The authors simulated the effects of an energy
storage system with the high power density and designed an electrical and control adaptation
circuit for storing energy. The simulation results show the possibility of controlling the energy
supply as the storage. The authors also discussed the drawbacks of SMES, such as the high cost
of construction and operation compared with other EES, i.e., superconductors. Compressed air
energy storage (CAES) is an up-and-coming large capacity energy storage technology, primarily
due to the increased share of renewable energy sources. Venkataramani et al. [34] performed a
comprehensive thermodynamic analysis for conventional and modified configurations of CAES,
with increased round-trip efficiency. The results showed that when the compressed air is kept
isothermal at atmospheric conditions, the mass of air stored in the tank will be high, so the
size of the storage tank can be reduced. The authors also studied the possibility of cooling
energy generation along with power generation during the expansion of compressed air from the
atmospheric temperature. The results showed that even the round-trip efficiency is weak, in the
case when the heat of compression and cold energy generated during expansion are utilized for
other applications, the overall polygeneration efficiency is very high.
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(b) Research on thermal energy storage, including short-term and long-term storages, based on
Guelpa and Verda [35]. Also depending on the physical phenomenon used for storing heat TES:
sensible, latent and chemical storages, and depending on the size: small TES with a low capacity,
and large capacity TES systems. TES can also be classified depending on the mobility, i.e., mobile
and stationary TES. Bhagat et al. [36] proposed the finned multi-tube latent heat thermal energy
storage system (LHTES) for medium temperature (approximate 200 ◦C) solar thermal power plant
in reducing the fluctuations in heat transfer fluid (HTF) temperature caused by the intermittent
solar radiation. The authors used phase change materials (PCMs) as the storage material in the
shell of LHTES while a thermal oil-based HTF is flowing through the tubes. The authors applied
thermal conductivity enhances (TCE)—fins to improve the heat transfer in PCM. The fluid flow
and heat transfer were studied numerically. The coupling with the enthalpy technique to account
for the phase change process in the PCM was also performed. The developed model was validated
experimentally. The results showed that the number of fins and fin thickness considerably affect
the thermal performance of the storage system, whereas the enhancement in heat transfer for
high thermal conductivity material fin is low. Silakhori et al. [37] investigated the potential of
copper oxide for both thermal energy storage and oxygen production in a liquid chemical looping
thermal energy storage system. Thermogravimetric analysis was used as the assessment method.
The significant advantage of liquid chemical looping thermal energy storage is the availability of
stored thermal energy (through sensible heating, phase change, and thermochemical reactions)
and oxygen production. The authors achieved isothermal reduction and oxidation reactions
by varying the partial pressure of oxygen, through the change in concentrations of oxygen and
nitrogen. The experimental confirmed that copper oxide could be reduced in the liquid state.
However, thermochemical storage mainly occurred in the solid phase. Heat storage plays a
crucial role in the buildings. Taler at al. [38] studied the thermal performance of the heat storage
unit made of repeatable modules. The heat accumulator proposed by the authors that are used
in solar installations may be a separate unit, or it may be a building wall insulated on the inner
and outer surfaces. The accumulator works as a heat storage unit with electric discharge using
forced airflow through the channels. The authors determined the transient temperature field in
the walls of the channel. Three various methods were used: finite volume method (FVM), control
volume-based finite element method (CVFEM), and finite element method (FEM). The preferred
method, due to simplicity in the discretization of the governing equation, is CVFEM. Therefore,
it was chosen for the construction of a full model of the heat storage to model a solid filling of
a heat storage unit with a complex shape. The authors also developed a numerical model of
the heat storage unit with the airflow through the channel and CFD simulation was employed.
The airflow from the laminar, transitional, or turbulent flow regimes was considered. The airflow
was modelled using the finite volume method with integral averaging of air temperature over
the finite volume length, and the accurate air temperature distribution can be determined even
with a coarse finite volume mesh. The performance of the heat accumulator model was validated
experimentally in an experimental study [39] and further evaluated using numerical models [40].
Thermal energy storage techniques are highly required during the operation of solar collector
networks. Martínez-Rodríguez et al. [41] proposed a stepwise design approach for solar collectors’
networks. The approach allows the assessment of the effect that design variables have on the size
of the solar collector. Also, a design strategy is proposed to obtain the network of solar collectors
with the smallest surface and the most extended operation during the day.

(c) Research on photovoltaic, and photovoltaic-thermal systems, including the improvement of PV
efficiency by PV panels cooling. The efficiency of converting solar energy into electricity is still
relatively low, which causes a significant amount of solar energy is not utilised. The excess
of solar energy that remains unused is still absorbed, in some part, by a PV module and
may cause a significant increase in the PV panel temperature. According to Kalogirou and
Tripanagnostopoulos [42], PV efficiency decreases by 0.45% per each 1 ◦C temperature increase
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above 25 ◦C. In order to increase the energy efficiency of photovoltaic modules by using the
effect of PV panel heating, and to increase the efficiency of solar to electricity conversion, cooling
systems for the PV modules are used. Few PV cooling techniques may be distinguished, including
active and passive techniques. For active cooling, a forced flow of cooling fluid (e.g., water or
air) or water spraying may be used, among others. Passive cooling uses natural convection
and heat conduction to dissipate and remove heat from the PV cell. Passive cooling techniques
increase energy efficiency and cost-effectiveness of the system, but still, active cooling removes
more efficient, due to the higher heat transfer coefficient. The analysis of passive cooling for the
photovoltaic modules using selective spectral cooling and radiative cooling was performed by
Li et al. [43]. The cooling processes are based on the principle of suppressing heating by the
PV module itself. The investigation proved that PV modules with selective spectral cooling,
passive radiative cooling, and combined cooling could increase the efficiency by 0.98%, 2.40%,
and 4.55%. Alizadeh et al. [44] studied the use of a single turn pulsating heat pipe (PHP) for
PV cooling. A two-phase heat transfer mechanism ensures high thermal efficiency of PHP. The
corresponding 3D numerical models were developed, and PV cooling by applying a single turn
PHP was analysed. Moreover, a copper fin with the same dimensions as the PHP for cooling the
PV panel was simulated to compare the performance of the PHP with a solid metal like copper.
The performance investigation of the PV panel has proved that PHP cooling ensures the reduction
of the PV panel surface temperature by 16.1 0C while the use of copper PHP only by 4.9 ◦C.

(d) Research on energy systems components monitoring and design. Thick-wall boiler components
are limiting the maximum heating and cooling rates during start-up or shut-down of the boiler.
Taler et al. [45] presented a method for thermal monitoring stresses in the thick-walled pressure
components of steam boilers. The allowable heating rates of the critical pressure components of
the boiler shall be determined, alongside with the temperature of the fluid. The rate of change of
the wall temperature of the pressure component and the thermal stress on the inner surface are
controlled online and compared with the allowable values. The boiler’s manufacturers designate
thermal stresses on the inner surface of the pressure component on the edge of the hole based on
the measurement of the wall temperature at two points located inside it. However, the accuracy
of the method used by boiler manufacturers is low. The authors proposed a new method for
thermal stress determination. The method is based only on the internal temperature measurement
point to determine the stresses on the inner surface of the component. The method employs the
inverse heat conduction algorithms to find the internal surface temperature, and then the stresses
are calculated. The authors also performed computational tests for cylindrical and spherical
elements. The thermal stresses on the inner surface were also determined using the actual
temperature data. The significant advantage of the proposed method is the high accuracy even at
rapid changes in the fluid temperature. Trzcinski and Markowski [46] proposed a data-driven
framework of diagnosing fouling effects on shell and tube heat exchangers using an artificial
neural network. The data are continuously sampled and collected to estimate the pressure drop
increment or heat transfer drop in the outlet. The fouling effect can thus be predicted using
the model automatically and provides a base for tubes cleaning scheduling. Oravec et al. [47]
proposed a closed-loop model predictive control using the novel soft-constrained based strategy
for plate heat exchanger. The strategy keeps the control inputs and outputs within the required
operation ranges. The experimental results show the improved control performance with such a
strategy, and future application in laboratory implementation is undertaking. Taler et al. [48]
proposed two methods for monitoring of thermal stresses in pressure components of thermal
power plants. The first method determines the transient temperature distribution by measuring
the transient wall temperature distribution at several points located at the outer insulated surface
of the pressure component. Taking the outer surface temperature measurements as the input,
the inverse heat conduction algorithm calculates the temperature distribution in the pressure
component. Based on the temperature field determined, it is possible to calculate the thermal
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stresses. The second method proposed by the authors involves the finite element method (FEM)
calculation of thermal stresses, taking as the input the measured fluid temperature and heat
transfer coefficient. The method is suitable for pressure components with complex shape. Other
applications of inverse heat conduction algorithms in the monitoring and optimisation of the
heating rate of pressure components of steam boilers are presented in [49] dealing with the thermal
stresses in the pipes and in [50] focusing on thick-wall components. Perić et al. [51] performed
a numerical analysis of longitudinal residual stresses and deflections in a T-joint filled welded
structure using a local preheating technique. FEM calculations were performed. The authors
found that by applying a preheating temperature prior to starting of welding, the post-welding
deformations of welded structures can be considerably reduced. The authors also studied the
effect of inter-pass time (i.e., 60 s and 120 s) between two weld passes on the longitudinal
residual thermal stress state and plate deflection. The results showed that with the increase of
inter-pass time, the plate deflections significantly increase, while the effect of the inter-pass time
on the longitudinal residual stress field is marginal. Fialová and Jegla [52] proposed a novel
framework for the efficient design of fired equipment. The authors supplemented the traditional
thermal-hydraulic calculation of the radiant and convective section by the low-cost modelling
systems taking into account the real distribution of heat flux and process fluids. The application
of the low-cost models was demonstrated in the industrial steam boiler case. The significant
advantages of the proposed approach are that the presented framework links calculations of
radiant and convective sections in the combustion chamber, and offers a fast rating calculation of
complex fired equipment. The proposed approach can successfully supplement CFD simulation,
that should be used for critical components of power boilers. Sriromreun and Sriromreun [53]
studied the numerical and experimental characteristics of the airflow impinging on a dimpled
surface for air at Re numbers varied from 1500 to 14,600. The authors compared the heat transfer
coefficient between the jet impingement on the dimpled surface and the flat plate. The CFD
simulations results showed the different airflow characteristics for the dimpled surface and the
flat plate. For a particular case, it was shown that a thermal enhancement of up to 5.5 could
be achieved by using the dimpled surface. Flow boiling heat transfer is characterized by high
heat transfer coefficient. Sun et al. [54] performed an experimental investigation to explore the
flow boiling characteristics of R134A and R410A refrigerants flowing inside enhanced tubes. The
experimental conditions included saturation temperatures of 6 oC and 10 oC, mass velocities from
70 to 200 kg/(m2 s) and heat fluxes from 10 to 35 kW/m2. The inlet and outlet vapour quality was
equal to 0.2 and 0.8. The results showed that the dimples/protrusions and petal arrays are the
effective surface structures for enhancing the tube-side evaporation. Moreover, the Re-EHT tube
has the largest potential for boiling heat transfer enhancement. García-Castillo et al. [55] also
discovered new opportunities to utilise plate-fin surfaces as a secondary surface in a multi-stream
heat exchanger. They considered the theoretical design study of such new heat exchanger design,
emphasising on the surface design to improve heat transfer coefficients. However, since the
design is at the conceptual stage, reliable and accurate thermal-hydraulic correlations are needed.
Heat transfer enhancement is highly required in energy equipment. Valdes et al. [56] studied
the effect of twists in the internal tube of tube-in-tube helical heat exchanger keeping constant
one type of ridges. The CFD simulations were performed to study the effect of the fluid flow
rate on heat transfer in the internal and annular flow. The counter-current flow mode operation
with hot fluid in the internal tube and cold fluid in the annular domain was considered. The flow
and thermal development in a tube-in-tube helical heat exchanger were predicted. The double
passive technique was provided within the internal tube to improve the turbulence in the outer
region. The results showed that the addition of four ridges in the inner tube increases the
heat transfer up to 28.8% when compared to the smooth tube. Kukulka et al. [57] also studied
the flow characteristics for condensing and evaporating streams inside Vipertex stainless steel
enhanced heat transfer tubes using R410A refrigerants. They proposed that using the Vipertex
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enhanced tubes are more energy-efficient than using old technology for phase change streams.
As condensation and evaporation processes increase the interfacial turbulence, the proposed
technology produces flow separation, secondary flows and higher heat flux from the wall to the
working fluid.

2.1.2. Possible Future Development

From the performed literature survey, it is evident that efficient energy technologies are needed
to improve the energy efficiency of energy systems. This can be achieved by improvement of the
unit processes occurring in energy devices, such as enhancement of heat transfer, improvement of
energy storage techniques, or improvement of the flexibility of power systems. A very good example
here is the improvement of the electrical efficiency of PV panels by using active or passive cooling.
Gaining heat from PV allows one to use it as low-temperature waste heat, and couple the PVT systems
with heat pumps or underground energy storage systems. This kind of energy systems may attract
widespread attention in the near future, due to the high efficiency, and utilization of waste heat. In the
author’s opinion, the major improvement may be made in the field of energy storage, which is crucial
for electrical and thermal energy storage from renewable energy sources. A very important and
challenging topic is also increasing the flexibility of hard-coal fired power units. This topic is important
due to the large fluctuations in the power of wind farms, and due to the significant fluctuation in PV
electricity production. In every moment, the generated power and demand should be equal. In case of
rapid decrease of renewable energy production by wind farms and photovoltaics, the rapid start-up of
steam boilers is needed. Thus, it is very important to improve the flexibility of thermal power units to
shorten their start-up. Therefore, the new method on online calculation and monitoring of thermal
stresses occurring in boiler’s pressure components are highly needed by the industry, to allow safe
start-up and shut-down of power units.

2.2. Process Integration—Heat and Power

The PRES conferences have been traditionally providing momentum to Process Integration
research and development, not for more than 20 years and been analysed in detail at a jubilee PRES’17
conference [58]. The initial idea was based on the Heat Integration pioneered by the Centre for Process
Integration at UMIST (Manchester, UK) started from 1998 hosted in Prague (Czech Republic). Process
integration development continues to increase in scope and coverage. This has been in the recent
period overviewed and analysed by several review papers. The methodology has been consistently
extended to the Water Integration, combined energy and water, hydrogen network synthesis, regional
resources planning and power system planning. The illustration of using graphical Pinch Methodology
for Heat Integration is shown in Figure 9. In the aspects of heat and power, the methodology is
consistently extended from process level to total sites, see Figure 10. The previous period was assessed
by Klemeš et al. [59] in 2013 and more recently by Klemeš et al. [60] in 2018. It is worth to remind
the contribution from Bandyopadhyay [61] who provided a detailed mathematical formulation of
Pinch Methodology.

2.2.1. Core Developments

Pereira et al. [62] created a web-based Pinch Analysis tool for heat management called FI2EPI.
The tool can handle several energy management scenarios automatically, saving a significant amount of
time for tedious routine calculations. It not only features energy or cost targeting, but it also identifies
the optimal heat exchanger network design opportunities based on the heat exchanger loops and
utility paths. The trade-off between design for minimum total annual cost or minimum temperature
difference can also be identified, based on the preferences of the users. It is especially useful for
Process Integration practitioners, saving extensive time or efforts in performing targeted calculations
or network optimisation.
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Figure 9. Pinch Methodology in energy targeting (adapted from Klemeš et al. [59]).

Figure 10. Illustration of industrial Total Site processes with central utility system (adapted from
Klemeš et al. [60]).

Esfahani et al. [63] extended Power Pinch Analysis (EPoPA), which was developed by
Wan Alwi et al. [64] in 2013 and extended by Rozali et al. [65] in 2017 for the integration of renewable
energy systems with battery/hydrogen storage systems. This concept is based on the usage of hydrogen
as an energy storage medium for the wasted electricity, which cannot be stored by the battery bank
in the conventional PoPA [66], see Figure 11 for the original concept representation. This graphical
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tool not only provides visualisation by targeting the minimum required external electricity source and
wasted electricity, but the appropriate hydrogen storage system capacity can also be identified during
first and regular operation. They showed that integration of renewable hydrogen storage with a diesel
generator is cost-effective. More renewable energy storage systems can be considered for in future
work, to provide a more sustainable supply of electricity.

Figure 11. Illustration of Power Pinch Analysis (PoPA), adapted from Wan Alwi et al. [66].

The relation and contribution of process integration to cleaner production were studied by
Fan et al. [67]. This paper indicated a very considerable contribution in process sustainability
improvement, by reviewing recent progress in waste-to-energy, pollution prevention and remediation.
The relation to CO2 and GHG generally was highlighted by Manan et al. [68]. Another attempt to
extend the Pinch Analysis was presented by Li et al. [69] focusing on the retrofitting of heat exchanger
networks. The graphical approach provides interfaces to the users to get insights into the system
bottlenecks. Iterative Pinch Analysis to address non-linearity in a stochastic Pinch problem was
very recently studied by Arya and Bandyopadhyay [70]. Jain and Bandyopadhyay [71] developed
multi-objective optimisation for segregated targeting problems using Pinch Analysis, which again
extends the scope of Process Integration.

Interesting work was presented by Martinez-Hernandez et al. [72] dealing with the conceptual
design of integrated production of arabinoxylan products using bioethanol Pinch Analysis. The Mass
Integration allows significant advances in biorefineries achieved by retrofitting existing biorefineries.
High value-added integrated production could be achieved through this method, which in turn
provides potential in heat and power saving.

Walmsley et al. [73] developed another significant enhancement by analysing the possible
contribution of Process Integration to the circular economy. The extensions of Pinch Analysis to
other fields were reached by Roychaudhuri et al. [74] energy conservation projects through financial
Pinch Analysis, and Ekvall et al. [75] presented a serious of works developing and applying material
Pinch Analysis.

From the heat and power field come a couple of useful analyses. Jamaluddin et al. [76] presented an
enhanced targeting tool for trigeneration problems. Chauhan and Khanam [77] reported enhancement
of efficiency for the steam cycle of thermal power plants using applying Pinch Analysis—identifying
and eliminating Cross-Pinch heat transfer in the steam system of the power plant.
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Tie et al. [78] studied a specific impact of Process Integration on a classical chemical engineering
issue—the production of glycol ether. Bandyopadhyay et al. [79] applied a combined pinch and exergy
analysis for the energy-efficient design of the diesel hydrotreating unit. Malham et al. [80] contributed
with hybrid exergy/pinch process integration methodology. Chen et al. [81] succeeded with another
extension of process integration optimal heat rejection pressure of co2 heat pump water heaters based
on Pinch Analysis.

The PRES 2018 Special Issue also contributed very significantly to the following topics:
Jankowski et al. [82] applied process integration methodology of ORC plant using a multiobjective

approach to recover low-potential heat. It has shown some new possible implementation of
Process integration.

Schlosser et al. [83] paid attention to robust total site heat recovery and applied a Monte Carlo
simulation successfully. Jamaluddin et al. [84] attempt to deal with the Heat and power at a total site
by a trigeneration system and reached an extension of the methodology. Another contribution to a
most studied issue dealing with this topic a cost-optimal heat exchanger network synthesis enhanced
with flexible cost function network was presented by Rathjens et al. [85]. The utilisation of an air-PCM
heat exchanger in passive cooling of buildings was presented by a team from the VUT Brno Energy
Institute [86]. From the same research group came the contribution presented by Kudela et al. [87]
stressing heat accumulation, an essential issue in district heating pipes. Leithoid et al. [88] dealt with
controllability and observability of heat exchanger networks, the key equipment used and studied
by Heat Integration. Kamat et al. [89] studied the heat integrated water regeneration networks,
considering variable regeneration temperature. They formulated a linear model to optimise the
freshwater use, utilities requirement and regenerated water. Sequential and simultaneous optimisation
are also considered. Sensitivity analysis between water regeneration unit vs the total operating cost
is also performed. The higher the temperature, the higher the operating cost due to more expensive
heating utility required.

Outside the Special Issue, the thematic support provided by the work of Ong et al. [90] dealing
with the total site mass, heat and power integration using process integration published in 2017 and
Kim et al. [91] with clean and energy-efficient mass production of biochar by process integration should
be considered.

2.2.2. Possible Future Developments

From the review of the area, one can note a clear trend of expansion of the scope of integration
problems, which increases the complexity of the obtained models. One example to be given includes
the addition of the power management domain to the family of Process Integration areas. Other
examples are the combination of Heat Integration with power generation (leading to the CHP domain)
and with Mass Integration.

Another noteworthy development is the attempt at developing tools for further improvement and
application of the Process Integration methods—as in the web-based tool by Pereira et al. [62]. This is
by no means the only tool on the market. One can mention the flagship products—SuperTarget (version
7.0.15) that comes bundled with the PetroSim software (version 7.0) by KBC in London, UK [92] as
well as the software suite for process integration by the company of the same name [93]. While these
tools are quite suitable for final use by industrial and consultancy companies, their use for research
is inherently limited by the fixed context and procedures built into the software. To support new
research and further improvement of the Process Integration methods, including their interactions and
combinations, the development of an integrated software platform tailored to the Process Integration
thinking would be very beneficial. This should allow researchers and users to define new methods and
algorithms while reusing a unified code base of already established core methods like Heat Integration
and Water Integration and the well-known resource cascades.
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2.3. Process Energy Efficiency/Emissions Analysis

As has been reasoned previously by Varbanov et al. [94], one of the core problems with achieving
sustainable development lies in the reduction of wasted energy. This is often referred to as increasing
energy efficiency. It can be achieved by heat recovery and reuse [60], as well as by heat upgrade and
recycling—widely known as heat pumping in the energy engineering community [95].

2.3.1. Recent Developments

There has been the argument that increased energy efficiency is bound to lead to decrease in the
prices for the energy services, in turn inducing increased demand and finally—compensating or even
overshooting the prior consumption of primary energy resources, which is referred to as the “rebound
effect”. An empirical study from Greening et al. [96] based on USA data sources corroborates this
argument to a moderate extent. A more recent study for China [97] also supports the existence of
such an effect, varying between 50% and a 2-3-fold increase in energy demands as a result of energy
efficiency improvement.

While the reasons for these trends are under investigation, one has also to pay attention to a
subtle difference in the argument to reduce energy waste. While Varbanov et al. [94] put forward the
argument that energy waste has to be reduced, the official statistics detect only the energy waste within
the supply chain of delivering energy services. This implicitly excludes the waste of the energy-based
services themselves. This is the core of the problem. If one analyses the extended onion diagram for
integrating user demands to production processes and supply chains based on Walmsley et al. [73], the
picture becomes much clearer. The use of food, lighting and direct energy use all involve waste. Further
emissions reduction studies should consider all opportunities for wasting energy and minimise them.

Biomass is viewed as one of the ways of increased use of renewable energy sources and decrease
GHG footprints, but it is also associated with other issues—such as increased nitrogen footprint in the
study by Čuček et al. [98] and increased release of fine solids by Bartington et al. [99]. While it is common
knowledge that coal combustion causes significant release of particulate matter (PM), it is less-known
that burning biomass causes similar problems, but on a smaller scale. Al-Naiema et al. [100] evaluated
the PM emissions from the co-firing coal and biomass, reporting reduced PM levels, compared to
burning coal alone, including solids (PM) by 90%, polycyclic aromatic hydrocarbons by 40% and metals
by 65%.

Poláčik et al. [16] presented a parametrical study that assessed the influence of the composition
of the atmosphere and the temperature on the formation and release of ultra-fine solids (PM) by
micro-scale combustion of biomass. The described laboratory procedure employing thermogravimetric
analysis (TGA) and a detailed assessment of the size distribution of the produced fine particles.
The authors concluded that the particle sizes feature a strong correlation to the concentration of light
volatiles released from the heated wood sample. They have also established a trend of increased
formation of PM with the reduction of oxygen content in-stream fed to the test chamber, featuring
twice more PM particle count for pyrolysis (zero oxygen) than for regular combustion in normal air.

Biomass gasification is also associated with PM formation and release, as discussed in [101].
The authors investigated experimentally the content and properties of polluting solid particles present
in the synthesis gas, resulting from a test gasifier of the “Imbert” type. The analysis also included
an evaluation of the particle size distribution. The author’s reason that it is more efficient to clean
the synthesis gas before burning than to leave the cleaning to the flue gas stage. The analysis of the
filtration cake established significant amounts of aluminium, calcium and silicon oxides, as well as
SO3—all in the range of 12-16 mass%. There was also non-negligible and dangerous content of metal
oxides—including MnO (7.6%) and Na2O (2.4%), as well as heavy metal oxides (Cr2O3, CdO, TiO2,
SrO) and even P2O5. These results indicate the need to deeper investigate the process of biomass
gasification, for establishing the true extent of the resulting pollution and footprints and the means of
their minimisation, for providing sustainable solutions.
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Agricultural activities are associated with a number of environmental impacts and
risks [102]—including business risks of varying prices and regulatory uncertainties, as well as
environmental impacts and risks such as unforeseen emissions when the activities are conducted
inappropriately. Such issues can be tackled by comprehensive optimisation methods—such as the
maximisation of Sustainability Net Present Value [103].

There have been increasing concerns in providing sufficient food at acceptable quality to the
continuously rising human population worldwide, addressed in [104] for the case of Spain. The study
applies a combination of life-cycle assessment and data envelopment analysis to assess the energy
efficiency of the Spanish agri-food system. Potential improvement actions, aimed at reducing energy
usage and GHG emissions, were also proposed. Energy Return on Energy Invested (EROI) is used as a
criterion. For more complex food types (meat, eggs, seafood) the primary energy and GHG footprint
contributing stage have been the core product, while for vegetables, this was found to be the energy use
for cooking and cooling. The authors report that, for sufficient efficiency of the system, it is necessary
to implement energy-saving measures, resulting in approximately 70% energy savings.

Water-related issues involve the need for reliable supply. Evermore frequently, it becomes
necessary to generate freshwater by desalination. Due to the high cost of the product, its reliable
distribution is also a vital issue [105]. Water desalination industry is a good illustration of water-energy
linkages. Some technologies rely on membranes—for instance, this is the case with some installations
in Jordan [106]. The strength of the links and their correlations to energy consumption and GHG
emissions have been evaluated by Jia et al. [107]. The authors presented an overview of the seawater
desalination developments in China and evaluated the annual energy consumption, GHG emissions,
and cost of seawater desalination plants from 2006 to 2016. The results indicate that the energy
consumption increased from 81 MWh/y to 1,561 MWh/y during the 11 y period, and the GHG emissions
increase from 85 Mt CO2eq/y to 1,628 Mt CO2eq/y, representing an increased rate of 180%. The authors
concluded that the current unit product cost of seawater desalination in China is still higher than
other water alternatives, but it has good potential for reduction with the improvement of desalination
technologies. The unit product cost shows a decreasing trend with increasing the processing capacity.

It has been well-known that the intermittence of supply is the critical barrier before the effective
integration of renewable energy sources, which is made even more dynamic by the variability of the
user energy demands based on Varbanov and Klemeš [108]. Many energy storage technologies are
available—both for thermal as presented by Alva et al. [109] and electrical forms as discussed by
Cheng et al. [110]. The popularity of storing electrical energy grows further, fueled by the increased
attention to electric cars, as can be traced by the search for novel materials for electrochemical energy
storage according to Chen et al. [111]. The availability of storage technologies fulfils only part of
the task. To use them, they need to be integrated with the energy supply, delivery and use systems.
Rozali et al. [112] mentioned that the efforts include the optimisation of electrical storage size, based
on the dynamics of power generation and use. Jamaluddin et al. [76] provided a further extension has
been the optimisation of a combination of electricity and heat storage facilities, for catering for heating,
cooling and power flows.

A hybrid energy storage method, based on cryogenics, has been investigated by Hamdy et al. [113]
and reported in this Special Issue. Cryogenics-based energy storage (CES) is a technology for
thermoelectric energy storage at a larger scale. Using this method, electricity is stored in the form of
liquefied gas at cryogenic temperatures. The charging process consists of the gas liquefaction process.
That represents the limiting factor to the round-trip efficiency (RTE) of the storage method. During
discharge, the liquefied gas is pressurised, evaporated and then super-heated to drive a gas turbine.
The cold released during evaporation can be stored and supplied to the subsequent charging process.
In the research by Hamdy et al. [113], several liquefaction processes are evaluated to identify the most
cost-efficient one, using exergy analysis. The authors have concluded that the integration of cold
storage enhances the liquid yield, in this way, reducing the specific power requirement by 50–70%.
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Besides the evaluation of the energy conversion networks, exergy analysis is starting to play an
essential role in also evaluating production processes and their energy relationships. For instance,
Ghannadzadeh and Sadeqzadeh [114] have used exergy analysis as a scoping tool for optimising
an ethylene production process. This is an energy-intensive process, in which the authors have
successfully identified significant efficiency improvement options. The same type of analysis can also
be used for decision-making in comparing process design alternatives [115].

Meramo-Hurtado et al. [116] presented an exergy analysis of a bio-adsorbent production process,
aiming at the identification of opportunities and measures for reducing the energy demand of the
process. Three bio-adsorbent production process networks for large-scale production of chitosan
microbeads have been evaluated. Exergy efficiencies, total process irreversibilities, energy consumption,
and exergy destruction were calculated for the analysed alternatives. While the authors could not find
crucial differences among the evaluated processes, they did identify process improvement opportunities
in the product drying and washing water recovery stages of all investigated processes.

Municipal solid waste (MSW) collection is an essential activity in modern cities, which, when
combined with appropriate separation, materials recovery and waste-to-energy recovery based on
Tomić and Schneider [117], can bring about several synergies. This is practised world-wide for
simultaneous reduction of fresh resource intake, fuel use and for GHG emissions reduction. Since
door-to-door collection generates significant direct greenhouse gas emissions from trucks, pneumatic
collection emerges as an alternative to the trucking system. While this technology apparently reduces
local direct air emissions, it has a large energy demand caused by the need for generating vacuum
for waste suction. Laso et al. [118] presented an analysis that compares conventional door-to-door
and pneumatic waste collection systems using Life Cycle Analysis. The considered system boundary
includes accounting for the creation, installation, maintenance, and decommissioning of the waste
collection system, as well as for the waste transfer, sorting and waste processing sub-systems. The
focus is on the biodegradable fraction of the collected waste. The authors report that the energy savings
from the recycling of the organic fraction outweigh the energy requirements for the operation. Based
on that, they suggest that pneumatic collection could be an environmentally-friendly option for MSW
management under a circular economy, pointing out that waste could be a valuable source of materials
and energy.

2.3.2. Possible Future Developments

It has been shown in the previous section that the optimisation of energy sourcing, conversion
and use has to be considered holistically. This involves two key dimensions of the problem. One is
the consideration of the complete product chains—from “cradle” to “cradle”, as advocated by some
Life Cycle Analysis branches [119]. The other dimension consists of accounting for the trade-offs in
emissions and other footprints when substituting currently used fossil fuels by renewable alternatives.

Important directions for further research include providing additional degrees of freedom in
the energy-related networks that would allow the increased use of renewables, compensating for or
eliminating some of the problems associated with their exploitation. Such directions certainly include
energy storage—using all forms: thermal, electrical, chemical, mechanical, to name a few.

Another key topic is innovation for separation and neutralisation of harmful emissions of sulphur
and nitrogen compounds resulting from biomass use. In this regard, especially in the utilisation of
biomass waste, it is important to minimise the CO2 emission overhead of logistics. A good step in this
direction has been the framework by How et al. [120], which needs, however, further development of
technology solutions that are closer to practical implementation.

The development of more durable and efficient energy conversion technologies should also be
kept on the front burner. In this regard, fuel cells and the microbial fuel cell variety, for generating
power from organic waste, are a good example. The development of lower-cost materials [121] is a
good step that should be followed by similar studies in related areas.
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2.4. Optimisation of Renewable Energy Resources Supply Chain

Renewable energy is clean and can be efficient in energy supply if adequately developed, based
on Kong et al. [122]. The significant advantage is no fuel consumption and relatively low costs
when compared to conventional power plants. Therefore, green electricity can be competitive with
conventional electrical energy in a long time period. Kong et al. [122] built a renewable energy electricity
supply chain collaboration model by employing the revenue-sharing contract to achieve the green
power grid-connection and consumption optimisation. The authors used continuous random variables
to describe the intermittency of green power output intensity and the fluctuations of power market
demand. Afterwards, the authors coordinated the profit distribution between the power generator
and the grid company by adjusting the revenue-sharing contract and analysed the optimal decisions
taken by the companies for different power market demand price. Through the numerical simulation
analysis, the authors obtained the equilibrium solutions of contract satisfied various conditions and
investigated the relationship among the optimal variables and profits, obtaining the management
suggestions. The critical point is, the authors also investigated the influences of market demand price
elasticity and power output efficiency.

2.4.1. Core Developments

A sustainable supply chain should involve coordination among resources, flows and stocks with
a well-defined sustainability concept. Saavedra et al. [123] presented a literature overview on system
dynamics modelling applied in the renewable energy supply chain, considering works published
between 2007 and 2017. The review provides new insight into the analysis of the supply chain in
renewable energy using systems dynamics. The authors showed that the system dynamics approach
provides harmony between its subsystems and processes, understanding the system behaviour, testing
policies for improvement, and assessing impacts over time. The system dynamics approach was
presented for the Biomass Scenario Model (BSM). The authors discussed the scenario analysis process
to determine the most significant factors affecting the overall performance of the supply chain model.
Beside this was discussed the application for the Hybrid Modelling Framework that integrates multiple
tools to study complex system problems, such as different actors in the supply chain with various
needs, objectives and decision-making behaviours.

Fernando et al. [124] studied the effect of energy management practices on renewable energy
supply chain initiatives in 151 certified manufacturing companies in Malaysia. The results showed three
dimensions of energy management practices, i.e., top management commitment, energy awareness
and energy auditing. Those practices were positively linked with the development of renewable energy
supply chain initiatives. The authors found that insufficient knowledge of energy efficiency means
does not allow to manage energy effectively, constraining opportunities such as converting waste
into energy to support business’ targets. The authors suggested transferring the energy efficiency
management knowledge and technology from multinationals to local companies. Local companies
would be able to generate renewable energy through supply chain networks.

Nugroho and Zhu [125] developed a biofuel platform for planning and optimisation. The platform
unifies biofuel product, production process and networks design. The authors considered the design of
the biofuel supply chain network under various production paths. The authors studied the optimum
region of the composition ratio between rice straws and waste cooking oils and found its value between
0% to 50%. The results showed that the combined raw materials increase the supply flexibility and
supply chain responsiveness. The hydrocarbon biofuels are favoured over ethanol in minimizing the
overall carbon emissions.

Sarker et al. [126] controlled the supply chain costs of biomethane gas (BMG) production systems,
optimised the location of BMG plants and determined the routing network for transporting the feedstock
and the work-in-process materials. The authors proposed an efficient mixed-integer nonlinear model
to optimise biogas a plant location problem. The algorithm was used to find a solution to locate hubs,
reactors and condensers to minimise the total costs.
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Li et al. [127] stated that renewable energy systems are constantly affected by weather or climatic
conditions (i.e., solar irradiation, wind speed, external temperature). In order to handle the effect of
external disturbances on RES systems performance, the dynamic forecasting, as well as energy storage,
shall be provided. The advanced prediction algorithms like coupled autoregressive and dynamic system
(CARDS) from Huang and Boland [128] or artificial neural networks (ANN) from Gupta et al. [129]
can be applied for solar radiation and wind speed, wind power and solar power prediction among
others. Even more challenging is the long-term forecasting for future power output, according to
Zhao et al. [130], with multiobjective optimisation from Behzadi et al. [131]. Luo et al. [132] mentioned
that deep learning techniques are also commonly used in long term prediction of wind speed.

Azevedo et al. [133] performed a comprehensive bibliometric analysis of studies in the field
of supply chain performance and renewable energies. The review was focused on the most
productive authors and institutions, as well as the most cited articles from the field. According
to Azevedo et al. [133], most articles in the field focus on the design optimisation of renewable energies
supply chain. Among the analysed methods, the mixed-integer linear programming (MILP) model is
the most popular. Nevertheless, other methods, like case studies, surveys, simulations, modelling,
genetic algorithms, multi-scale modelling, and optimisation, are being used successfully.

Zakaria et al. [134] reviewed stochastic optimisation techniques in renewable energy applications.
The authors found that the stochastic optimisation exhibit enhanced performances and can deliver
accurate representations in capturing the uncertainties of renewable systems. The authors also found
that with a rapid increment of data and size of renewables’ problem, the model-driven approaches
alone could not adequately address and handle with the underlying complexity in vast multivariate
and expanding renewable systems. The data-driven scenario generations could be an excellent future
choice. Chen et al. [135] presented a method for scenario generation, which has been complemented
with complete scenario-based forecasting by Chen et al. [136]. Also, in the field of renewable energy
integration, when the problems are of higher dimension, there is a need to hybridize the existing
optimisation methods with intelligent search. Those methods can reduce the computational time
with proper accuracy, as can be seen from the work of Dufo-López et al. [137] on the optimisation of
stand-alone energy systems on the optimisation of stand-alone energy systems on the optimisation of
stand-alone energy systems, comprising photovoltaics, wind and diesel generators, combined with
batteries for electricity storage. Another work by Rahmani-Andebili [138] focuses on the management
of power storage systems with the goal of minimising the power losses. Sharafi et al. [139] discussed
the stochastic optimisation of renewable energy systems. Zakaria et al. [134] also identified further
research areas in the field of stochastic renewable energy problems such as (a) plug-in electric
vehicles integration—for example. Thompson [140] considered charging and scheduling of plug-in EV,
renewable energy integration via vehicle to grid operation (b) demand-side management (c) multi-scale
and multi-time-scale distributed renewable energy systems.

Ubando et al. [109] proposed a fuzzy mixed-integer linear programming model to achieve an
optimal operational adjustment of an off-grid micro-hydropower-based polygeneration plant and
maximize the satisfaction levels of the community utility demands, which are represented as fuzzy
constraints. The authors considered three case studies to demonstrate the developed model. The
results showed that the use of a diesel generator for back-up power is considered as an option to
mitigate inoperability during extreme drought conditions.

Éles et al. [141] developed a new P-graph model to study the synthesis of the energy supply
options of a manufacturing plant in Hungary. The authors applied a multi-periodic scheme for heating
and electricity demands. The modified P-graph was applied to model the pelletizer and biogas plant
investments. The authors found the best solution in terms of total costs. The results showed that a
long-term investment horizon is needed in order to make incorporation of sustainable energy sources
into the system economically beneficial.

San Juan et al. [142] developed a MILP model for optimising a biomass co-firing supply chain
network. The model considers feedstock properties while minimising economic cost and environmental
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emissions through goal programming. The effect of feedstock, transportation and pre-treatment
requirements was incorporated in the model. The authors found that minimising either the financial
or environmental objective individually emphasised the conflicting nature of the two objectives.
Simultaneously optimising both objectives created a network which balanced performance on both
objectives. The results showed that without considerations for feedstock properties, costs and emissions
were artificially decreased, leading to the purchase of insufficient fuel and combustion of inappropriate
fuel. This situation may lead to damage or loss of inefficiency of the equipment. The model proposed
by the authors is a better fit to design and manage a biomass co-firing network.

Peesel et al. [143] proposed a predictive optimisation algorithm to calculate the optimal operating
conditions of multiple chillers. The authors applied a sprinkler tank that allows storing cold-water
for later utilization. The load shifting potential of the cooling system was demonstrated by using a
variable electricity price as an input variable to the optimisation. The dynamic simulation was used
to adjust the setpoints from the optimisation continuously. The results showed that by applying an
optimal chiller sequencing and charging strategy of a sprinkler, tank leads to electrical energy savings
of up to 43%. The purchasing electricity on the EPEX SPOT market leads to additional costs savings of
up to 17%. It was shown that the total energy savings highly depend on the weather conditions and
the prediction horizon.

Barmina et al. [144] studied the electric field effect on the thermal decomposition and co-combustion
of straw with solid fuel pellets. The fixed bed experimental setup with a heat output of 4 kW was used.
The authors found that the co-firing of straw with wood or with peat pellets provide the enhanced
decomposition of the mixture, with the best performance when straw mass share in the mixture is about
20–30%. The authors performed extensive experimental research and found that the field-induced ion
current in the space between the electrodes is responsible for the field-enhanced reverse axial heat/mass
transfer of the flame species, that provides the enhanced heating and thermal decomposition of biomass
pellets. The results also showed that the electric field-induced processes of heat and mass transfer
allow to control and improve the main combustion characteristics so enhancing the fuel burnout and
increasing the heat output.

Recently due to the increased share of electricity from renewable energy sources, many studies
are performed by integrating them with the electrical energy network. Fichera et al. [145] studied the
energy mapping of the urban flows using the implementation of the network theory. The scenarios
analysis for the elaboration of the energy strategies for the promotion and installation of cogeneration
systems using the RES was performed. The authors developed a tool that characterises the energy
profile of an urban area, and the model was tested with the data of Catania municipality. What is
important, the developed model is able to define the interaction between the nodes and enables to
formulate the urban energy trajectory relatively to the energy demand of each district.

Gonzalez de Durana et al. [146] presented a generalised energy networks modelling approach using
the agent-based method. The model proposed by the authors can be used to represent integrated utility
infrastructures, including the systems in which not only one but different carriers are managed together
by a multi-energy utility. The application of the proposed method can be performed from small, rural
or microgrid systems up to large energy infrastructures in an urban context. What is also important, the
model can be used to perform exploratory simulations to better understand those systems behaviour,
and further to test and develop operation management strategies. In other work, Gonzalez de Durana
et al. [147] developed a complete and self-contained model of a simple microgrid. The procedure
based on the system dynamics not making use of any technological parts is adopted. The model can be
applied to simulate the energy performance of a number households in a neighbourhood, at high time
resolution, including energy generation and consumption, allowing the user for trying and designing
particular generation and storage methods or demand-side management procedures.

Another study that considers microgrid modelling was performed by Kremers et al. [148].
The authors created a systemic modular model for a microgrid with a load flow calculation.
The communication layer was also included in the model. The applied agent-based approach
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enables to include the intelligent strategies on every node of the studied system. Classical tools
struggle with the implementation of dynamic interaction and message passing among individual
devices. The agent-based approach, which is used alongside a classical load flow treats the simulation
from a different side. The case study performed by the authors shows the interest of being able to
reproduce both effects on the power grid and the communication network and observe the complex
system behaviour as a whole.

One of the promising methods of electrical energy storage involves the use of stationary battery
energy storage systems (BESS), Zeh et al. [149] studied the application of battery energy storage systems
to provide primary control reserves (PCR) in the Union for the Coordination of the Transmission of
Electricity (UCTE) area. The authors discussed the technical requirements for BESS operation as PCR
provision systems, provided explanations of the PCR market and regulation; and demonstrated the
approach for operating BESS as PCR storage systems, showing potential outcome for such a system.

Tran and Smith [150] investigated residential rooftop photovoltaic (PV) systems for long-term
thermos-economic benefits from PV homeowners’ perspectives and for impacts on the electrical
distribution network from grid operators’ perspectives. The authors studied the costs of generating
electricity from grid-connected PV systems with and without Energy storage. The case study was
performed for three different scenarios, including net metering, wholesale pricing, and no payback.
PV systems in Utah. The simulation results showed that the addition of PV systems reduces the
annual electricity bill up to 75%. A net metering policy offers PV homeowners with the most benefit in
terms of annual electricity bills. However, the addition of energy storage under the net metering and
wholesale pricing policies increases the annual electricity bills compared to similar systems without
energy storage. The reason is related to losses associated with charging and discharging the battery.

2.4.2. Possible Future Development

Due to the rapid increase in renewable energy electricity demands, there is a need to develop
an efficient method for the integration of renewable energy sources and coal-fired power plants.
A first important research area here is the efficient energy demand prediction and optimization of RES
electricity usage, to address the customers’ needs. The second important research area is the electrical
and thermal energy storage, which can assure the proper usage of renewable energy sources in case of
high energy demands. The third research area of high interest is the optimization of RES operation,
including photovoltaics, wind farms, and biomass plants, to allow those energy systems operate in the
most efficient mode. In authors opinion those two research directions will be on the highest priority in
the following years since the EU demands a significant contribution of RES in the energy supply chain.

3. Conclusions

This review editorial was initiated by the Special Issue for carefully selected papers from the
2018 Process Integration, Modelling and Optimisation for Energy Saving and Pollution Reduction
(PRES 2018) conference. The conference, which attracted more than 550 leading researchers worldwide,
boosted the interest in a number of highly appealing scientific issues: Design and numerical study
for innovative energy-efficient technologies, Process Integration—Heat and Power, Process energy
efficiency or emissions analysis, Optimisation of renewable energy resources supply chain. These issues
are having a strong influence on sustainability and the circular economy. The authors endeavoured
to overview this field by adding relevant and recent references and suggested some conclusions for
future research directions. The feedback from the readers and especially researchers in the field is
most welcome and appreciated, and it should provide a ground for the next PRES’19 panel discussion
devoted to the future Special Issues of the journal Energies.
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Abstract: The growth in energy demand, coupled with declining fossil fuel resources and the onset
of climate change, has resulted in increased interest in renewable energy, particularly from biomass.
Co-firing, which is the joint use of coal and biomass to generate electricity, is seen to be a practical
immediate solution for reducing coal use and the associated emissions. However, biomass is difficult
to manage because of its seasonal availability and variable quality. This study proposes a biomass
co-firing supply chain optimization model that simultaneously minimizes costs and environmental
emissions through goal programming. The economic costs considered include retrofitting investment
costs, together with fuel, transport, and processing costs, while environmental emissions may come
from transport, treatment, and combustion activities. This model incorporates the consideration
of feedstock quality and its impact on storage, transportation, and pre-treatment requirements, as
well as conversion yield and equipment efficiency. These considerations are shown to be important
drivers of network decisions, emphasizing the importance of managing biomass and coal blend ratios
to ensure that acceptable fuel properties are obtained.

Keywords: biomass co-firing; biomass quality; network optimization; goal programming; mixed
integer nonlinear programming

1. Introduction

Society depends heavily on energy to support nearly all of its activities. Not surprisingly, the
world is currently facing an unrivaled colossal energy threat. Alongside with the increase in global
population, energy demand and consumption are projected to increase by 30% by 2040 [1]. However,
fossil fuel resources such as oil, gas and coal, are unevenly distributed among nations and are now
rapidly depleting. This thus raises issues on energy security and sustainability [2]. Furthermore, the
continued use of fossil fuels has resulted in both health and environmental problems due to hazardous
air emissions [3]. Recent studies assert that disastrous environmental problems will occur if the world
does not reduce the emission of greenhouse gases (GHGs), making global warming a crucial issue.
Hence, governments and policy makers are trying to take steps towards minimizing causes of global
warming and climate change [4].

Because of these, the development of more sustainable and renewable sources of energy (e.g.,
solar, biomass, hydro, geothermal, and wind) as well as innovative strategies for cleaner production,
and efficient utilization of products is a necessity. Energy derived from biomass plays an important
role in this. It is a clean, natural, renewable energy source. If one considers its entire life cycle, burning
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biomass results in net zero carbon emissions since CO2 was initially sequestered from the atmosphere
during its growth. Furthermore, countries may utilize indigenous resources to replace current coal
demand, thereby reducing dependency on conventional fossil fuels.

Even though the use of biomass for energy production has risen in the past few years, dedicated
biomass-fired power plants remain to have small capacities (e.g., typically only 100 MW [5]) because of
difficulties associated with seasonal availability, inherent quality variations, and the wide geographical
distribution of feedstock supply. To deal with varying biomass quality, advanced technologies for
pre-treatment are used, such as drying, pelletization, torrefaction, and pyrolysis. These technologies
can help reduce the moisture and ash contents, and bulk density of biomass feedstock without
compromising their energy content significantly. Pre-treatment can thus improve the durability
of biomass thereby reducing the costs associated to their storage and transport [6]. Nonetheless,
performing pre-treatment entails additional costs and can result in additional environmental impacts,
which may not be necessarily favorable for the system as a whole [7].

Co-firing of biomass with coal is a more practical interim approach towards increasing the
utilization of renewable energy sources. This strategy requires minimal modification of existing power
plants and allows for the continued use of high capacity coal power plants. Furthermore, biomass
can easily be integrated into the energy supply chain by utilizing the existing infrastructure for fuel
storage, transport and handling [4]. Biomass co-firing also improves the net energy and emissions
balance of energy generation because it will require less coal to meet energy demands and thus less
emissions associated with the mining and transportation of coal [8]. Biomass co-firing also provides an
alternative to open field burning where the latter results in the generation of pollutants such as dioxins
and furans because of uncontrolled burning conditions [9].

According to Ba et al. [10], the planning and management of biomass and biomass co-firing supply
chains have generally been modelled numerically using two main approaches: (1) simulation and (2)
optimization models. Although, simulation modelling has the advantage of being highly flexible with
the capability of handling stochastic events in complex supply chains, it is critiqued because of its
inability to design large-scale optimal supply chains considering multiple objectives, which is usually
the case in biomass co-firing supply chains.

Zandi Atashbar et al. [7] in a recent review, provided a critical analysis of various mathematical
modelling approaches which have been used for biomass supply chains. Zandi Atashbar et al. [7]
identified that the predominant objective among existing studies focused on minimizing overall costs,
while some researchers define their objective function as to maximize overall profits or net present
value (NPV). Most studies optimize based only on a single objective which may either be economic,
environmental, or social. In fact, Shang [11] comments that existing epidemic modelling studies are
similarly limited to considering single objectives. Environmental impact has usually been measured
based on emissions, while the number of local jobs created has been used to measure the performance
of the social objective. More recently, there have been limited studies focused on multi-objective
optimization of biomass co-firing supply chains [7]. Pérez-Fortes et al. [12] asserts that the consideration
of multiple objectives in the optimization of biomass co-firing supply chains is crucial because the design
of such systems necessitates the satisfaction of conflicting goals, particularly those associated with
economic and environmental factors. Multi-objective optimization models allow for the consideration
of varied priorities of several stakeholders and balance the tradeoffs that exist between the objectives.

Only three studies dealing with multiple objectives in biomass co-firing were presented in
literature. Mohd Idris et al. [13] and Griffin et al. [14] proposed a biomass co-firing supply chain
optimization model that minimized the cost and emissions of the system, while Pérez-Fortes et al. [12]
formulated a model in which decisions were assessed based on minimum NPV losses and maximum
environmental impact annual savings. All three studies approached the problem by solving the
economic and environmental objective functions separately.

Thus far, no studies have been able to optimize both the economic and environmental objectives
simultaneously. Savic [15] explains that single objective optimization is only useful as a tool to allow
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decision makers to understand the nature of a problem. However, it cannot yield a set of alternative
solutions that account for the trade-offs between conflicting objectives. Furthermore, considering
only economic costs in optimizing a supply chain may result in a design which fails to consider
critical processes and options to achieve the lowest cost at the expense of environmental sustainability.
Alternatively, when a system is optimized in terms of environmental benefits, costs may be dramatically
inflated making the solution impractical for implementation. Goal programming is an appropriate
approach to simultaneously account for two or more conflicting objectives. It has been applied to
several multi-objective optimization problems, demonstrating its efficiency and effectiveness as an
approach for tackling such problems [16]. The goal programming optimal solution for an industrial
water network design problem was compared against other approaches used to solve multi-objective
optimization problems, such as M-TOPSIS, LMS-TOPSIS, reference point method. Their results showed
that although all approaches were able to obtain points on the Pareto front, the goal programming
approach consistently obtained the best Pareto optimal solution with minimal computational effort [17].

Furthermore, there have been limited studies on the impact of feedstock quality [18] on the design
of an optimal supply chain network. Most models overlook considering quality related issues, lowering
logistics costs and emissions artificially. Scale-up scenarios become an important consideration when
technologies expand from laboratory to commercial use. For instance, consider the implications of a
conversion technology, which was rated to work with feedstock having a moisture content of about
10%, which in reality needs to work with fuels with moisture content of more than 25%. Moreover,
significant financial losses will ensue when two batches of feedstock yield considerably different
amounts of energy. Several case studies establish that both scenarios are highly likely to take place in
practice [19].

Pérez-Fortes et al. [12] has identified the following critical fuel properties: bulk density, moisture
content, lower heating value, and ash content. For biomass, the bulk density and lower heating values
are typically low while the moisture content is typically high. These properties are interdependent and
affect different phases of the supply chain. Low heating values for example, will require more biomass
to satisfy the needed energy while the low bulk density will need higher capacity vehicles or storage
units [7]. High moisture and ash content will decrease the lower heating value [20]. Furthermore,
with the ash in biomass feedstock being more alkaline that those from coal, fouling problems can
potentially decrease the efficiency of boilers [21]. Biomass use must be managed carefully to avoid these
effects [22].

Mohd Idris et al. [13] and Dundar et al. [4] identified the optimal blending ratios for fuels to satisfy
a minimum biomass percentage regulation. Pérez-Fortes et al. [12] attempted to address the impact of
biomass properties on the supply chain by integrating the pretreatment options into the optimization
model. Required quality levels for the feedstock were considered but the impact of fuel properties
during combustion were not captured. However, conversion technology usually ends up working
with feedstock that do not follow the rated requirements, causing a corresponding decrease in yield or
in the life of the equipment. In particular, fouling of heat transfer surfaces can become problematic.
The impact of storage on the quality of biomass was also neglected in the study.

To address these gaps, a mathematical optimization model focused on a biomass co-firing network
that simultaneously optimizes the economic and environmental objectives of the system is developed.
Costs associated with retrofitting, storage, transport and pre-treatment are considered and the impact
of biomass properties on blending ratio decisions, conversion efficiencies and equipment life are also
taken into account. Capturing these parameters increase the complexity of the model, but the solutions
obtained provide more realistic insights into the behavior of the system and can be more reliable
for decision-making.

The rest of the paper is organized as follows: Section 2 gives the formal problem statement.
Section 3 gives a description of the system considered, while the MINLP model formulation is described
in Section 4. The model capabilities are illustrated with a case study and scenario analysis in Sections 5
and 6. Finally, conclusions and prospects for future work are given in Section 7.
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2. Problem Definition

The formal problem statement can be stated as follows:

• planning horizon which consists of time intervals t ∈ T;
• A set of biomass sources i ∈ I, with a maximum available amount of sb

it in period t with bulk
density, ρr

it, moisture content, mr
it, ash content, ar

it, and higher heating value g;

• The biomass has an associated cost of pb
it;

• The biomass has to be transported from source i to pre-treatment facility j a distance of dr
ij and

that the biomass quality degrades with a damage factor of btr
i j ;

• The transport of biomass from source i to pretreatment facility j has a weight capacity of ur
ijt and

volume capacity of vr
ijt in period t, an associated cost of tcr

i jt and emission of ter
i jt;

• A set of biomass pre-treatment facilities j ∈ J which can process with a capacity of cp
jt and store a

capacity of cs
jt in period t;

• Pre-treatment facility j can improve the biomass properties based on the facility’s ash improvement
efficiency, aej, and moisture content improvement efficiency, mej, and improve bulk density to ρp

jt;

• There are associated costs for the operation of the pretreatment facility (ocp
jt), the processing of

biomass (pcjt);
• The biomass stored in the pre-treatment facility degrades with a damage factor of bs

j and increases
in moisture content by zjt in period t;

• The processed biomass has to be transported from pre-treatment facility j to coal power plant l a

distance of dp
jl and that the processed biomass degrades by a factor btp

jl during transport;

• Transport from pretreatment facility j to coal power plant l has a weight capacity of up
jlt and

volume capacity vp
jlt in period t;

• A set of coal sources k ∈ K which can provide a maximum sc
kt amount of coal in period t with bulk

density, ρc, moisture content, mc, ash content, ac, and lower heating value, qc;
• The coal has an associated cost of pc

kt;

• The coal should be transported from coal source k to coal power plant l a distance of dc
kl;

• The transport of coal from source k to powerplant l has a transport weight capacity of uc
klt and

transport volume capacity of vc
klt, an associated cost of tcc

klt and emission of tec
klt;

• A set of coal-fired power plants l ∈ L with combustion capacity cc
lt which can be retrofitted for

biomass co-firing to meet the total demand of energy Dt for period t;
• The coal power plant l will have an efficiency of λlt in period t;
• The coal power plant l will have upper (Lu

l ) and lower (Ll
l) coal displacement limits if retrofitted,

maximum allowable ash content (aU
l ), and upper (mU

l ) and lower (mL
l ) moisture content limits;

The problem may be visualized using the superstructure in Figure 1 where biomass and coal are
obtained from their respective supply locations, biomass is pre-treated and then co-fired with coal
in the identified powerplants. The objective is to determine the optimal allocation of biomass from
the sources to the pretreatment facilities (wijt), allocation of processed biomass from the pretreatment
facilities to the coal power plant (xjlt), the amount of coal that should be transported from the coal
source to the power plant (yklt), the choice of which power plant should be retrofitted (Rl), when the
pretreatment facilities (Fjt) and coal power plants (Alt) should be operating, and when the biomass
option is implemented in the power plant (Olt) to achieve the simultaneous reduction in costs and
environmental emissions. The solution should also indicate if the biomass should be stored in a
pretreatment facility during period t (Sjt) and how much to keep in inventory (Ijt), if a power plant
(Clt) or pretreatment facility (Pjt) should increase its capacity in another time period and by how much
the capacities of the power plants ( f c

lt) and pretreatment facilities ( f p
jt) should be increased.
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Figure 1. Network superstructure.

3. System Definition

Biomass waste must be allocated from a set of source locations i ∈ I to a set of existing coal power
plants l ∈ L to partially displace coal consumption. Coal is supplied to these plants by k ∈ K coal
supply locations. Coal power plants generate electricity by co-firing biomass with coal to satisfy certain
demands. Each biomass supply location provides biomass with certain properties, which is improved
through pre-treatment in a given set of facilities j ∈ J before they are brought to the coal power plants
for combustion. Biomass may be stored in pre-treatment facilities prior to transport.

3.1. Biomass Co-Firing Network

The biomass and coal sources have predefined supply capacities which vary between periods.
Different biomass source localities also experience variations in the biomass properties due to climate
differences. The carbon dioxide emissions from the cultivation and harvesting of biomass residues may
be neglected since baseline conditions still require these operations and focus is given to emissions
generated as a consequence of using the residues for co-firing.

Biomass are transported to pre-treatment facilities to improve their quality. Each facility performs
a specific pre-treatment process, but can only process a certain amount of biomass each period.
In addition, each process addresses only a set of properties and improves them only to certain
extents. After pre-treatment, the biomass may be: (1) kept in storage until the succeeding period or
(2) transported to coal power plants for co-firing. Storing biomass may result in deterioration and
additional holding costs.

The model will also decide whether each existing coal power plant must be retrofitted for co-firing.
Retrofitting a power plant will require capital investments. For plants that will be retrofitted, the
model decides when the retrofit is implemented, when co-firing is activated, and where the biomass
and coal will be sourced from. Each power plant has processing capacities, fuel property limits, and
electricity demands that need to be satisfied. Equipment degradation is expressed as a function of the
volume and quality of the feedstock they process. Higher usage rates or processing of feedstock with
unsuitable quality levels will accelerate the degradation of the equipment. Unlike previous studies
which model fuel property limits of power plants as hard constraints, this model allows for flexible
feedstock properties and instead accounts for the impact of feedstock quality on equipment efficiency
and environmental emissions.

3.2. Economic Considerations

The system considers six cost components: (1) feedstock costs, (2) capital costs, (3) transportation
costs, (4) fixed operating costs, (5) variable operating costs, and (6) holding costs. Feedstock costs
represent the cost of purchasing biomass waste (pb

it) and coal (pc
kt) from their respective sources during a
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specific period, expressed in cost per kiloton. Capital costs include the investment costs for retrofitting
the handling systems of existing coal power plants (icl) to accept diverse feedstocks and costs to
expand the capacities of the pretreatment facility (ecp

jt) and the coal power plant (ecc
lt). Expansion costs

are also based on the increase in capacity of pretreatment facilities (ep
jt) and coal power plants (ec

lt).
Transportation costs refer to the costs incurred in transporting biomass from the source (tcr

i jt) and

pre-treatment facility (tcp
jlt); and in transporting coal (tcc

klt). Fixed operating costs represent the costs
brought about by operating the coal power plants (occ

lt), using the co-firing option (bclt), operating the
pre-treatment facilities (ocp

jt), and storing biomass (scjt). Variable operating costs include two types

of costs, namely (1) pre-treatment costs (pcjt) and (2) combustion costs for coal (rc
lt) and biomass (rb

lt)
expressed as a cost per feedstock kiloton. Pre-treatment cost represents the cost of treating biomass to
improve the properties of the biomass, while combustion cost is the cost to process and generate power
from biomass and coal. Lastly, holding cost (hjt) refers to the cost to store biomass across each period.

3.3. Environmental Considerations

CO2 emissions from transportation (e.g., of biomass (tep
jlt) and coal (tec

klt)), combustion (e.g., of

biomass (ceb
lt) and coal (cec

lt)), and biomass pre-treatment are the environmental emissions considered
in the system. The use of biomass is preferred from an environmental standpoint because emissions
released are significantly less when burning biomass compared to coal. Pre-treating biomass to improve
its properties also result in greenhouse gas emissions (pejt).

4. Model Formulation

The following section presents the model formulation for the biomass co-firing network described.
A MINLP model is developed for the network, which aims to make investment and operational
decisions that simultaneously minimizes the costs and environmental emissions while satisfying
energy demand and capacity constraints. The model also considers the impact of fuel properties on
the efficiency and life of the conversion equipment. Table 1 shows the indices, as well as the relevant
parameters and variables used in the model.

Table 1. Notations.

Indices Definition

i Biomass source locations
j Pretreatment facilities
k Coal source locations
l Coal power plants
t Time period

Parameters Definition Units

Costmax Cost value when environmental emissions is minimized Million US$
Costpot Minimum achievable cost Million US$
Envmax Environmental emissions value when cost is minimized kt CO2
Envpot Minimum achievable environmental emissions kt CO2

Dt Amount of energy demanded on period t MJ
sb
it Amount of biomass available at biomass source location i in period t kt

sc
kt Amount of coal available a coal source location k in period t kt

Lu
l Upper coal displacement limit of coal power plant l %

Ll
l Lower coal displacement limit of coal power plant l %

cs
jt Storage capacity in pretreatment facility j in period t kt
ρr

it Bulk density of raw biomass from source i in period t kg/m3

ρ
p
jt Bulk density of pretreated biomass in pretreatment facility j in period t kg/m3

ρc Bulk density of coal kg/m3
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Table 1. Cont.

mr
it Moisture content of raw biomass from source i in period t % wt.

mc Moisture content of coal % wt.
qc Lower heating value of coal MJ/kg
g Higher heating value of biomass MJ/kg

ar
it Ash content of raw biomass from source i in period t % wt.

ac Ash content of coal % wt.
aU

l Maximum allowable ash content in coal power plant l % wt.
mU

l Maximum allowable moisture content in coal power plant l % wt.
mL

l Minimum allowable moisture content in coal power plant l % wt.
aej Ash content improvement efficiency in pretreatment facility j %
mej Moisture content improvement efficiency in pretreatment facility j %
bs

j Biomass damage factor from storing in pretreatment facility j %

btr
i j

Biomass damage factor from transporting raw biomass from source i to
pretreatment facility j %

btp
jl

Biomass damage factor from transporting pretreated biomass from pretreatment
facility j to coal power plant l %

zjt Increase in moisture content due to storage in pretreatment facility j in period t %
dr

ij Distance from biomass source i to pretreatment facility j km
dp

jl Distance from pretreatment facility j to coal power plant l km
dc

kl Distance from coal source k to coal power plant l km

ur
ijt

Transport weight capacity from biomass source i to pretreatment facility j in
period t kt

up
jlt Transport weight capacity from pretreatment facility j to power plant l in period t kt

uc
klt Transport weight capacity from coal source k to coal power plant l in period t kt

vr
ijt

Transport volume capacity from biomass source i to pretreatment facility j in
period t m3

vp
jlt Transport volume capacity from pretreatment facility j to power plant l in period t m3

vc
klt Transport volume capacity from coal source k to coal power plant l in period t m3

icl Cost to retrofit coal power plant l Million US$
occ

lt Fixed cost to operate coal power plant l on period t Million US$
bclt Fixed cost to use biomass option in coal power plant l on period t Million US$
rb

lt Biomass combustion cost in coal power plant l on period t US$/kg
rc

lt Coal combustion cost in coal power plant l in period t US$/kg
ocp

jt Fixed cost to operate pretreatment facility j in period t Million US$
pcjt Biomass pretreatment cost in facility j in period t US$/kg
ecp

jt Fixed cost to expand the capacity of pretreatment facility j in period t Million US$
ep

jt Unit capacity expansion cost of pretreatment facility j in period t US$/kg
ecc

lt Fixed cost to expand the capacity of power plant l in period t Million US$
ec

lt Unit capacity expansion cost of coal power plant l in period t US$/kg
scjt Fixed cost to store in pretreatment facility j in period t Million US$
hjt Unit holding cost in pretreatment facility j in period t US$/kg

tcr
i jt

Cost to transport raw biomass from source i to pretreatment facility j in period t
per trip US$/kg-km

tcp
jlt

Cost to transport pretreated biomass from pretreatment facility j to coal power
plant l in period t per trip US$/kg-km

tcc
klt Cost to transport coal from source k to coal power plant l in period t per trip US$/kg-km

pb
it Cost of biomass from source i in period t US$/kg

pc
kt Cost of coal from source k in period t US$/kg

pejt Emissions due to biomass pretreatment in facility j in period t kg CO2/kg
ceb

lt Emissions due to biomass combustion in coal power plant l in period t kg CO2/kg
cec

lt Emissions due to coal combustion in power plant l in period t kg CO2/kg

ter
i jt

Emissions due to transporting raw biomass from source i to pretreatment facility
j in period t kg CO2/kg-km

tep
jlt

Emissions due to transporting pretreated biomass from pretreatment facility j to
coal power plant l in period t kg CO2/kg-km

tec
klt Emissions due to transporting coal from source k to power plant l in period t kg CO2/kg-km
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Table 1. Cont.

System
Variables

Definition Units

Ijt Ending biomass inventory in pretreatment facility j in period t kt

njt
Weight of biomass received and pretreated in pretreatment facility j in
period t kt

qb
lt Lower heating value of biomass in coal power plant l in period t MJ/kg

qlt Lower heating value of the mixed feedstock in coal power plant l in period t MJ/kg
mt

jt Moisture content of pretreated biomass from source j in period t % wt.
mp

jt Moisture content of all biomass in pretreatment facility j in period t % wt.

mppb
lt

Moisture content of biomass in coal power plant l in period t % wt.
mpp

lt Moisture content of mixed feedstock in power plant l in period t % wt.
at

jt Ash content of pretreated biomass from source j in period t % wt.
ap

jt Ash content of all biomass in pretreatment facility j in period t % wt.

appb
lt

Ash content of biomass in coal power plant l in period t % wt.
app

lt Ash content of mixed feedstock in coal power plant l in period t % wt.

m+
lt

Accumulated excess moisture content of feedstock in power plant l in
period t % wt.

m−lt
Accumulated lack in moisture content of feedstock in power plant l in
period t % wt.

a+lt
Accumulated excess ash content of feedstock in coal power plant l in
period t % wt.

Qlt Accumulated feedstock processed in power plant l in period t kt
λlt Efficiency loss of equipment in coal power plant l in period t -

tr
i jt

Number of trips to transport raw biomass from source i to pretreatment
facility j in period t Trips

tp
jlt

Number of trips to transport pretreated biomass from pretreatment facility j
to coal power plant l in period t Trips

tc
klt

Number of trips to transport coal from source k to coal power plant l in
period t Trips

cc
lt Combustion capacity of coal power plant l in period t kt

cp
jt Pretreatment capacity in facility j in period t kt

Decision
Variables

Definition Units

wijt
Amount of biomass transported from biomass source locations i to
pretreatment facilities j in period t kt

xjlt
Amount of biomass transported from pretreatment facilities j to power
plant l in period t kt

yklt
Amount of coal transported from coal source location k to power plant l in
period t kt

f p
jt Capacity expansion for pretreatment facility j in period t kt

f c
lt Capacity expansion for coal power plant l in period t kt

Rl Binary variable, 1 if coal power plant l is retrofitted -
Olt Binary variable, 1 if biomass option of coal power plant l is used in period t -
Sjt Binary variable, 1 if storage in pretreatment facility j is used in period t -
Fjt Binary variable, 1 if pretreatment facility j is operating in period t -
Alt Binary variable, 1 if coal power plant l is operating in period t -

Pjt
Binary variable, 1 if pretreatment facility j undergoes capacity expansion in
period t -

Clt
Binary variable, 1 if coal power plant l undergoes capacity expansion in
period t -

4.1. Constraints

The demand for energy is applied in Equation (1). The amount of biomass and coal that undergo
combustion multiplied by the combustion efficiency and the lower heating value of the feedstock must
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be greater than or equal to demand. Equation (2) enforces the processing capacity of the power plants.
Equations (3) and (4) ensure that the amount of biomass and coal delivered from their corresponding
source locations are limited by the amount that is available in each period:

∑
l
λltqlt

(∑
j
xjlt

(
1− btp

jl

)
+

∑
k

yklt

)
≥ Dt ∀t (1)

∑
j
xjlt

(
1− btp

jl

)
+

∑
k

yklt ≤ cc
ltAlt ∀lt (2)

∑
j
wijt ≤ sb

it ∀it (3)

∑
l
yklt ≤ sc

kt ∀kt (4)

The amount of biomass brought to the pre-treatment facilities should be less than or equal to
the processing capacity of each facility, shown in Equation (5). The inventory of biomass kept in the
pre-treatment facilities is defined by Equation (6). This amount is equal to the amount of biomass
carried from the previous period, plus the amount of biomass that were delivered from sources and
have undergone pre-treatment, less the biomass transported to the coal power plants in the current
period. Equation (7) makes sure that the amount of biomass held each period is restricted by the
facility’s storage capacity: ∑

i
wijt

(
1− btr

i j

)
≤ cp

jtFjt ∀ jt (5)

Ijt+1 = Ijt
(
1− bs

j

)
+ njt+1 −

∑
l
xjlt+1 ∀ jt (6)

Ijt ≤ cs
jtSjt ∀ jt (7)

The capacity of the pre-treatment facilities and the coal power plants may be expanded.
Equations (8) and (9) show how the capacities of each facility and power plant in a given period
are increased according to the expansion in the previous period. Binary variables for expanding
the capacities of the pre-treatment facilities and coal power plants are switched on in Equations (10)
and (11):

f p
jtPjt + cp

jt = cp
jt+1 ∀ jt (8)

f c
ltClt + cc

lt = cc
lt+1 ∀lt (9)

f p
jt ≤MPjt ∀ jt (10)

f c
lt ≤MClt ∀lt (11)

Equation (12) requires an existing power plant to first undergo retrofitting before the biomass
co-firing option can be used. Meanwhile, Equation (13) sets upper and lower limits to the amount of
biomass to displace coal in the power plants if the biomass co-firing option is activated:

Rl ≥ Olt ∀lt (12)

Ll
lOlt ≤

∑
j xjlt

(
1− btp

jl

)
∑

j xjlt

(
1− btp

jl

)
+

∑
k yklt

≤ Lu
l Olt ∀lt (13)

The weight of the biomass in a pre-treatment facility after pre-treatment is given in Equation (14).
This is computed for by adding the dry (moisture and ash-free) biomass weight (first term) and the
remaining amount of moisture and ash in mass units after completing treatment (second and third
term, respectively). This is dependent on the effectiveness of the pretreatment process:

∑
i
wijt

(
1− btr

i j

)[(
1−mr

it − ar
it

)
+

(
mr

it

)(
1−mej

)
+

(
ar

it

)(
1− aej

)]
= njt ∀ jt (14)
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Equation (15) computes for the moisture content of the biomass that has just completed
pre-treatment. This biomass is mixed with the existing biomass in stock. The moisture content
of the biomass from inventory was determined in the previous period; however, this is increased by a
certain factor as an effect of storage. The moisture content of all the biomass in each pre-treatment
facility is shown in Equation (16). Equation (17) defined the average moisture content of all the biomass
received by a coal power plant in each period, while Equation (18) computes for the moisture content of
the feedstock mix received by each power plant each period. Equations (19)–(22) compute for the ash
content of the feedstock as it flows through the supply chain in the same manner. Equations (15)–(22)
are conceptually similar to the generating function methodology, which are intensively discussed and
applied by Shang on his works on the robustness of complex networks against failure [23,24]:

mt
jt =

∑
i wijt

(
1− btr

i j

)(
mr

it

)(
1−mej

)
njt

∀ jt (15)

mp
jt+1 =

mt
jt+1njt+1 + Ijtm

p
jt

(
1 + zjt

)

njt+1 + Ijt

(
1−mp

jt

)
+ Ijtm

p
jt

(
1 + zjt

) ∀ jt (16)

mppb
lt =

∑
j mp

jtxjlt

(
1− btp

jl

)
∑

j xjlt

(
1− btp

jl

) ∀lt (17)

mpp
lt =

∑
j mp
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(
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jl

)
+

∑
k mcyklt

∑
j xjlt

(
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jl

)
+

∑
k yklt

∀lt (18)

at
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∑
i wijt

(
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i j

)(
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it

)(
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)
njt

∀ jt (19)

ap
jt+1 =

at
jt+1njt+1 + Ijta

p
jt

njt+1 + Ijt
∀ jt (20)

appb
lt =

∑
j ap

jtxjlt

(
1− btp

jl

)
∑

j xjlt

(
1− btp

jl

) ∀lt (21)

app
lt =

∑
j ap

jtxjlt

(
1− btp

jl

)
+

∑
k acyklt

∑
j xjlt

(
1− btp

jl

)
+

∑
k yklt

∀lt (22)

Equation (23) determines the lower heating value of the biomass in each power plant. This equation
is adapted from Hernández et al. [25]. The average lower heating value of the feedstock mix considering
the biomass and coal blend is given in Equation (24):

qb
lt = g

(
1−mppb

lt

)(
1− appb

lt

)
− 2.443mppb

lt ∀lt (23)

qlt =

∑
j qb

ltxjlt +
∑

k qcyklt∑
j xjlt +

∑
k yklt

∀lt (24)

The efficiency in each power plant is defined in Equation (25). This is a function of the excess
and lacking moisture content of the feedstock, excess ash content, and the total amount of feedstock
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processed by the plant, as these values increase, the efficiency will decrease. Equation (26) describes
excess moisture content to be equal to the maximum between zero and the difference between the
actual moisture content of the feedstock and the upper limit, while Equation (27) defines shortage in
moisture. Similarly, Equation (28) computes for the excess ash content based on its maximum allowable
amount. With this approach, there will be no amount stored if the difference returned is negative.
Equation (29) sums up the biomass and coal processed in a coal power plant each period to get the
total feedstock handled by the equipment:

λlt = f
(
m+

lt , m−lt , a+lt , Qlt
)

∀lt (25)

m+
lt+1 = max

(
mpp

lt+1 −mU
l , 0

)
+ m+

lt ∀lt (26)

m−lt+1 = max
(
mL

l −mpp
lt+1, 0

)
+ m−lt ∀lt (27)

a+lt+1 = max
(
app

lt+1 − aU
l , 0

)
+ a+lt ∀lt (28)

Qlt+1 =
∑

j
xjlt+1 +

∑
k

yklt+1 + Qlt ∀lt (29)

Equations (30) and (31) compute for the number of trips needed to transport biomass from source
to pre-treatment facilities and from pre-treatment facilities to coal power plants based on weight and
volume capacities. Likewise, Equation (32) defines the number of trips required to deliver coal from
source locations to coal power plants. Lastly, non-negativity, binary, and integer constraints apply to
relevant variables:

tr
i jt ≥ max
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wijt
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i jt

,
wijt

ρr
itv

r
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⎧⎪⎪⎪⎨⎪⎪⎪⎩
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up
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,
xjlt

ρ
p
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p
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klt ≥ max

{
yklt

uc
klt

,
yklt

ρcvc
klt

}
∀klt (32)

4.2. Objective Function

The model seeks to maximize the performance of both objectives, which are to minimize total
cost and emissions; a balance is achieved by maximizing the smaller desirability value to prevent
optimizing one objective at the expense of the other as shown in Equation (33). Dimensionless efficiency
values (not to be confused with thermodynamic efficiency) are obtained by dividing the improvement
achieved (difference between worst and actual values) and the potential improvement (difference
between worst and potential values). Potential objective values are obtained by minimizing each
corresponding objective as single objective optimization models. The worst value that the cost objective
may take is its value when the environmental objective is optimized, and vice-versa. Note that this
max-min aggregation approach always optimizes the less satisfied objective:

Max Z = min
[(

Costmax −Cost
Costmax −Costpot

)
,
(

Envmax − Env
Envmax − Envpot

)]
(33)

4.2.1. Cost Component

The first sub-objective of the model is to minimize total costs incurred by the system as indicated
in Equations (34)–(36). The total fixed cost (Equation (35)), includes costs obtained from retrofitting
existing coal power plants, from operating and expanding coal power plants and pre-treatment facilities,
from using the biomass option in modified power plants and using storage areas in pre-treatment
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facilities. Variable costs, shown in Equation (36), include costs to purchase feedstock, convert biomass
and coal to energy, pretreat biomass, keep biomass in inventory, transport biomass and coal, and
expand the capacities of power plants and pretreatment facilities. Transportation costs are based on the
average cost (which may include fuel and labor costs, loading and unloading costs, insurance, taxes,
etc.) per distance travelled, which is the applied convention in industry [26]:

Cost =
∑

t

Fixed Costt +
∑
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4.2.2. Emissions Component

Another sub-objective of the model is to minimize the system’s emissions, which includes
emissions from pre-treatment, combustion, and transport processes. The environmental objective is
shown in Equation (37). Similarly, the amount of carbon footprint attributed to transportation is based
on emissions per unit distance and total distance travelled:
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5. Model Implementation

The model was implemented in General Algebraic Modelling System (GAMS) and solved using
the nonlinear solver Convex Over and Under Envelopes for Nonlinear Estimation (COUENNE), with
a solution time of 285.66 s and integer gap of 0.0523 on a MacBook Pro with a 3.1 GHz Intel Core i5
processor and 8 GB 2133 MHz LPDDR3 RAM. The case study considers three potential locations each
for biomass sources, coal sources, pre-treatment/storage facilities, and coal power plants considered
over three time periods. The biomass considered is rice straw. The resulting model has 656 continuous
variables, 164 integer variables, and 425 constraints. Figure 2 illustrates the exponential increase in
solution times (expressed in seconds) as the number of potential locations in each echelon is increased
from 2 to 5. As the number of nodes in each echelon is increased even further, it is expected that the
computation times will also increase following the same trend. Although the model seems complex,
it can be easily implemented with most commercially available solvers. The data inputs required to
run the model are also typically available to the user. Parameter values were used based on various
literature sources.

The electricity demand and supply of biomass and coal are given in Table 2. The bulk density,
moisture content, and ash content of raw biomass, particularly rice straw, from each source are
summarized in Table 3. The higher heating value of rice straw is 18 MJ/kg. Data on rice straw properties
were adapted from Liu et al. [27] and Kargbo et al. [28]. The improvement effectiveness for ash
and moisture content, and resulting bulk density of each pretreatment facility are shown in Table 4.
Table 4 also gives the amount of damage in biomass when it is stored, and the storage capacity in each
pretreatment facility. The damage factor for transporting raw and pretreated biomass are 0.10 and 0.05,
respectively, while moisture content increases by 0.10 due to storage. Additionally, the initial processing
capacity of the pretreatment facilities is 500 kt. The displacement, ash content, and moisture content
limits of each power plant are given in Table 5. Upper and lower coal displacement limits are strictly
enforced in the power plants. On the other hand, the feedstock may violate the maximum preferred
ash content and allowable range for moisture content, but this would lead to negative consequences on
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equipment efficiency; thus, they act only as soft constraints. Input parameters for coal composition are
summarized in Table 6 and were adapted from Bains et al. [29]. The distances between biomass sources
and pretreatment facilities, pretreatment facilities to power plants, and coal sources to power plants
are shown in Tables A1–A3 of the Appendix A. The weight and volume capacities are 450 kt and 75 m3

respectively. Costs to purchase biomass and coal, and to retrofit each coal power plant for co-firing are
given in Table A4. Power plant associated costs are summarized in Table A5, while costs associated
with processing and storing biomass in pretreatment facilities are given in Table A6. Transportation
costs are assumed to be US$ 18/km-kg. Lastly, Table A7 summarizes the emissions from biomass
pretreatment, transporting biomass, and the combustion of biomass and coal. Cost and emissions
parameters were adapted from the studies of Griffin et al. [14] and Mohd Idris et al. [13] respectively.

Figure 2. Solution Time of Varying Model Sizes.

Table 2. Supply and Demand Parameters.

Period 1 Period 2 Period 3

Demand (MJ) 47,000 48,500 49,000

Biomass Supply (kt)

B 1 800 900 1050
B 2 1000 750 1200
B 3 1200 1050 850

Coal Supply (kt)

C 1 1550 1350 1000
C 2 800 1000 900
C 3 3000 2250 2500

Table 3. Biomass Quality Parameters.

Bulk Density (kg/m3) Moisture Content (% wt.) Ash Content (% wt.)

Period 1 Period 2 Period 3 Period 1 Period 2 Period 3 Period 1 Period 2 Period 3

B 1 50 30 55 17 18 20 17 18 20
B 2 35 40 40 25 20 19 25 20 19
B 3 60 70 55 18 23 22 18 23 22

Table 4. Pretreatment Facility Characteristics.

Ash Moisture Bulk Density (kg/m3) Storage Damage Factor Storage Capacity (kt)

PF 1 65% 35% 25 2 1350
PF 2 76% 52% 20 7 1000
PF 3 54% 67% 30 5 2250
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Table 5. Power Plant Facility Characteristics.

Displacement Limits (%) Ash Content (% wt.) Moisture Content (% wt.)

PP 1 [0, 40] 0 [10, 12]
PP 2 [0, 45] 0 [10, 12]
PP 3 [0, 40] 0 [10, 12]

Table 6. Coal Quality Parameters.

Bulk Density (kg/m3) 78.5
Lower Heating Value (MJ/kg) 30

Ash Content (% wt.) 5
Moisture Content (% wt.) 9

The relationship between conversion equipment efficiency, feedstock property violations and total
feedstock processed is modeled with an arbitrary function for the model validation. An exponential
decay function is used as in Equation (38):

λlt = constant−(m
+
lt +m−lt+a+lt +Qlt) (38)

Statistical experiments support that the negative exponential function may be used to describe
the performance degradation of equipment. The specific behavior of degradation differs between
each unit of equipment and, as a result, would have a unique combination of input parameters to
accurately predict behavior. These parameters may be obtained through exponential regression [30].
An exponential decay function with a base that is between 0 to 1 will return decreasing values as the
exponent variables increase. Efficiency will begin at 1 when the exponent is 0 or when no feedstock
property violations have been made and/or no feedstock has been handled by the power plant yet.
The efficiency value will then decrease, approaching 0 as the exponent increases. The constant dictates
the rate of decrease per unit increase in the exponent variables. The higher the constant is, the faster
the rate of decrease will be. As shown in Figure 3, the decrease in efficiency is more significant when
the constant used is 4 compared to when the constant is equal to 2. For the purpose of validating the
model, a hypothetical system is captured, and the constant for the negative exponential function was
set to 2.

Figure 3. Conversion Efficiency Function Graphs.

The results are presented in three parts, namely where each sub-objective is optimized separately,
followed by the complete model run. Running the model wherein each objective is minimized
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individually is necessary to obtain the potential and worst values for cost and emissions needed in the
full model run.

5.1. Base Case

5.1.1. Minimizing Cost

In minimizing the cost component separately, model results show a bias towards using only
coal to satisfy the demand for energy as presented in Figure 4. This is because coal is relatively
cheap compared to biomass, especially when considering transportation and storage requirements,
pre-treatment costs, and investment costs for retrofitting existing coal power plants. Furthermore,
using biomass, which are not within machine specifications, decreases conversion efficiency which
then requires more feedstock to satisfy demand. However, optimizing the network based solely on
minimizing costs sacrifices the environmental objective as shown in Table 7.

 
Figure 4. Minimum Cost Network.

Table 7. Comparison of costs and emissions objective performances.

Potential
Minimizing

Cost
Minimizing
Emissions

Complete Model Run

Efficiency

Cost (Million US$) 45,959.97 45,959.97 360,920.00 80,859.36 0.8892
Emissions (kt CO2) 3491.29 4858.40 3491.29 3642.78 0.8892

5.1.2. Minimizing Emissions

On the other hand, when the environmental objective is optimized solely, more biomass is
purchased and used in all existing coal power plants to prevent incurring the much larger emissions
from coal firing as shown in Figure 5. However, cost inflates significantly (Table 7) because of several
reasons. Transporting biomass is relatively more expensive because of its inherent properties, in
addition pre-treatment will also have associated fixed and operating costs. Without regard for costs, all
the pre-treatment facilities are opened depending on the pre-treatment process and effectiveness of
each facility most suited to the initial quality of the biomass. In addition, the use of more biomass
results in efficiency loss in the equipment leading to the purchase of more fuel to reach demand. This is
why significant increases are seen in fuel use in the second and third periods.
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Figure 5. Minimum Environmental Emissions Network.

Optimizing each objective as single optimization models reiterate that a compromise must
be found between the two conflicting objectives. One objective should not be minimized too
much that no attention is given to the other. Considering only economic costs in optimizing the
network result to a scheme where crucial investments and processes are disregarded to reduce costs,
significantly compromising environmental sustainability. Similarly, when the system is optimized
solely on environmental performance, costs are dramatically increased which may make the solution
impractically expensive.

A goal programming approach is used to address this and achieve a solution that balances the
two objectives. Each sub-objective–the economic and environmental–are optimized as single objective
models and the results are recorded. The desirability levels of the objectives are computed for by
dividing the actual improvement achieved by the potential improvement. In this case, the potential
improvements for cost and environmental emissions are Million US$ 314,960.03 and 1367.1058 kt
CO2, respectively, based on the values shown in Table 7. The minimum between two efficiencies are
maximized to obtain a solution that balances the minimization of costs and emissions.

5.1.3. Full Model Run

As shown in Table 7, simultaneously optimizing both objectives allow the system to reach efficiency
ratings closer to each other, both objectives getting 0.8892 desirability levels. Figure 6 also show a more
manageable network configuration. In an effort to control both costs and emissions, biomass is used by
the system and only two pre-treatment facilities are opened. Less biomass is used compared to when
only the emissions were minimized. Only two of the three coal power plants are retrofitted for co-firing.
Because less biomass is used, the decrease in boiler efficiency is slower. As a result, when comparing
the fuel usage of the optimal network and the network which optimized the environmental aspect only,
the increase across periods is not as dramatic. Aside from this, overall fuel usage is also less because
a lower biomass-to-coal blend ratio means that the lower heating value of the feedstock is higher,
resulting in a higher electricity yield. In addition, only two pre-treatment facilities are chosen to avoid
the additional costs needed to operate more pre-treatment facilities. This required the model to choose
the facility which costs the least to operate but resulted in the best improvements in biomass properties.
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Figure 6. Optimal Biomass Co-firing Network.

6. Scenario Analysis

6.1. Impact of Feedstock Properties Consideration

The model was optimized without considering feedstock properties and compared to the results
of the proposed model to demonstrate the impact of these considerations on a biomass co-firing
supply chain, particularly on storage, transportation, and pretreatment decisions, and conversion yield.
The resulting network is presented in Figure 6.

The optimized network without quality considerations (Figure 7) is compared to the optimal
network obtained from the model proposed in this work (Figure 6). Without the consideration of
biomass and coal properties in the network, biomass is sourced only from two locations and only two
coal power plants are activated. Less fuel is used by the network because no damage occurs to the fuel
during storage and transport and coal power plant conversion equipment does not experience any
changes in yield or capacity. Thus, the supply and capacity of two biomass sources and two coal power
plants are already enough to satisfy the demand for power in each period. Selecting where to source
biomass is based only on distance and costs, unlike in the proposed model where the properties of the
biomass from each source is also a factor in this decision. Similarly, pretreatment facilities/processes
are chosen based on distance and pretreatment costs instead of their effectiveness in improving the
qualities of the biomass. The amount of inventory held across periods is reduced also because the cost
of purchasing and pretreating biomass remains relatively stable, so there is no need to keep inventory.
On the other hand, the proposed model chooses to hold inventory on certain periods to avoid periods
where the quality of the biomass is worse. In addition, only one of the two active coal power plants
are retrofitted for co-firing. The system becomes less careful with distributing the amount of biomass
usage among coal power plants, as it no longer has to avoid possible deterioration in conversion
equipment and variations in the lower heating value of the mixed fuel. As such, in an effort to reduce
transport and retrofitting costs, as well as transport emissions, biomass is only transported and used
in one of the two active coal power plants. The model which overlooks quality related issues also
has significantly lower costs (Million US$ 40,150.17) and emissions (2209.40 kt CO2). The graphs in
Figure 8a,b illustrate the components of costs and emissions for both optimized models.

Without considering biomass quality, costs are lowered in all of its components–purchase,
transport, pretreatment, combustion, holding, and capital costs. As explained earlier, this is because of
the significantly decreased fuel that flows through the system. Transportation costs are also decreased
because the bulk density of the biomass and coal are not accounted for, which entail difficulties in
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transporting material (e.g., requiring additional trips). Similarly, emissions are considerably lower in
this scenario because of the same reasons.

 
Figure 7. Optimal Biomass Co-firing Network without Quality Considerations.

  
(a) (b) 

Figure 8. Breakdown of (a) costs and (b) environmental with and without Quality Considerations.

Although this scenario achieved better performance for the financial and environmental objectives,
it is an inaccurate and unreliable model of a biomass co-firing network, and will not be useful as a
planning or management tool.

6.2. Biomass Properties

Biomass properties show to be a significant consideration in the modelling of biomass supply
chains because it influenced network decisions across all activities in the supply chain. Changes in the
properties of the biomass may cause an impact in the way the biomass co-firing network is constructed,
consequently affecting the network’s financial and environmental sustainability.

The biomass properties were improved and worsened across all periods in two different scenarios
and are compared with the base scenario. In the improved properties scenario, moisture content and
ash content are decreased by 20%, while bulk density is increased by 20%. On the other hand, biomass
properties are worsened by increasing moisture content and ash content by 20%, and reducing bulk
density by 20%. The cost and environmental emissions performance for the two scenarios and the
baseline scenario are shown in Figure 9.
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(a) (b) 

Figure 9. Breakdown of (a) costs and (b) environmental when Biomass Properties are Varied.

It can be observed that costs and emissions increase as the properties of biomass worsen.
The improved properties scenario yielded the least cost and environmental emissions, while the
worsened properties scenario resulted in higher costs and emissions.

The breakdown of costs is analysed in Figure 9a to understand why costs increased as properties
worsened. With worse biomass quality, efficiency loss experienced by the conversion equipment in
coal power plants also worsen, requiring the system to purchase and use more fuel. This increases
all cost components, such as fuel purchase costs, transport, pre-treatment, and combustion costs.
Transportation costs also increase because of the worse bulk density of the biomass, requiring multiple
deliveries. On the other hand, as properties improved, the system would have to rely on less fuel
overall because the power plants experience less loss in efficiency. Thus, less biomass and coal are used
to reach the required amount of electricity. However, it is noticeable that when properties are worsened,
biomass purchase increases only slightly, while the increase in coal purchase is more pronounced.
This is because the model attempts to control the damage biomass causes on the conversion equipment
and the additional costs needed to handle biomass by diluting biomass properties with more desirable
coal properties.

Likewise, Figure 9b also shows an overall increase in environmental emissions as biomass
properties worsen. For similar reasons, all components of environmental emissions increase due to the
need to process more fuel. Combustion emissions due to coal increases because the model chooses
between the corrosion in boiler equipment, which will require additional fuel and cause harmful
emissions, and the emissions from burning coal.

Another set of scenarios are analysed. Particularly, a scenario wherein biomass properties are
worsened only in the second period and where properties are improved only in the second period.
The properties are enhanced and worsened by 50% from their original value.

When biomass properties are relatively stable across periods, storage of the biomass is avoided
because it damages the biomass. However, when biomass properties experience increased moisture
content, for example during wet season, and increased ash content, purchases are done during earlier
periods with sufficient quantity and appropriate quality and stored for future use. When moisture
content and ash content were higher and bulk density was lower in the second period, purchase
during this period decreased significantly. Instead, the biomass to be used on the second period were
purchased during the first and stored. The additional amount purchased in period 1 allotted an extra
amount to account for deterioration and loss due to transport and storage. As a result, purchase,
transport, and pre-treatment costs and emissions increase because of the additional biomass purchased
in period 1, holding costs also increase to store biomass. Changes to combustion costs and emissions, as
well as the efficiency loss experienced by the equipment are negligible because the original properties
in period 2 are only slightly different from period 1. The optimal network for this scenario is shown in
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Figure 10. In the same way, when the properties in period 2 are made significantly better relative to
period 3, the model chooses to purchase biomass for period 3 during the second period (Figure 11).

 
Figure 10. Optimal Network for Worse Biomass Properties in Period 2.

 
Figure 11. Optimal Network for Improved Biomass Properties in Period 2.

7. Conclusions

A MINLP model for optimizing a biomass co-firing supply chain network has been developed,
which integrates feedstock properties considerations while simultaneously minimizing economic costs
and environmental emissions through goal programming. This model incorporates the impact of
feedstock, transportation, and pre-treatment requirements. Changes in biomass properties as it moves
through the network are accounted for, together with the impact of feedstock properties on conversion
yield and equipment degradation. The inclusion of these in the model showed to be an important
enhancement to traditional models because decisions on how much and when to source biomass
and coal, and the use of pretreatment facilities, storage, and combustion in coal power plants were
considerably affected by the said considerations.
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Minimizing either the financial or environmental objective individually emphasized the conflicting
nature of the two objectives. Simultaneously optimizing both objectives created a network which
balanced performance on both objectives.

It was also shown that without considerations for feedstock properties, costs and emissions were
artificially decreased, leading to the purchase of insufficient fuel and combustion of inappropriate fuel
which may result in damage or loss in efficiency of the equipment. Hence, the model proposed in this
study is a better fit to design and manage a biomass co-firing network.

Extensions on this research may consider biomass quality and availability as uncertain parameters
in a robust multi-objective optimization model. Precise data regarding the quality of the feedstock
is not readily available, and any error in estimation requires operational adjustments to be made.
As feedstock quality has been proven to be an important inclusion in biomass co-firing networks,
these networks should be made robust to such uncertainties. Additionally, this study assumes that
the network’s nodes are all functional and benign; however, in reality, the presence of faulty and
uncooperative components must be considered [31]. Lastly, the parameters used in the validation of
the proposed model may be considered too optimistic and difficult to match in real market. Thus,
the application of the model to real-world problems may be explored, along with efficient solution
strategies for the resulting large-scale problems.
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Appendix A

Table A1. Distance between Biomass Sources and Pretreatment Facilities in km.

PF 1 PF 2 PF 3

B 1 15 20 25
B 2 25 20 20
B 3 25 18 17

Table A2. Distance between Pretreatment Facilities and Power Plants in km.

PP 1 PP 2 PP 3

PF 1 10 17 9
PF 2 15 20 15
PF 3 18 18 18

Table A3. Distance between Coal Sources and Power Plants in km.

PP 1 PP 2 PP 3

C 1 15 15 15
C 2 10 15 12
C 3 15 20 18
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Table A4. Biomass and Coal Purchase Costs and Retrofitting Costs.

B 1 B 2 B 3

Biomass Price (US$/kg) 2.5 1.75 1.5

C 1 C 2 C 3

Coal Price (US$/kg) 3 1.75 2

PP 1 PP 2 PP 3

Retrofitting Cost (US$) 5000 7000 4300

Table A5. Power Plant Costs.

Fixed Operating Cost (US$) Fixed Biomass Option (US$)

Period 1 Period 2 Period 3 Period 1 Period 2 Period 3

PP 1 350 300 350 20 24 35
PP 2 300 450 375 60 45 30
PP 3 385 375 385 35 30 45

Biomass Combustion Cost (US$/kg) Coal Combustion Cost (US$/kg)

Period 1 Period 2 Period 3 Period 1 Period 2 Period 3

PP 1 2 3 1.5 2 2.25 2.5
PP 2 5 4 1 3 2.75 2.8
PP 3 4 3.5 5 2.6 2.5 3

Fixed Expansion Costs (US$) Unit Expansion Costs (US$/kg)

Period 1 Period 2 Period 3 Period 1 Period 2 Period 3

PP 1 300 295 325 1 1 1
PP 2 500 375 350 1.25 1.25 1.5
PP 3 475 388 420 1.75 1.5 1

Table A6. Pretreatment Facility Costs.

Fixed Operating Cost (US$) Biomass Pretreatment Cost (US$/kg)

Period 1 Period 2 Period 3 Period 1 Period 2 Period 3

PF 1 50 75 80 3 1 1.5
PF 2 80 69 78 2 2 2
PF 3 68 80 75 1.7 2.15 1.85

Fixed Expansion Costs (US$) Unit Expansion Costs (US$/kg)

Period 1 Period 2 Period 3 Period 1 Period 2 Period 3

PF 1 200 350 300 1 1.25 1.5
PF 2 500 400 450 1.75 1.5 1.1
PF 3 200 375 425 1.25 1 1.35

Fixed Holding Costs (US$) Unit Holding Costs (US$/kg)

Period 1 Period 2 Period 3 Period 1 Period 2 Period 3

PF 1 50 35 75 0.5 0.15 0.3
PF 2 100 65 45 0.15 0.2 0.25
PF 3 50 50 50 0.3 0.25 0.2

Table A7. Emissions Parameters.

Biomass Pretreatment Emissions 0.03 kg CO2/kg
Transportation Emissions 0.12 kg CO2/km
Biomass Combustion Emissions 0.08 kg CO2/kg
Coal Combustion Emissions 0.50 kg CO2/kg
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Abstract: Prerequisite for an efficient cooling energy system is the knowledge and optimal combination
of different operating conditions of individual compression and free cooling chillers. The performance
of cooling systems depends on their part-load performance and their condensing temperature, which
are often not continuously measured. Recorded energy data remain unused, and manufacturers’ data
differ from the real performance. For this purpose, manufacturer and real data are combined and
continuously adapted to form part-load chiller models. This study applied a predictive optimization
algorithm to calculate the optimal operating conditions of multiple chillers. A sprinkler tank offers
the opportunity to store cold-water for later utilization. This potential is used to show the load
shifting potential of the cooling system by using a variable electricity price as an input variable to
the optimization. The set points from the optimization have been continuously adjusted throughout
a dynamic simulation. A case study of a plastic processing company evaluates different scenarios
against the status quo. Applying an optimal chiller sequencing and charging strategy of a sprinkler
tank leads to electrical energy savings of up to 43%. Purchasing electricity on the EPEX SPOT market
leads to additional costs savings of up to 17%. The total energy savings highly depend on the weather
conditions and the prediction horizon.

Keywords: cooling system; mathematical optimization; machine learning; flexible control technology

1. Introduction

Generation of cold utility for industrial processes consumes about 9% of the net electricity in
Germany, with similar trends in other countries, and an overall chiller energy efficiency ratio (EER) of
less than two [1]. Cold utility systems encompass cooling towers (evaporative coolers), air coolers, and
refrigeration. Air coolers incur near-zero running costs (i.e., “free cooling chiller”), cooling towers
require water make-up and chemicals, while refrigeration is normally driven by electricity with
substantial running expenses that are approximately one order of magnitude higher than a cooling
tower system. Maximizing the use of the lowest-cost utility saves running costs and high-quality energy,
reducing environmental burdens. The ongoing digitization of many processes in the industry enables
the potential to automate and optimize the operation of cold utility units. Coupled with an efficient
and flexible utility system, a site can achieve substantially highier levels of system efficiency. Critical
to this vision is linking sectors—e.g., process heating and cooling and electricity grid—combined
with technologies, processes, and control systems to collect and analyze the data and implement
complex energy optimization methods. Prerequisite for an efficient cooling system is the knowledge
and the optimal combination of different operating and performance conditions of individual chillers.
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The performance of cooling systems depends on their part-load performance and their condensing
temperature, which are often overlooked and not continuously measured. Manufacturer performance
data often substantially differ from in-plant performance [2].

The optimized operation of refrigeration units in combination with a complex control algorithm
can improve the energy efficiency of cooling systems when implemented. Clausen et al. [3] show
that the coupling of optimization and simulation of parcel sorting plants lead to efficiency increases.
Dynamic simulations support both the validation of efficiency concepts prior to implementation and
model-based optimization. Augenstein [4] discusses that a linear optimization of the chiller deployment
strategy reduces power consumption by 11%. At the same time, there is also optimization potential for
specifically adapted expert control strategies in the sequencing of refrigeration systems. Rule-based
controls show a good performance for specific systems under normal conditions [5]. Changes in
boundary conditions lead to nonlinear behavior of equipment, and equipment degradation can shift
the optimum operating set-points and control of a plant over its life cycle [6].

Several approaches are reported in the literature to optimize cooling system operations. Hovgaard
et al. [7] use the example of a supermarket refrigeration supply to show that electrical energy savings
of 9%–32% are possible with the help of model predictive control (MPC) with a thermal storage
system, predicting the changing load and taking into account varying energy prices. Braun [8] reduced
the energy consumption with a component-based and system-based optimization algorithm and
correlated the power consumption of the chillers, condenser pump, and cooling tower fans with a
quadratic function. Olson et al. [9] describe a mathematical approach to the distribution of loads over
several chillers to minimize energy costs. Many different methods for optimal chiller sequencing
control have been investigated. Some examples are the branch-and-bound method [10] dynamic
programming [11], gradient method [12], genetic algorithms [13], simulated annealing [14], and the
particle swarm optimization [15]. These methods generally perform well in a simulation environment.

One of the challenges with practical implementation is system dynamics leading to exponentially
increased computational demand. To reduce computing time for dynamic optimization, Powell et al.
split up the problem solving into a dynamic one for the total load at each time step and a static one
for the optimal chiller loading. For a 24 h time horizon, the energy savings are around 9.4% and the
energy costs savings are 17.4%. [16] A literature review reveals that the energy-saving potential varies
between 5% [17] and 40% [18] depending on the case study.

Another important factor is the availability of cold storage for a cooling system. Kapoor et al. [19]
show that implementing a 15,000 m3 cold-water storage tank could result in a cost saving of 13%. Cold
energy storage presents an opportunity to reduce costs by shifting loads. Cole et al. [20] use an MPC
with thermal energy storage and variable electricity prices for peak and off-peak hours to reduce the
electrical energy consumption and the operating costs for the cooling system of one building. In the
best case, the annual costs are reduced by around 42% while the total energy usage increases by more
than 6%. Kircher and Zhang [21] investigate the cooling strategy of an office building with ice and
chilled water storages using an MPC and demand response incentives. The optimization horizon is
limited to one day, and the non-linear part-load performance of the chillers is neglected. Ma et al. [22]
show that an MPC implementation for a building cooling system considering a storage tank, cooling
towers, condensing, and evaporation temperature increases the plant coefficient of performance (COP)
by around 19%. A direct charging and discharging of the storage by the cooling tower is not analyzed.
With a similar idea to the current study, Soler et al. [23] present a performance optimization of a district
cooling network with eight chillers and a thermal storage tank for a one day period, assuming the
use of chillers according to their efficiency rating and best performance in full load. For minimizing
shut-downs and start-ups, no-increase/no-decrease constraints are added.

Many production sites use cold-water storage tanks to smooth the cooling load profile but not
for load management and load shifting. A sprinkler tank contains a high volume of water for use
in emergencies such as extinguishing fires. There is an opportunity to utilize the sprinkler tank
for cold-water storage with load shifting while maintaining a minimum water level for emergency
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operations. Using a free cooling chiller (i.e., cooling by air or cooling water from a cooling tower) offers
the opportunity to provide cold water with a higher energy efficiency compared to a compression
chilling machine. However, if ambient temperatures equal or exceed the cold water set point
temperature, the free cooling chiller is no longer effective. Extending the operation hours of the free
cooling chiller and reducing compression chiller’s could save a significant amount of electrical energy.
This needs a complex pre-charge and discharge control for the cold-water storages. To this end, a mixed
integer linear optimization (MILP) algorithm is advantageous.

In practical applications, the performance is highly dependent on the accuracy of the performance
models and the effectiveness of the convergence of the optimization algorithm. As demonstrated in the
literature review, a current gap is a lack of properly accounting for in-plant chiller performance and
considerations for how performance changes through its lifetime. This weakness can be compensated
by implementing continuous self-learning performance models and linking the optimization algorithm
and dynamic simulations including part-load (off-design).

The aim of this study is to develop and apply a predictive optimization algorithm for multiple
compression chillers, a free cooling chiller, and a sprinkler tank as a cold-water storage tank considering
part-load system operation under a dynamic simulation to improve overall energy cost efficiency.
The algorithm extends the work of Peesel et al. [2], who introduced a predictive simulation-based
optimization for a food processing factory, calculating electricity savings of up to 23% per year.
The novelty of this study is the evaluation of the interdependency between part-load ratio, variable
electricity prices, and a sprinkler tank using data from an industrial energy monitoring system.
Furthermore, the influence of the prediction horizon and the ambient temperature on the optimization
result is evaluated. The modeling of the utilities, the load profile of cold water, and the framework
conditions are based on the energy data of a plastics processing company. For the performance curves
of the utility, a continuous self-learning model is used. Additionally, the initial states of the optimization
are reset by the simulation results of the previous timestep. The combination of the linear optimization
and the dynamic simulation gains the advantages of both methods. This results in more realistic
and accurate results for the energy and costs-saving potential of the predictive simulation-based
optimization. The developed optimization algorithm is applied to case studies of plastic manufacturers
in Germany and Spain to demonstrate its potential.

The remainder of the article is structured as follows. Section 2 presents the general approach of
the optimization, the data pre-processing, modeling of the performance curve, and the simulation
model. The case study of a plastic processing company is introduced in Section 3. This is followed
by the explanation of the results, including the influences of the prediction time horizon, ambient
temperature, and variable electricity price, in Section 4. The conclusion is presented in Section 5
together with an outlook for further research.

2. Method and Simulation Model

This section describes the overall method and simulation modeling approach of the systems
using a model-based predictive optimization considering the individual operating performance of the
refrigeration supply system by continuously self-learning performance curve models. Figure 1 shows
the general optimization method with the energy data from an industrial plant and the self-learning
performance curve models. The scheme of the simulation-based optimization is also visualised.
The method extends the work of Peesel et al. [24] and comprises four steps. The first step includes
collection and pre-processing of the data. The input conditions include the ambient temperature,
the residual load, and the electricity price for the production site. At this point, a forecasting model
for the weather or the cooling load can be integrated. Weather forecasts are common, whereas load
forecasting has been attempted, for example, by statistical methods [25], artificial neural networks [26],
and support-vector machines [27]. The energy monitoring system collects the operating data of the cold
utility system for all production states. The second step is the modeling of the continuous self-learning
performance models for the utilities. This is followed by the predictive optimization for the sequencing
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of the different chillers. The last step is the simulation of the complete utility system. The different
steps are explained in more details in the subsequent subsections.

 

Figure 1. Simulation-based optimization scheme.

2.1. Data Pre-Processing

Energy and performance data of an energy monitoring system often contain some obvious outliers
and incorrect values. This requires pre-processing the data to remove these unusable values and
extract the reliable data, such as for cold water temperature (Tcold), condensing temperature (Tcond),
part-load ratio (PLR), energy efficiency ratio (EER), electrical power (Pel), and thermal energy flow
(

.
Qcool). The definition of the EER and the PLR are defined by Equations (1) and (2).

EER =

.
Qcool

Pel, CC
(1)

PLR =

.
Qcool

.
Qcool, max(Tcond)

(2)

The data pre-processing is split into two steps—data preparation based on system behavior and
the application of statistical methods. The binary operating state is the variable that helps filter data
for times, such as when plants are shut-down. These are up to 50% of all values, depending on the
time span of the data such as weekly, monthly, or annual data records. Data during plant shut-downs
measure electrical power values <1 kW for the chillers in standby, while cooling load data are often
erroneous due to thermal inertia in the fluid. By including these data in the characteristic curve
generation, an extremely high EER value results that misrepresents the actual situation. A physical
method to remove outliers of the EER is the comparison of the ERR calculated from the measurement
data with half of the ideal Carnot efficiency. Other important logical criteria are both the chillers’
total electrical power consumption and their transferred cooling capacity. Measured values for these
variables must not assume negative values and be lower than the nominal electrical power and cooling
capacity at the lowest condensing temperature stated by the manufacturer.

Statistical methods are used to identify incorrect values that pass through the analysis of system
behavior. The filtering of values is performed for values smaller than a percentile (1% or 5%) or greater
than a given percentile from 95% or 99%. This method is also applied to the rate of change of the
recorded measurements to filter out extreme changes, especially for values of the electrical power.
A special method is a classification from the minimum to the maximum condensing temperature into
one Kelvin class. For this transformation, a matrix approach is used. The direction vector with the
largest standard deviation is determined for each classified data matrix for PLR and EER. Outliers are
determined in linear or non-linear data point distributions. The vector of the largest scatter indicates a
transformed coordinate system for the size pairs of EER and PLR. In this coordinate system, further
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outliers are identified by the interquartile distance (IQR). In statistical studies, 1.5 times the IQR is
often used to identify outliers. The analysis of energy monitoring data of six different compression
chillers in three sites by the authors shows that this must be selected much smaller to filter out data.
In this work, 0.5 times the IQR is used. The distribution of the data points in the respective classes is
decisive for filtering out the values. The various methods are run through one after the other, starting
with the method that takes the least time to calculate and filters out the most values. The order is
important to minimize the total computation time. After the data pre-processing, the scattering and
the number of large outliers for different measured variables were considerably reduced, shifting the
median mainly due to the removal of the measured data in the switched off state. The change in the
measured values after data pre-processing is shown in the following Figure 2.

Figure 2. (a) Data overview before and after data pre-processing for the electrical load of chiller 1;
(b) data overview before and after data pre-processing for the thermal load of chiller 1.

2.2. Continuous Self-Learning Performance Modeling

After the data pre-processing, the modeling of the load performance curve models is performed.
For the free cooling chiller, a second order linear regression model is used. Since the data pre-processing
shows that measurement data are available in sufficient quantity and for all operating states, only
interpolations are necessary. The following Equation (3) with the regression coefficients Bx defines
the model:

EERFC = B0 + B1· PLRFC + B2· Tamb + B3· PLR2
FC + B4·PLRFC ·Tamb + B5· T2

amb (3)

The EERFC of the free cooling chiller is dependent on the PLR and the ambient temperature (Tamb )
for a fixed cold-water supply temperature. For the optimization, the semi-empirical regression chiller
model—the Gordon–Ng universal model [28]—based on the evaporator outlet water temperature is
used. Equation (4) presents the Gordon–Ng model,

1
EER

= −1 +
Tcond
Tcold

+
−A0 + A1Tcond −A2

(Tcond
Tcold

)
.

Qcool

(4)

where A0, A1, A2 are regression coefficients and
.

Qcool is the cooling load of the chiller. In this study, the
cold-water temperature (Tcold) is kept constant. Tcond is the ingoing condensing temperature of the
compression chiller.

Former studies show that even two structurally identical compression chillers can perform
differently in the same location [29]. This results in a need for empirical models for each utility
operation. In operating areas with a significant quantity of energy data, empirical models describe the
system performance. In other areas, extrapolating semi-empirical models is more accurate. The linking
of physical and empirical modeling ensures an acceptable accuracy in both fields of interpolating
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and extrapolating. For the modeling of the utility, manufacturer and performance data are combined
and continuously adapted to form part-load performance curve models. The existing and new data
points are weighted differently in the continuous self-learning model. In considering changes in
utility performance, recent data are weighted higher. If the characteristic curves are regularly adjusted
over a longer period, the deviation between the previous and new characteristic curve decreases.
The disadvantage of this method is that an irregularity in the measurement system or in the utilities
leads to significant deviations.

For the validation of the Gordon–Ng universal model, the dataset of 1652 data points is split
into a training set (82%) and a validation set (18%). The overall deviation of the EER is 8.3% and the
root-mean-square error (RMSE) is 0.355. This is because of a low quantity of data for low and high PLR
values. Lee et al. [30] show slightly lower values for the validation of the Gordon–Ng universal model.

2.3. Mathematical Model

The optimization is formulated as a mixed-integer linear programming (MILP) problem. Since
the control parameters of the chillers are discrete, the solutions must be integers. The goal of the
optimization is to satisfy the cold-water demand by multiple chilling systems for the next NT timesteps
at the lowest energy costs. The sprinkler tank offers the opportunity to store cold water. This potential
is used to show the load shifting potential of the cooling system by using a variable electricity price as
an input parameter of the optimization. The following equations describe the minimization problem.

min
NT∑
t=1

Ncc∑
n=1

NSt∑
st=1

(costst,n, st · Xt,n,st) + SCt,n · Zt,n (5)

subject to Xt,n,st ∈ {0, 1}, Zt,n ∈ {0, 1} (6)

The different part-load operating states (St) are between 0% and 100%, while the smallest step size
is 1%. The active chilling machines set the lower bound of the operating states and the step size. The cost
term (costst,n,st) includes the costs for each part-load operating state (St) of the chillers. The costs are
calculated by multiplying the electrical power consumption of the chiller by the electricity costs for the
current time step. The electrical power consumption is based on the regression models—Equation (3)
or (4). The number of chillers is defined by Ncc. The number of timesteps (NT) describes the prediction
horizon of the optimization in hours. For example, an NT of 3 by a step size of 3600 s means that the
optimal load distribution is found for the sum of loads of the current hour and the following two hours.
In this paper, the prediction horizon is varied between 6 and 48 timesteps. Additionally, the starting
costs (SC) consider the extra energy demand when starting a machine. SC also helps to prevent an
unnecessary starting and stopping of the machines if the gain in efficiency is very low. The active states
of the chillers are described by Xt,n,st, while Zt,n is the binary on/off-variable.

Tres ·
NT∑
t=2

Ncc∑
n=1

NSt∑
st=1

(CCt,n,st·Xt,n,st) ≤ Qpred + Qplus (7)

Tres ·
NT∑
t=2

Ncc∑
n=1

NSt∑
st=1

(CCt,n,st·Xt,n,st) ≥ Qpred − Qminus (8)

Qplus = mTreturn · cp,water· (Treturn − Tcold) (9)

Qminus = mTcold · cp,water· (Tcold − Treturn) (10)

Equations (7) and (8) describe the constraints for the lower and upper bounds of the optimization.
The total cooling supply by the chillers must be lower or equal to the total cooling demand of all
timesteps (Qpred) and the cooling capacity of the sprinkler tank (Qplus). CC is the cooling capacity of
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the chillers. The cooling capacity of the sprinkler tank Qplus is defined by the product of the mass of
water (m) at the cold water return temperature Treturn, the specific heat capacity of water cp,water, and
the temperature difference of the cold water Tcold and returning water Treturn. The current potential
cooling energy of sprinkler tank Qminus is calculated analogously. By varying the mass of water at
the different temperatures, the cooling capacity of the thermal storage can be changed. Additionally,
the total supply cannot be lower than the total cooling demand minus the current cooling power of
the sprinkler tank. For solving the mixed-integer problem, the Gurobi Optimization 8.1 software is
used [31].

2.4. Simulation Model

The results of the optimization are the control parameters for each chilling machine in the
current timestep. These parameters represent the operating schedule for the simulation. A dynamic
simulation continuously validates the set points in the optimization based on the response and feedback
effects from the system. These include thermal inertia of the cooling system, start-up characteristics,
as well as the physically modeled heat losses of the storage tank. There is also a difference in the
start-up characteristics for a compression chilling machine in the optimization and the simulation.
In the optimization, the full cooling capacity of the chiller is immediately available due to the linear
programming, whereas, in the simulation, the chiller needs a few minutes to ramp to full capacity.
This is modeled by a first-order delay element. Comprehensive measurements have shown that the
ramp time can vary from one to five minutes or even longer for larger machines. During starting time,
the cooling capacity and the energy efficiency of the compression chillers is reduced according to the
part-load of the load performance curve. For part-load values below 20% of the full capacity, the EER
is below two. This compensates overestimated EER by the linear programming and integrates lower
efficiency in starting and shutting down times in the simulation. Therefore, the simulation compensates
the limitation of the linear optimization and verifies the operating schedule. Additionally, the complex
heat loss mechanisms of a storage tank are modeled more accurately in a simulation than in the linear
model. The applied storage model uses the Multi-Node model of the Matlab/Simulink®CARNOT
Blockset. [32] For the calculation of the Multi-Node storage model, the storage volume is divided along
its height into n nodes. In each layer, an ideal mixing is assumed, i.e., the temperature is constant in
the layer element in both the radial and vertical directions. For each layer and each simulation time
step, the balance equation, Equation (11), of the energy transport is solved according to the first law
of thermodynamics.

dU
dt

=
.

H +
.

Qvertical +
.

Qloss (11)

The change in the internal energy, U, describes the change in the temperature, T, of the individual
layers as a function of entering and leaving enthalpy streams

.
H caused by the piston flow in the

tank and charging mass flows, direct vertical heat conduction effects
.

Qvertical through the layers, and
the heat losses

.
Qloss through the container wall. To reduce computational time, the nodes in the

model are limited to two—one for the cold-water supply temperature and one for the cold water
return temperature.

This method eliminates unrealistic starting points. The initial states of the optimization are reset
by the simulation results of the previous timestep. The combination of the linear optimization and the
dynamic simulation enables the advantages of both methods. This results in more realistic and accurate
results for the energy and costs saving potential of the predictive simulation-based optimization.

3. Plastic Processing Case Study

The evaluation of the optimization and the simulation is done by a case study on two plastic
processing companies that produce injection-molded parts for the food sector. The purpose of the
case study is to establish the level of possible energy cost savings for the considered site. The case
study can provide motivation to the site to implement the new optimization approach as well as others
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to follow a similar procedure. This requires high hygiene standards for the production hall. One is
located in Germany and the other in Spain. The variation of the location quantifies the influence of the
ambient temperature on the results of the optimization. The injection-molding machines are cooled
continuously by two different cooling circuits. The mold-cooling circuit is set at a temperature level of
about 14 ◦C and the machine cooling at about 30 ◦C. The relatively high process cooling temperature of
14 ◦C offers the opportunity to integrate free cooling chillers as well as multiple compression chillers.
The refrigeration of the molding circuit is carried out by two air-cooled compression chiller machines
and a free cooling chiller, which is also used for winter relief. Cooling towers provide the cooling to
machine cooling of the plastic processing machines. Moreover, the company has a 900 m3 sprinkler
tank that can be used as a cold-water storage tank at a temperature level of 14 ◦C. The plastic processing
companies often have large warehouses. Fire safety regulations require quick access to a high volume
of extinguishing water. Because of the multiple operational states, the predictive simulations-based
optimization is well-suited for the mold cooling circuit in the plastic processing industry.

In this study, the prediction horizon is varied between 6 and 48 h and the step size is set to 1 h.
The NCC is 3 and the NST varies from 4 for the compression chillers to 10 for the free cooling chiller.
The cooling demand and the ambient temperature are based on the measured data for the year 2017.
For this case study, it is assumed that the forecast for the weather and the cooling demand is perfectly
known in each time step. The cooling demand varies between 0 and 190 kW. The simulation time
(Tres) is equal to the step size. The maximum cooling energy stored in the cooling tank is fixed by
the maximum temperature difference of 3 K and the 900 m3 of water, which results in 3140 kWh.
The costs for the optimization are calculated by the product of the current energy consumption of the
chillers and the current spot market price for electricity. The prices vary between 75 and 200 €/MWh.
The fluctuating price for electricity is also compared to a fixed price scenario. The fixed electricity
price is 160 €/MWh. Table 1 gives an overview of the installed cooling utilities and Figure 3 shows the
scheme of the cooling system of the plastic processing company.

Table 1. Utility system of the plastic processing company.

Utility Quantity
Temperature

Level
Cooling

Capacity
Number of

Stages
Lower
Bound

Step
Size

Air-cooled scroll chiller 2 14 ◦C 200 kW 4 25% 25%
Free cooling chiller 1 14 ◦C 200 kW 10 10% 10%

Cooling towers 2 30 ◦C 250 kW 4 25% 25%
Sprinkler tank 1 14 ◦C 3140 kWh - - -

 
Figure 3. Scheme of cooling system plastic processing company.
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The following Figure 4 visualizes the partial load performance curve of the air-cooled chiller,
according to the Gordon–Ng model, after data processing. The lower the ambient temperature, the
higher the EER because of the lower condensing temperature of the chiller and less energy consumed
by the fan of the condenser.

 
Figure 4. Part-load performance curve for air-cooled compression chiller.

4. Results

The results of the predictive simulation-based optimization are compared in five different scenarios.
The first scenario is the reference case, which is based on the energy monitoring data of the plastic
processing company. In the reference case, the company is located in Kassel, Germany, and has a fixed
price for electricity. In the second scenario, the company is also located in Kassel, and the predictive
simulation-based optimization is applied to it. To quantify the influence of the prediction horizon, it is
varied between 6 and 48 h. To quantify the influence of the ambient temperature on the predictive
simulation-based optimization, scenario 3 is identical to scenario 2, except the company’s location is
changed from Kassel to Madrid, Spain, and the prediction horizon is set to 48 h. Further, scenario 4
shows the influence of an increased ambient temperature of Kassel by 5 K. Scenario 5 is similar to
the second one, except the company purchases its electricity on the EPEX SPOT market and has a
variable price. The focus of this scenario is to analyze the influence that a variable electricity price
has on the operating schedule of the different chillers. In scenario 6, the company is in Madrid and
purchases its electricity from the EPEX SPOT market. Table 2 shows an overview of the different
scenarios and the varied parameters of the simulations. The cooling demand for the molding cooling
circuit is in all scenarios identically, since hygiene standard forbids any window opening, and therefore
the production hall is air-conditioned to a required temperature of 21 ◦C.

Table 2. Overview of simulated scenarios and parameters.

Scenario Location
Prediction

Horizon (h)
Electricity

Price
Optimization

1. Reference case Kassel None Fixed 16 ct/kWh No
2. Prediction horizon Kassel 6–48 Fixed 16 ct/kWh Yes

3. Ambient temperature Madrid 48 Fixed 16 ct/kWh Yes
4.Ambient temperature + 5 Kassel + 5 K 48 Fixed 16 ct/kWh Yes
5. Flexible electricity price Kassel 48 EPEX SPOT market Yes

6. Ambient temperature and
flexible electricity price Madrid 48 EPEX SPOT market Yes
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4.1. Prediction Horizon

Figure 5 shows the different operating hours of the three chillers for a prediction horizon n between
6 and 48 h. The bottom bar represents the operating hours of the free cooling chiller. The ascending
bars show operating hours of the first compression chiller for each stage and the top bar refers to the
second compression chiller. Stage 4 of chiller one and stages 2–4 of chiller two are not used in any of
the four cases.
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Figure 5. Operating hours of chillers in different stages for varying prediction horizons.

It illustrates that the increase in hours of the prediction horizon leads to a rise of the operating
hours of the free cooling chiller and increases the operating hours of the two compressions chillers in
stage one. The influence on the operating schedule is discernible.

Due to the better efficiency of the free cooling chiller compared to the compression chillers, the
electrical energy consumption decreases proportionally to its operating hours. In comparison, the
reference case with standard control is also visualized. Figure 6 illustrates the total energy consumption
for the four cases, with differing prediction horizons in scenario 2, the reference scenario, as well as the
average EER for the year. The results show that the optimization reduces electrical energy consumption
by around 38% (N6–N24). A prediction horizon of n = 48 decreases the electrical energy demand by
another 5% because of the better charging and discharging strategy of the sprinkler tank.

Figure 6. Energy savings and energy efficiency ratio (EER) comparison for varying prediction horizons.
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The difference in energy efficiency and the different operating hours of the free cooling chiller and
the stages of the compression chillers result from the charging and discharging strategies based on the
different prediction horizons. Figure 7 shows the charge level of the storage tank for the low supply
temperature at 14 ◦C (black line) depending on the time of the year in hours for the four different
prediction horizons. The charge level of the high temperature water of 17 ◦C is the mirror image of it.
A prediction horizon of 6 or 12 h results in a minor usage of the energy storage potential of the tank.
In the case with a prediction horizon of 24 h, the storage is charged and discharged over 50% of its full
capacity in the first and fourth quarter of the year. The full capacity of the storage is used in the case
with a prediction horizon of 48 h.

 
Figure 7. Charge level of the storage tank for varying prediction horizons.

The complete charging and discharging of the tank increase the running hours of the free cooling
chillers (Figure 5). With a long prediction horizon, the tank is pre-charged when ambient temperatures
fall below 11 ◦C and discharged in times of high ambient temperatures, minimizing the load on the
compression chillers and even placing them in standby mode. This strategy leads to the extra 5%
saving potential by extending the prediction horizon to 48 hours.

4.2. Influence of Ambient Temperature

The efficiency of the free cooling chiller and the air-cooled compression chillers depend on the
ambient temperature. Lower ambient temperatures allow lower condensing temperatures, resulting in
better efficiency. If the ambient temperature is higher than 11 ◦C, the free cooling chiller does not provide
the required cold-water supply temperature. Both effects have an influence on the energy-saving
potential of the predictive simulation-based optimization. Hence, in scenario 3, the plastic processing
company is moved to Madrid, Spain, to have a different ambient temperature profile. In scenario 4,
the German temperature profile is lifted by 5 K. Figure 8 shows the total energy consumption and
EER for one year in comparison to the reference case and scenario 2. All optimizations are based on
a prediction horizon of 48 h, since the previous analyses in Section 4.1 conclude that this is the best
horizon to maximize energy savings.

The change in the ambient temperature reduces the energy-saving potential for Madrid to 23%
and, for scenario 4, to 19% compared to the reference case. Because of reduced running hours of
the free cooling chiller in scenarios 3 and 4, the energy efficiency is significantly lower compared
to scenario 2. However, the analysis of the different ambient temperatures also shows that the
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predictive simulation-based optimization together with the sprinkler tank reduces the electrical energy
consumption in warmer regions. Although the energy-saving potential is reduced for warmer ambient
temperatures, there is still a significant reduction compared to the reference case.

Figure 8. Energy savings and EER comparison for different ambient temperatures.

4.3. Variable Electricity Prices

In the previous scenarios, the electricity price for the plastic processing company is fixed to 16 euro
cent/kWh. In scenarios 5 and 6, the electricity procurement is via the day-ahead exchange market in
Germany. All taxes, costs, and the German renewable energy levy are included in the model. To benefit
from purchasing electricity with a variable price, it is required to shift loads. The sprinkler tank enables
the cold utility system to store cold-water in times of little or no demand. This allows the optimization
algorithm to start chillers in times of low electricity prices and stop the machines in times of high
prices. This increases the optimization options. Figure 9 shows the results of the simulation for the
variable cost option in comparison to the fixed price and the reference case. On the left y axis, the
thermal and electrical energy consumptions are visualized, and the costs are shown on the right y axis.

 
Figure 9. Comparison of variable and fixed price optimization.

Under scenarios 5 and 6, the electrical energy consumption for Kassel increases by 7% and, for
Madrid, by 0.4%, but the total energy costs for the cooling systems are reduced. For the plastic
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processing company in Kassel, the electricity procurement via the spot market reduces the costs by
around 9.3%. For the site in Madrid, the costs reduction is about 12%. The increased electrical energy
consumption is due to the reduction of the operating hours of the free cooler and the simultaneous
increase in the use of the compression chiller. This leads to a decreased overall efficiency of the system.
However, the lower efficiency is compensated by the lower prices for the electrical energy on the spot
market in comparison to a fixed electricity price. Figure 10 shows the comparison of the charge level of
the sprinkler tanks for fixed and variable price scenarios.

Figure 10. (a) Charge level of storage tank for a fixed electricity price; (b) charge level of storage tank
for variable price scenarios.

In Figure 10b, the electricity price is shown on the right y axis. In comparison to the fixed price
scenario, the storage tank is never fully charged in the variable price scenario. Although both prediction
horizons are equal, the results of the optimization differ for minimizing the costs. The different charging
and discharging strategies are the reason for different electrical energy consumption and the different
total energy costs.

4.4. Results Summary

Table 3 summarizes the results for the comparison of the different prediction horizons, the
influence of the ambient temperature, and the effect of purchasing electricity for a variable price.
The savings in percentage for energy and costs use the basis of the reference case.
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Table 3. Overview of optimization results.

Scenario
Electrical

Energy in kWh
Energy

Savings in %
Energy Costs

in €
Cost Savings

in %

1. Reference case 164,062 0 26,250 0
2.1 Prediction horizon N6 101,760 38.0 16,282 38.0
2.2 Prediction horizon N12 101,540 38.1 16,245 38.1
2.3 Prediction horizon N24 99,485 39.4 15,918 39.4
2.4 Prediction horizon N48 92,248 43.7 14,760 43.8

3. Ambient temperature 127,270 22.4 20,363 22.4
4.Ambient temperature + 5 131,740 19.7 21,078 19.7
5. Flexible electricity price 98,697 39.8 13,727 47.7

6. Ambient temperature and
flexible electricity price 127,775 22.1 17,910 31.8

5. Conclusions and Outlook

The study developed a predictive simulation-based optimization of a cooling system with
continuous self-learning performance curve models that saves electrical energy by optimal charging
and discharging of the sprinkler tank. The optimization reduced electrical energy costs via electricity
procurement on the EPEX SPOT market. Results for the case study concluded that the control strategy
of the optimization together with the installation of cold-water storage tanks with a significant volume
and a free cooling chiller could save over 43% of the electrical energy in comparison to the reference
case. To utilize the full potential of the storage tank, a prediction horizon of 48 h was necessary.
In comparison, a prediction horizon of 6 h saved up to 38% of electricity use. The difference in
the prediction horizon had minimal impact on the computation time. A longer prediction horizon
increased the energy savings, but the available thermal storage capacity limits it. In further analyses,
the influence of the modeling error and weather forecast changes on the optimal operational strategies
as well as the potential for exergy and entropy considerations may be investigated.

The study further investigated the effects of ambient temperature due to different plant locations
as well as a variable electricity spot price. The ambient temperature profile had a significant influence
on the energy-saving potential. The higher the average ambient temperature, the lower the energy
saving—however, the optimization strategy still saved around 20% in warmer regions. Electricity
procurement via the EPEX SPOT market led to a slight increase in electrical energy consumption but
saved 9.3% to 12% of the energy costs. For the analyzed plastic processing company, the differences in
the electricity price were low but still influenced the cooling utility system. If the company should
economically support the electricity grid, the price differences need to be higher or include extra
incentives. For example, a dynamic tax on electricity based on the instantaneous share of renewable
electricity generation presents a chance to increase the differences in the variable prices and make
demand-side management more attractive for medium-sized companies.
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Nomenclature

Ax Regression coefficients for Gordon–Ng model
Bx Regression coefficients for free cooling chiller
CC Cooling capacity
cp,water Specific heat capacity of water
E Energy
EER Energy efficiency ratio
FC Free cooling chiller
.

H Enthalpy flow
MPC Model predictive control
mSt Mass of water in storage tank
mTcold Mass of water in storage tank at cold water temperature of chiller
MTreturn Mass of water in storage tank at cold water return temperature of chiller
NCC Number of chilling machines
NT Timesteps
NST Maximum states of chilling machine
PLR Part-load ratio
Pel, CC Electric power of chiller
.

Qcool Cooling load
.

Qvertical Vertical heat conduction
.

Qlosses Heat input by storage wall
Qminus Current cooling energy of sprinkler tank
Qpred Total cooling demand for all timesteps
Qplus Current cooling capacity of sprinkler tank
.

QRad Heat input by radiation
SC Starting costs
St Operating state of chilling machine
Tamb Ambient temperature
Tcond Condensing temperature of chiller
Tcold Cold water temperature of chiller
TRes Simulation time
TSt Storage temperature
U Internal energy
Xtnst State of chilling machine
Ztn On/off Variable
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Abstract: The purpose of this research is to evaluate the effect of twist in the internal tube in a tube-in-tube
helical heat exchanger keeping constant one type of ridges. To meet this goal, a Computational Fluid
Dynamic (CFD) model was carried out. The effects of the fluid flow rate on the heat transfer were studied
in the internal and annular flow. A commercial CFD package was used to predict the flow and thermal
development in a tube-in-tube helical heat exchanger. The simulations were carried out in counter-flow
mode operation with hot fluid in the internal tube side and cold fluids in the annular flow. The internal
tube was modified with a double passive technique to provide high turbulence in the outer region.
The numerical results agree with the reported data, the use of only one passive technique in the internal
tube increases the heat transfer up to 28.8% compared to smooth tube.

Keywords: computational fluid dynamics; heat transfer; temperature contour

1. Introduction

According to Li et al. [1], two types of techniques have been proposed to improve the heat transfer
of heat exchangers: the active and the passive. The active techniques require external power, such as
vibration or magnetic fields, whereas the passive techniques require deformations on the tube surface,
without external power, as well as on any surface where there is heat transfer. The passive technique
was widely recommended by several authors because it considers bent tubes and its ability to compact
the heat exchanger. When proposing a combination of passive improvements to improve the heat
transfer in a piece of equipment, the problem of knowing the hydrodynamics and temperature profile
in the fluid is presented. Passive improvements increase the heat transfer and consequently compact
equipment is built.

The contribution of this research is to provide a Computational Fluid Dynamic (CFD) study of
a tube-in-tube helical heat exchanger evaluated with two passive techniques implemented. Special
interest is put in the effects of the fluid flow rate on the heat transfer while the geometry was changing
in the analysis.

The background of this research is described with the following works. Pan et al. [2] described
the heat transfer improvements assuming passive techniques, it produced by secondary flows and
studied by [3] since 1927. The simple improvement techniques consist of the insertion of coils [4],
twist tape [1], staggered tapes in straight tubes, the corrugation of the tube and the curved tube [5].
Another technique is the double improvement, which is a combination of two simple improvements [6],
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such as a curved tube with springs, corrugated or baffles inserts; or a straight tube with tape inserts
and corrugated [7]. Previous research emphasizes the CFD study in the heat exchangers with the
aim of validating the numerical results and optimization [8] and control strategies of tubular heat
exchangers using neural-networks-based method [9]. A numerical study using CFD approach in
a vertical cylindrical tube-in-tank thermal energy storage with helical coils design is presented by [10],
in which the effect of the input temperature and flow rate values to the heat transfer device were
analyzed. Sharifi et al. [11] presented the influence of coiled wire inserts on the Nusselt number, friction
coefficient and overall efficiency in double-pipe heat exchangers using CFD software for their analysis,
in which significant improvements are described with regard to the heat exchanger containing coiled
wire inserts with pitch length equal to 69 mm, the Nusselt number was enhanced by 1.77 times as
compared with the plain heat exchanger. Numerical investigation and fluid flow characteristics of
spiral finned-tube heat exchangers considering the effects of location of perforations and RNG k − ε

model was carried out by [12].
Kumar et al. [13] presented the heat transfer characteristics and hydrodynamics behavior of

tube-in-tube helical heat exchanger, this research is the basis of our work. The motivation of this
research is to present the CFD results to quantify the increase in heat transfer with passive improvements
in the helical heat exchanger with the objective of knowing the hydraulic and thermal behavior of the
fluid subjected to the proposed operating conditions and the proposed geometries.

This work has been organized as follows: first, the simulation code was developed, and it was
carefully verified with numerical results presented by [13]. Second, the simulation of the heat exchanger
with four ridges in the internal tube, and the simulation of three heat exchangers increasing the number
of twists in the internal tube from one to five. Finally, the Nusselt number was calculated for each case
with the aim of assessing the effect of each passive technique on the heat transfer.

2. Methodology

The heat exchanger model consists of two helical concentric tubes, tube-in-tube, according to
dimensions and suggestions by Kumar et al. [13]. The hot fluid flows in the internal tube and the
cold fluid flows in the annular section in counter-flow using water as working fluid in both flows.
The simulation was carried out with ANSYS CFX 17 in a computer of 16 core, 32 GB RAM at the
Modeling Laboratory of Materiales Avanzados y Energía (MATyER) research group of Instituto
Tecnológico Metropolitano at Medellín-Colombia.

2.1. Modeling of Heat Exchanger

A concentric tube-in-tube heat exchanger was modeled as shown in Figure 1A, considering
dimensions and boundary conditions given in Table 1. As can be seen in Figure 1B, four ridges were
aggregated in the internal tube conserving it hydraulic diameter. The internal tube was modified
increasing the twist, Figure 1C–E illustrate the heat exchanger with one, three, and five turns,
respectively. Table 2 showed the information of geometry presented in this work. As can be seen in the
Figure 1 and Table 1, this work, models the transfer of heat and hydrodynamic of fluid in a single turn
of a heat exchanger, the velocity illustrated in Table 1 is assumed as the average velocity of a modeled
velocity profile in the input section of both flows.

Table 1. Geometry and boundary conditions.

Geometry and Boundary Conditions Internal Tube External Tube

Outer diameter (m) 0.0254 0.0508
Helical diameter (m) 0.762 0.762

Pitch (m) 0.1 0.1
Velocity (m/s) 0.073 0.32–0.44

Dean number (dimensionless) 1000 4410–6030
Prandtl number (dimensionless) 7 7
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Table 2. Geometry of the five models presented in this work.

Geometry Passive Modification

A tube-in-tube
B four ridges without twist
C four ridges with 1 twist
D four ridges with 3 twist
E four ridges with 5 twist

Figure 1. Simulated control volumes: external and internal flows with the second passive technique
evolution. A: tube-in-tube. B: four ridges without twist. C: four ridges with 1 twist. D: four ridges with 3
twist. E: four ridges with 5 twist.

The mesh was generated for five heat exchanger geometries described above with element size of
1 mm. Figure 2 showed the mesh for geometry A and B, respectively. Several meshes were created
with the aim of comparing the Nusselt number and selecting adequate mesh for simulations. The error
between two mesh sizes εNu was calculated according to Equation (1):

εNu =
|NuU − NuL|

NuU
× 100 (1)

where NuU and NuL mean the Nusselt number for upper mesh and lower mesh, respectively.

Figure 2. Mesh for geometry A (tube-in-tube) and B (four ridges without twist).

According to the numerical results, the number of elements of each mesh was selected range from
between 39.7 × 106 elements for geometry A, up to and 57.5 × 106 elements for geometry E, with the
objective of showing independent results of the mesh and errors lower than 1%. An independence
mesh analysis was carried out, each of the geometries was evaluated with different numbers of
elements and calculating their Nusselt number, the numerical results are shown in Figure 3, and they
agree with [14]. As can be seen in Figure 3 the number of elements is greater than 39.5 × 106 elements
for geometry B, 40.7 × 106 elements for geometry C and 52.9 × 106 elements for geometry D.

According to the numerical results, the number of elements of each mesh was selected between
40 × 106 and 57 × 106 with the objective of showing independent results of the mesh and errors lower
than 1%. An independence mesh analysis was carried out, each of the geometries was evaluated
with different numbers of elements and calculating their Nusselt number, the numerical results are
shown in Figure 3, and they agree with [14]. As can be seen in Figure 3 the number of elements in the
mesh does not affect the results, and they are independent when the number of elements is greater
than 15 × 106 for geometries from B to D, for geometry A is necessary to use a mesh with a smaller
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element size. Figure 4 shows the evolves of Nusselt number trough the heat exchangers showing that
after 180◦ the change in Nusselt number is minimum.

Figure 3. Mesh independence study.

Figure 4. Nusselt number for several positions in the first turn of heat exchanger.

2.2. Numerical Computation

Five Dean numbers were simulated: 4410, 4880, 5340, 5810 and 6030 for an external tube keeping
constant the design and increasing the Reynolds number. The inner tube had a constant Dean number
of 1000 for all simulations. The inlet and outlet temperatures in the internal tube were fixed at 300 K
and 380 K, respectively. The numerical computation was set up at convergence criterion less than 10−6

and the total number of iterations were varied from 500 to 600. The Dean number for the external tube
was calculated according Equation (2):

De =
ρνDh

μ

√
δ (2)

where ν is velocity average, ρ is the density, μ is the dynamic viscosity and Dh is the hydraulic diameter,
it was computed as follows:

Dh =
4A
Ph

(3)

77



Energies 2019, 12, 1912

δ is the curvature diameter and it was calculated as follows:

δ =
Dc

Di
(4)

then, A is the cross-sectional area and Ph is the hydraulic diameter, Dc is the helical diameter and Di is
the outer diameter of internal tube.

The equations suggested by [7] for the physical-thermal properties of water such as density (ρ),
specific heat (Cp), thermal conductivity (κ) and dynamic viscosity (μ) are computed and used in
this investigation.

The differential equations governing the turbulent flow that describe the chaotic movement of
the fluid inside heat exchanger can be written in the tensor form according to Equations (5)–(12).
The Continuity balance expresses the net mass flow at the scale of the infinitesimal control volume as
follows in Equation (5):

∂ρui
∂xi

= 0 (5)

The momentum balance equation (see Equation (6)) states that the temporary increase of the
linear momentum plus its net flow at the output must be equal to the sum of the forces acting on the
infinitesimal control volume.

∂(ρuiuj)

∂xj
+

∂P
∂xi

− ∂

∂xj

[
(μ + μt)

(
∂ui
∂xj

+
∂uj

∂xi

)]
− Fi = 0 (6)

The first term of Equation (6) represents the change of momentum by convection, the second term
is the pressure forces that act on the infinitesimal control volume, the third term indicates the tangential
stress caused by the velocity gradients according to the first coefficient of effective viscosity (μ + μt)

and the last term (Fi) represents the centrifugal forces that act on the volume of infinitesimal control.
Energy balance equation states that the amount of energy change of the infinitesimal element

is equal to the amount of heat added to the element plus the amount of work done on the element.
The energy balance equation is shown in Equation (7).

∂(ρEuj)

∂xj
+

∂(Puj)

∂xj
− Φ − ∂

∂xj
k

(
∂T
∂xj

)
= 0 (7)

The first term of Equation (7) expresses the net flow of energy, the second term is the pressure,
the third term is the viscous forces and the fourth term represents the net heat flow that enters through
the faces of the control volume due to temperature gradients. Where Φ is the viscous heating term in
energy equation, its represented by Equation (8).

Φ = μ
∂ui
∂xj

(
∂ui
∂xj

+
∂uj

∂xi

)
(8)

For the k − ε turbulent model, k represents the kinetic energy associated with turbulence.
The turbulent kinetic energy is shown in Equation (9):

∂(ρujk)
∂xj

− ∂

∂xj

[(
μ +

μt

σk

)
∂k
∂xj

]
− Pk + ρε = 0 (9)

where σk represents the turbulent Prandtl number.
In Equation (9), the first term represents the transport of k by convection, the second term expresses

viscous diffusion and turbulent diffusion by pressure-velocity fluctuations, the third term represents
the production of energy in large turbulent scales and the last term is the dissipation. The term Pk is
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the parameter to calculate the generation of turbulent kinetic energy due to the mean velocity gradient
and is represented by Equation (10).

Pk = μt

(
∂ui
∂xj

+
∂uj

∂xi

)
∂ui
∂xj

(10)

While ε represents the dissipation of kinetic energy, it is represented by the turbulent dissipation
energy as follows:

∂(ρujε)

∂xj
− ∂

∂xj

[(
μ +

μt

σε

)
∂ε

∂xj

]
− ε

k
(Cε1Pk − Cε2ρε) = 0 (11)

The k − ε model assumes that the turbulence viscosity is coupled to the governing equations via
the relation in Equation (12).

μt = Cμρ
k2

ε
(12)

where ρ is the density and Cμ is a constant that must be determined empirically.
The empirical constants for the turbulence model are assigned the following values: Cμ = 0.09,

Cε1 = 1.47, Cε2 = 1.92, σk = 1.0 and σε = 1.3. The values of these constants are the same as those of
Launder and Spalding [15], the suggestion of [13] for Cε1 was used.

The Nusselt number (Nu) and friction factor ( f ) for each simulation was calculated according:

Nu =
αDh

κ
(13)

where Dh is the hydraulic diameter, κ is the thermal conductivity and α the convective heat transfer
coefficient is determined as:

α =
ṁCp(Toutlet − Tinlet)

Awall(Twall − Tf )
(14)

where ṁ is mass flow of external fluid, Toutlet and Tinlet are the outlet and inlet temperature respectively
of external fluid, Twall is internal tube wall average temperature, Tf is external fluid average
temperature, and Awall is internal tube wall area.

Darcy-Weisbach factor friction it was calculated as follows:

f =
2 � pDh

ρν2l
(15)

where �p is pressure drop and l is heat exchanger length.

3. Results and Discussion

The computer model has been carefully verified using the numerical results of [13]. Figure 5 shows
the Nusselt number reported by [13] and our numerical results for tube-in-tube heat exchanger without
passive technique improvements (Geometry A). The models present a similar trend. The discrepancies
between the results can be assumed to the incorporation of deflectors in the model by [13]. As can be
seen, the model agrees with the numerical (geometry A), numerical results by [13] and experimental
data reported by [13]. An average increment of Nusselt number �Nu is calculated to compare the
numerical results presented. The following equation was used:

�Nu =
Σ5

1[100 − Nui × 100
NuA

]

5
(16)
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where Nui is the Nusselt number of geometry B, C, D, or E and NuA is the Nusselt number of
geometry A.

Figure 5. Nusselt number vs. Dean number for outer tube.

The geometry B includes the passive technique without turns into the internal tube, an �Nu
approximately 28.8% in the Nusselt number was estimated in comparison with geometry A. Its average
increment remains practically constant when rising the Dean number from 4500 to 6000. It is interesting
to note that the increases of the Nusselt number �Nu from one to three turns of twist in the internal
tube were minor to approximately 3%, nevertheless, the biggest increase was observed when the
number of turns changes from three to five in approximately 5.7%. The velocity and temperature
contours in the internal and annular flow were analyzed in this section considering a Dean number
equal to 4411 in the external fluid. In Figure 6, the relationship between the number of Nusselt of
each geometry proposed with twist and the geometry proposed by [13] is calculated. As can be seen,
the heat transfer in the heat exchanger is increased with the number of twists in the tube, a slight
increase is appreciated as the number of Dean is increased.

Figure 7 illustrates the velocity contours for the internal fluid of five geometries of the heat
exchanger. The geometries were arranged in rows, the rows (A), (B), (C), (D) and (E) show the velocity
contours considering: a smooth tube, a geometry modified with passive technique without twist,
a geometry modified with passive technique with one, three, and five turns, respectively. The columns
report different cross-section (30◦, 60◦, 90◦, 180◦, 270◦ and 360◦). Arcs located to the left of every field
indicate the exterior of the heat exchanger.

As can be seen in the numerical results of model (A), the velocity contours practically remain the
same. This behavior is similar to results reported by [13]. In four geometries (B) to (E), the velocity
contour changed from the position of 90◦ appreciating different velocity profiles; however for angles
from 180◦ to 360◦ small variations are observed in the velocity fields, this is evidence of total developed
flow. For the models (A) to (D), the maximum velocity was observed towards the outside of heat
exchangers, this effect is attributable to the centrifugal force and secondary flows caused by the
curvature of the helical coil, the effect of these forces over the velocity is the same that reported by [3] .
As can be seen, for the numerical results of models (D) and (E) it is not possible to observe a pattern in
the velocity contour possibly attributed to the effect of twist along the tube.
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Figure 6. Comparison of Nusselt number for each one of geometries.

Figure 7. Velocity contours for the inner tube of five heat exchangers with Dean number 1000 for the
inner tube and with Dean number 4411 for the outer tube. A: tube-in-tube. B: four ridges without twist.
C: four ridges with 1 twist. D: four ridges with 3 twist. E: four ridges with 5 twist.

Figure 8 shows the temperature contours for the five models described previously. In geometries
(A) to (D) the maximum temperature was observed towards the exterior of the heat exchanger, this is
due to the center of the vortex formed by the secondary flows. In addition, the movement of fluid in the
form of vortex produces an increase in the heat transfer mechanism, possibly caused for the increase of
velocity contours in these sections (see Figure 7). For the models (D) and (E), the temperature contours
were very similar from 30◦ to 360◦, this behavior may be the reason the Nusselt number presents an
insignificant increase when the twist increases from three to five (Figure 7). Figure 9 shows the velocity
contour for annular flow. For models from (B) to (E), a pattern was not appreciated in velocity fields,
small variations were observed in the velocity fields from 270◦ to 360◦, but this is not enough to affirm
that there is a developed flow. The secondary flows observable in models from (B) to (E) were more
turbulent than model (A), the passive technique benefits the turbulence and consequently the heat
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transfer. Figure 10 illustrates the temperature contour for annular flow. For models from (B) to (E),
the temperature increases uniformly, there are no significant temperature differences between the
models in the cross-section selected. The temperature contours correlate with the velocity contours,
as previously showed in Figure 9.

Figure 8. Temperature contours for the inner tube with Dean number 1000 for inner tube and with
Dean number 4411 for outer tube. A: tube-in-tube. B: four ridges without twist. C: four ridges with 1
twist. D: four ridges with 3 twist. E: four ridges with 5 twist.

Figure 9. Velocity contours for the outer tube with Dean number 1000 for inner tube and with Dean
number 4411 for outer tube. A: tube-in-tube. B: four ridges without twist. C: four ridges with 1 twist.
D: four ridges with 3 twist. E: four ridges with 5 twist.
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Figure 10. Temperature contours for the outer tube with Dean number 1000 for inner tube and with
Dean number 4411 for outer tube. A: tube-in-tube. B: four ridges without twist. C: four ridges with 1
twist. D: four ridges with 3 twist. E: four ridges with 5 twist.

As can be seen, Figures 5–10 provides evidence of the increase of Nusselt number when the
Reynolds number was increases. The increases of heat transfer from geometry A to E can be attributed
to different reasons: the secondary flow originated by helical coil and twist, centrifugal force, increase
in turbulence due to twist and the velocity distribution shown in Figures 7 and 9.

Figure 11 shows the average Darcy friction factor as a function of the Dean number, where
a decrease in the friction factor is observed as the Dean number increases. When modifying geometry
B to geometry C, the friction factor increased by 0.4%. The reduction of the friction factor indicates
a reduction in the pressure drop because these are directly proportional. This reduction can be due to
the increase of the cross-sectional area that in the modified geometries is greater than the circular
smooth tube. As the twist of the tube increases (geometries D and E) the friction factor continues to
increase by 6 and 17% for the geometry D and E respectively, showing that the increase in twist makes
the flow of the fluid through the heat exchanger difficult.

Figure 11. Friction factor vs. Dean number for each one of geometries.
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4. Conclusions

The numerical model using CFD of a helical tube-in-tube heat exchanger with and without
passive techniques was successfully carried out. The main contributions of the present research are
the following:

1. The numerical model of [13] was reproduced considering the assumptions and experimental
information described in that research. This evidence gives confidence about the evaluation when
the passive techniques were added.

2. With reference to the first passive technique applied the addition of four ridges in the inner tube.
Shows an increment up to 28.8% in the Nusselt number were calculated for all cases under study.
Then, when the Dean number increased from 4500 to 6000 the Nusselt number increases linearly.
This increment can be caused by the velocity contours generated by the addiction of ridges and
its influence on heat transfer. In the annular section of heat exchanger, the ridges decrease the
centrifugal forces generated by the action of a helical coil.

3. When the twist of the internal tube was added from one to three turns, an increase up to 3% in the
Nusselt number was calculated. The biggest increase, up to 9% was calculated when five turns
were simulated.

4. The numerical results of this research will be considered to design other passive techniques
without twist in tube. The previous suggestion is supported by the increase in the heat transfer,
this work assumes that there is no compromise in the mechanical integrity of the tubes caused
by twist.

In this work the numerical results, analysis, and discussion were presented; if more information
is needed for future research lines, the corresponding author can provide it upon request.

Author Contributions: The authors contribute equally to this manuscript. Investigation, D.C.; Methodology, M.V.;
Software, J.G.A.; Writing—review and editing, B.A.E-T.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Li, P.; Liu, Z.; Liu, W.; Chen, G. Numerical study on heat transfer enhancement characteristics of tube
inserted with centrally hollow narrow twisted tapes. Int. J. Heat Mass Transf. 2015, 88, 481–491. [CrossRef]

2. Pan, C.; Zhou, Y.; Wang, J. CFD study of heat transfer for oscillating flow in helically coiled tube
heat-exchanger. Comput. Chem. Eng. 2014, 69, 59–65. [CrossRef]

3. Dean, W.R. XVI. Note on the motion of fluid in a curved pipe. Lond. Edinb. Dublin Philos. Mag. J. Sci. 1927, 4,
208–223. [CrossRef]

4. Kurnia, J.C.; Sasmito, A.P.; Akhtar, S.; Shamim, T.; Mujumdar, A.S. Numerical Investigation of Heat Transfer
Performance of Various Coiled Square Tubes for Heat Exchanger Application. Energy Procedia 2015, 75,
3168–3173. [CrossRef]

5. García, A.; Solano, J.P.; Vicente, P.G.; Viedma, A. The influence of artificial roughness shape on heat transfer
enhancement: Corrugated tubes, dimpled tubes and wire coils. Appl. Therm. Eng. 2012, 35, 196–201.
[CrossRef]

6. Rainieri, S.; Bozzoli, F.; Pagliarini, G. Experimental investigation on the convective heat transfer in straight
and coiled corrugated tubes for highly viscous fluids: Preliminary results. Int. J. Heat Mass Transf. 2012, 55,
498–504. [CrossRef]

7. Zachár, A. Analysis of coiled-tube heat exchangers to improve heat transfer rate with spirally corrugated
wall. Int. J. Heat Mass Transf. 2010, 53, 3928–3939. [CrossRef]

8. Salpingidou, C.; Misirlis, D.; Vlahostergios, Z.; Flourous, M.; Donnerhack, S.; Yakinthos, K. Numerical
modeling of heat exchangers in gas turbine using CFD computations and thermodynamic cycle analysis
tools. Chem. Eng. Trans. 2016, 52, 517–522.

9. Bakosova, M.; Oravec, J.; Vasickaninova, A.; Meszaros, A. Neural-network-based and robust model-based
predictive control of a tubular heat exchanger. Chem. Eng. Trans. 2017, 61, 301–306.

84



Energies 2019, 12, 1912

10. Yang, X.; Xiong, T.; Dong, J.L.; Li, W.X.; Wang, Y. Investigation of the dynamic melting process in a thermal
energy storage unit using a helical coil heat exchanger. Energies 2017, 10, 1129. [CrossRef]

11. Sharifi, K.; Sabeti, M.; Rafiei, M.; Mohammadi, A.H.; Shirazi, L. Computational fluid dynamics (CFD)
technique to study the effects of helical wire inserts on heat transfer and pressure drop in a double pipe heat
exchanger. Appl. Therm. Eng. 2018, 128, 898–910. [CrossRef]

12. Ju-Lee, H.; Ryu, J.; Hyuk-Lee, S. Influence of Perforated Fin on Flow Characteristics and Thermal Performance
in Spiral Finned-Tube Heat Exchanger. Energies 2019, 12, 556. [CrossRef]

13. Kumar, V.; Saini, S.; Sharma, M.; Nigam, K.D.P. Pressure drop and heat transfer study in tube-in-tube helical
heat exchanger. Chem. Eng. Sci. 2006, 61, 4403–4416. [CrossRef]

14. Valdés-Ortiz, M.; Ardila-Marin, J.G.; Martínez-Pérez, A.F.; Betancur Gómez, J.D. Via ANSYS Numerical
Analysis of Heat Exchangers with Passive Improvement: Case Study Meshing Density and Turbulence
Model. Rev. CINTEX 2017, 22, 59–68.

15. Launder, B.E.; Spalding, D.B. The numerical computation of turbulent flows. Comput. Methods Appl.
Mech. Eng. 1974, 3, 269–289. [CrossRef]

c© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

85



energies

Article

Electric Field Effect on the Thermal Decomposition
and Co-combustion of Straw with Solid Fuel Pellets

Inesa Barmina 1, Antons Kolmickovs 1,*, Raimonds Valdmanis 1, Maija Zake 1,

Sergejs Vostrikovs 1, Harijs Kalis 2 and Uldis Strautins 2

1 Institute of Physics, University of Latvia, 32 Miera str., 1 LV-2169 Salaspils, Latvia; barmina@sal.lv (I.B.);
raimonds.valdmanis@lu.lv (R.V.); mzfi@sal.lv (M.Z.); sergejs.vostrikovs@lu.lv (S.V.)

2 Institute of Mathematics and Computer Science, University of Latvia, 29 Raina blvd, LV-1459 Riga, Latvia;
harijs.kalis@lu.lv (H.K.); uldis.strautins@lu.lv (U.S.)

* Correspondence: antons.kolmickovs@gmail.com; Tel.: +371-29-910-674

Received: 11 March 2019; Accepted: 12 April 2019; Published: 22 April 2019

Abstract: The aim of this study was to provide more effective use of straw for energy production
by co-firing wheat straw pellets with solid fuels (wood, peat pellets) under additional electric
control of the combustion characteristics at thermo-chemical conversion of fuel mixtures. Effects
of the DC electric field on the main combustion characteristics were studied experimentally using
a fixed-bed experimental setup with a heat output up to 4 kW. An axisymmetric electric field was
applied to the flame base between the positively charged electrode and the grounded wall of the
combustion chamber. The experimental study includes local measurements of the composition of the
gasification gas, flame temperature, heat output, combustion efficiency and of the composition of the
flue gas considering the variation of the bias voltage of the electrode. A mathematical model of the
field-induced thermo-chemical conversion of combustible volatiles has been built using MATLAB.
The results confirm that the electric field-induced processes of heat and mass transfer allow to control
and improve the main combustion characteristics thus enhancing the fuel burnout and increasing the
heat output from the device up to 14% and the produced heat per mass of burned solid fuel up to 7%.

Keywords: co-firing; wheat straw; softwood; bog peat; pellets; thermal decomposition; combustion;
DC electric field

1. Introduction

The present experimental study is in line with the EU-defined energy and environmental
objectives, which emphasizes the need to increase by 27% the use of renewable energy sources
(biomass, hydropower, geothermal, solar, wind and marine) for energy production, to enhance energy
efficiency by 27% and to reduce greenhouse gas emissions into the environment by 40% by 2030 [1].
Among all renewable energy sources, plant biomass is recommended as a source of CO2- neutral
energy, so confirming that the combustion of biomass produces an amount of CO2 comparable to
that this absorbed at photosynthesis, thus reducing greenhouse gas emissions and the impact of
energy producers on global warming [2]. However, different types of biomass, for example, wood
waste, agriculture residues (straw) and partially bio-decomposed plant biomass (peat), which can
be used for energy production, have a dissimilar structure, bulk density, elemental and chemical
composition. Therefore, to provide a reliable energy production from plant biomass, the plant biomass
should be shaped as pellets or briquettes with controllable density, structure, elemental and chemical
composition. Moreover, to convert the biomass into useful forms of energy, thermo-chemical and
biochemical conversion of biomass is required [3].

Nowadays, the analysis of the consumption of renewable fuel for energy production for district
heating has already revealed the seasonal wood pellets shortage [4]. Therefore, the wider use of
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alternative biomass fuels, such as agriculture residues (rape straw, wheat straw, rice husk, etc.), must
be considered. The feasibility of straw for energy production is limited due to its relatively low heating
value and energy density, high nitrogen, moisture and ash content in the biomass [5], as well as due to
the ash agglomeration and formation of health harmful polycyclic aromatic hydrocarbons naphthalene
and phenanthrene emissions during the combustion of straw [4]. To minimize the negative effects
of straw on the heat production and composition of the products, co-combustion/co-firing of straw
with different types of solid fuels (coal, wood and peat) is preferable. The results of a systematic
study of biomass co-firing give evidence that a promising way to ensure the most efficient use of
straw for energy production with no harmful effect on the environment is co-combustion of straw
with coal [6]. Therefore, co-firing of wheat straw with granulated wood and peat biomass is studied
and analyzed with the aim of obtaining improved main characteristics of the straw thermo-chemical
conversion [7,8]. By analogy with the effect of straw co-firing with coal [9], the thermal interaction
between the components when straw is co-fired with wood or peat pellets results in enhanced thermal
decomposition of the biomass pellet mix, in a faster and more intensive release of the combustible
volatiles, their faster ignition and faster formation of the flame reaction zone, which enhances the
fuel burnout. Co-firing of straw also increases the heat output from the device, the produced heat
per mass of burned pellet mix and the volume fraction of CO2, decreasing along the air excess in the
flue gases. Previous experimental studies show [7–9] that the influence of the straw co-firing on the
main combustion characteristics strongly depends on the straw share in the pellet mix, indicating the
most effective improvement of the main combustion characteristics when the straw share is about
20–30%. Furthermore, the thermo-chemical conversion of straw depends not only on the straw share
and mixture composition, but also depends on the type of air supply in the unit responsible for mixing
of the combustible volatiles with air. To obtain better mixing of air with the combustible volatiles,
improved combustion conditions and the reduced emission of CO and NOx pollutants, the use of
swirling airflow is preferable [10,11], which even at a low swirling number (S < 0.6) enhances the
reverse flow formation and recirculation of the products with the enhanced mixing of the air and
combustible volatiles and enhanced burnout of volatiles.

The results of preliminary studies suggest that additional improvement of the combustion
characteristics, heat production and composition of emissions at co-firing of straw with solid fuels
can be achieved using the DC electric field effects on the flame [12,13]. The electric field effects on
flames can be related to the electric field-induced ion wind formation [14] promoting the processes of
field-induced heat/mass transfer in a field direction with direct influence on the flame shape, the local
variations in the rate of reactions, the amount of produced heat and the composition of products [15,16].
The applicability of the electric field effects on flames for the control of the heat production and
composition of emissions is confirmed by the industrial experiments [17].

With account of applicability of electric field for the control of the main characteristics of the
combustion systems, the main goal of the present research is to assess the key factors which influence
the development of combustion dynamics during co-firing of wheat straw with softwood or peat
pellets, if the electric field is applied to the flame base. In addition, the paper tends to validate the
results of the experimental study by means of numerical simulation and mathematical modelling of
the field effects on the development of combustion dynamics at co-firing solid fuel mixtures.

2. Experimental Device and Methods

To study the effects of the wheat straw co-firing with biomass pellets of different origin (wood or
peat), a batch-size pilot setup with a heat output up to 4 kW has been developed. The experimental
setup (Figure 1) consists of a cylindrical 88 Ø × 250 mm biomass gasifier (1), a propane burner (2),
a primary air supply (3), a secondary swirling air supply (4) and two cylindrical 88 Ø × 600 mm
water-cooled combustion chamber sections (5) and an axially inserted electrode (6).

87



Energies 2019, 12, 1522

 

5. combustion 
chamber 
545 mm 

1. gasifier 
140 mm 

7. Testo 350 
(480 mm) 

7. Temp. 
(270 mm) 

6. electrode 
100 mm 

3. primary air supply 
(-160 mm) 

4. secondary air supply 
(point of reference) 

7. FTIR 
(-60 mm) 

8 x 3.3  

 

2. propane burner 
(-30 mm) 

7 .  velocity 
(130 mm) 

R, k  mA 
−

U+

ch
am

be
r w

al
l 

io
n 

cu
rr

en
t 

Electrical scheme 

el
ec

tr
od

e 

Figure 1. The batch-size pilot setup for experimental studies: 1—gasifier filled with a mixture of
biomass pellets; 2—propane flame inlet nozzle; 3—primary air supply at the bottom of the gasifier;
4—secondary swirling air inlet at the combustor bottom; 5—water-cooled sections of the combustion
chamber; 6—axially inserted central electrode; 7—openings the diagnostic tools. The technological
scheme of main equipment and measurement instruments is available at Figure S2.

The gasifier was filled up to the propane supply nozzle with a discrete portion of a mixture of
wheat straw and wood or peat pellets (430–550 g). The wheat straw share in the pellet mix varied from
10 to 100%. The thermal decomposition of biomass pellets was initiated and sustained up to 450 s by
an external heat source–propane flame flow with the average heat power 0.86 kW and was switched off
after an ignition of volatiles and the formation of self-sustaining thermochemical conversion of biomass
pellets, which occurs at 400–500 s. The thermal decomposition of the biomass mixture in the gasifier
developed in the fuel-rich conditions (air excess ratio <0.5) and resulted in formation of the axial flow
of combustible volatiles (CO, H2, C2H2, C2H4, CH4, etc.) at the flame base. The thermochemical
conversion of the biomass mixture lasted about 2600 s if straw is co-fired with wood pellets and about
3600 s if straw is co-fired with peat. The schematic diagram which describes the experiment is available
at Figure S1.

The primary air (3), passing through the biomass layer at the average flow rate 30 L·min−1,
initiated an axial flow of the volatiles and sustained the char surface oxidation. The secondary swirling
airflow, supplied to the bottom of the combustor at the average airflow rate 40 l·min−1, supported the
combustion of the volatiles. The air supply flowrate was estimated using Testo 6441 flowmeters (Testo
SE & Co. KGaA, Lenzkirch, Germany) with an accuracy ± 3%.
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The diagnostic tools (thermocouples, gas-sampling probes, Pitot tube) were introduced through
the orifices (7) into the flame reaction zone to make local measurements of the flame temperature,
composition of the flue gas and of the axial and tangential components of the flow velocity.

The DC electric field effect on the thermo-chemical conversion of biomass mixtures,
the development of combustion dynamics and the composition of emissions were studied using
the axially inserted positively biased electrode. The electrode was a 3 mm diameter nichrome wire
rod with 100 mm of non-insulated length. The electrode was introduced through the biomass layer
upward to the flame reaction zone. The bias voltage of the electrode was switched in after the switch
off of the additional heat supply by propane flame and was varied from 0.6 kV up to 1.8 kV, the ion
current in the space between the positive electrode and the grounded walls of the combustion chamber
was limited to 7 mA at 248 kΩ resistance to avoid the formation of discharge.

The experimental study of the biomass mixture thermal decomposition involves complex
time-dependent measurements of the biomass height (L) in the gasifier (dL/dt, mm·s−1) using the
moving rod with a pointer. From the measurements of dL/dt and volume density of the biomass mixture,
the mixture mass loss rate (dm/dt, g·s−1) was estimated with the accuracy ± 2%. The composition of
the volatiles produced at the thermal decomposition of the biomass mixtures was measured at the
gasifier outlet by the FTIR spectroscopy method. Gas samples of 50 ml were extracted at a 50 s time
interval and analyzed using a Varian Cary 640 spectrometer (Agilent Technologies, Inc., Santa Clara,
CA, USA ) in the MIR spectral range for CO2 (668 cm−1), CO (average of 2115 and 2169 cm−1), C2H2

(729 cm−1), C2H4 (949 cm−1), and CH4 (3017 cm−1). Additionally, at the gasifier outlet, CO and H2

were measured by a Testo 350 gas analyzer.
The local measurements of the axial (u) and tangential (w) flow velocity components were made

using a Pitot tube and a Testo 435 flowmeter, providing continuous online data monitoring with an
accuracy of ± 1%. The air and gas flow swirl number (S, dimensionless), was calculated from the data
of the radial measurements of the axial and tangential flow velocity profiles at about 130 mm above the
secondary air supply as follows [10]:

S ≈ 2
3
·wav

uav
(1)

where: wav, uav—the average values of the tangential and axial velocity components, (m·s−1).
A Pico logger (Pico Technology, Cambridgeshire, UK) recorded the local temperature data from

the Pt/Pt-Rh thermocouples with an accuracy of ±5% providing data online registration. The local
measurements of the flue gas composition, i.e., the mass fraction of unburned volatiles (CO, H2),
the volume fraction of the main combustion product (CO2), the mass fraction of NOx pollutant, as well
as the combustion efficiency (ηcomb) and the air excess ratio (α) were made by the Testo 350 gas
analyzer. In accordance with the Testo 350 specifications, the O2, CO2 volume fraction was measured
with an accuracy of ±1% and the mass fraction of CO, H2 and NOx with an accuracy of about ±5%.
The extended description of the measurement data acquisition is at the supplementary materials.

The calorimetric measurements of the cooling water flow involve joint measurements of the
cooling water mass flow, which was measured with the accuracy ± 2.5% and of the temperature,
which were made with the accuracy ±1% by AD 560 thermo-sensors (Analog Devices, Inc., Norwood,
MA, USA), along with online data registration by a Data Translation DT9805 data acquisition module
(Data Translation GmbH, Bietigheim-Bissingen, Germany) using Quick DAQ software.

The combustion of the volatiles developed at the average air excess ratio α ≈ 1.5 in the flame
reaction zone at the average value of the inlet airflow swirl number S ≈ 0.7 (without the electric
field applied) which is responsible for the mixing of the axial flow of volatiles with the secondary
swirling airflow.

The commercially available wheat straw, softwood (wood working waste—is the mixture of
different biological species: pine, spruce, etc.) biomass pellets used for the co-firing studies originated
from Latvia, and the bog peat pellets originated from Skrebel,u bog (Latvia).
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The elemental composition (C, H, N content) of softwood, wheat straw, bog peat biomass
types were measured using the Vario Macro elemental analyzer (Elementar Analysensysteme GmbH,
Langenselbold, Germany) and analyzed according to the LVS EN 15104:2011 standard. The ash content
was measured as a residue after the treatment at 830 ± 10 K in an ELF 11/6B furnace (Carbolite Gero
Limited, Parsons Ln, Hope Valley, UK) in accordance with the LVS EN 14775:2010 standard [18].
The higher heating value (HHV) of the pellets were calculated by the regression equation proposed by
Friedl et al. [19]:

HHV =
(
3.55·C2 − 232·C− 2230·H + 51.2·C·H + 131·N + 20600

)
·10−3, MJ·kg−1 (2)

where the elemental composition (C—carbon content, H—hydrogen content, N—nitrogen content and
W—moisture) of softwood, wheat straw and peat biomass (Table 1).

Lower heating value (LHV) of the pellets were calculated using the regression equation [20]:

LHV = HHV·
(
1− W

100

)
− 2.447·

( W
100
− 18.02· H

200
·
(
1− W

100

))
, MJ·kg−1 (3)

The thermal decomposition of the biomass pellets and their mixtures was studied in the 300–900 K
temperature range by differential thermogravimetric and thermal analysis (TGA/DTA) in an oxidative
atmosphere (50 ml·min−1 air flowrate) using a Star System TGA/DTA 851e (Metter Toledo, Columbus,
OH, USA) at a heating rate of 10 K·min−1 [18]. The main elemental characteristics of the biomass
pellets are summarized in Table 1.

Table 1. The elemental composition and heating values of straw, wood and peat pellets.

Biomass C *, % H *, % O *, % N *, % Moisture, % Ash *, % LHV, MJ·kg−1

Wheat straw 46.62 5.09 42.72 1.31 9.11 4.26 15.52
Softwood 49.79 5.15 44.24 0.18 6.32 0.64 17.06
Bog peat 53.83 5.11 36.93 1.11 11.44 3.02 17.53

* relative to dry mass.

The main elemental characteristics of the biomass pellets (Table 1) show the highest carbon
content as well as the highest LHV for peat, hence, it has also the highest moisture content among
the studied biomass samples. Furthermore, peat has the lowest content of oxygen due to the partial
bio-decomposition processes occurring in the bog land environment, therefore, it may require more air
oxygen to sustain the combustion process.

Although the wheat straw total nitrogen content is very high compared to softwood, bog peat also
has a high content of nitrogen in its elemental composition, which may evidence of the peat botanical
composition characterized mostly by sphagnum moss, sedge and other acid-water plants [21].

3. Results and Discussion

In order to determine the electric field effects on the thermo-chemical conversion of wheat straw
mixtures by co-firing wheat straw with wood or with peat pellets, firstly, the effect of wheat straw
share in the mixture (wt.%) on the thermal decomposition of the mixture and heat release was studied.

The TGA and DTA analysis results show that the variations of the straw mass share in the
mixtures correlate with the complex variations of the volatiles and char formation and their combustion,
depending on the chemical composition of the components (Figure 2a–d). As follows from Figure 2a,b,
the most intensive mass loss (1.4 mg·min−1), due to the formation of volatiles, with the most pronounced
exothermic heat effect on the thermal decomposition at 598 K was achieved for the softwood samples,
which have the highest content of holocellulose (hemicellulose and cellulose together) 75–80% [22].
The less intensive formation of volatiles was observed for the peat samples (0.4 mg·min−1 at 578 K),
which have the lowest content of polysaccharides (10–30% [23]), however, the volatile carbon content
can achieve ≈58% [5]. The middle level of the volatile formation (1.1 mg·min−1) was observed for
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the wheat straw samples with the highest content of holocellulose (58–60%) [24] and with the lowest
thermal decomposition temperature (566 K).
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Figure 2. Results of TGA and DTA analysis at thermal decomposition and combustion of straw mixtures
with wood (a,c) and with peat (b,d).

The second peak of the mass loss rate at 665 K on the TGA curve of the wheat straw sample
is comparable to the one at the second thermal decomposition stage of the bog peat under analysis
(Figure 2b), however the third sharp peak at ≈ 710 K could match the second stage of wood thermal
decomposition (Figure 2a).

The DTA analysis, when heating the mixtures in an oxidative atmosphere, also suggests that the
combustion of volatiles initiates an intensive heat release at temperatures about 590–620 K. The second
pronounced thermal conversion stage at T > 670 K corresponds to the heat release at a less intensive
conversion of the aromatic compounds of lignin for wood and straw [25,26] and at the conversion of
partially bio-degraded lignin and humic acids for peat [21] (Figure 2c,d).

For the mixtures of straw and wood with 10–30% mass fraction of straw, the heat release
corresponds to the wood DTA curve, but has no sharp peaks. The DTA analysis of straw-peat mixtures
indicates an increase in heat release at the volatiles combustion stage, due to the higher content of
polysaccharides in wheat straw, and at the char combustion stage, which may be due to the differences
in components of which the char is formed (Figure 2c,d).

The combustion of biomass discrete portions in the experimental setup allows to eventually analyze
different stages of the biomass thermal decomposition and combustion of volatiles. The complete
thermo-chemical conversion of discrete portions of wheat straw, softwood and their mixtures lasts
about 2900 s, whereas the thermo-chemical conversion of peat and its mixtures with straw takes up to
3600 s (Figure 3a,b). During this period the intensive biomass heating and devolatization processes
stimulate the primary flaming combustion of the volatiles with transition to the self-sustained volatiles
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combustion (at 800–900 s for straw/wood and 900–1000 s for straw/peat), when the exothermic reactions
of the thermo-chemical conversion of combustible volatiles maintain a balance with the endothermic
processes of biomass heating, dewatering and thermal decomposition.
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Figure 3. Effect of the wheat straw share wt.% in a mixture with wood (a) and with peat (b) pellets on
the CO formation kinetics in the gasifier (FTIR).

The FTIR spectrum analysis of the CO formation at co-gasification of straw with wood or with
peat pellets shows the formation of specific stages of their thermal decomposition. The primary stage
of the biomass thermochemical conversion with transition from the endothermic biomass thermal
decomposition to the exothermic ignition and flaming combustion of the volatiles lasts from 600 s
up to 900 s for wood pellets, from 800 s to 1200 s for straw pellets, and from 800 s to 1400 s for peat
pellets, when the flame temperature increases from the minimum value (about 600 K) to the maximum
value—1000–1200 K (min-max). The next stage of the self-sustained combustion of volatiles at the
thermo-chemical conversion of wood pellets lasts up to ≈1700 s; when co-firing straw with wood it
takes up to ≈1800 s and up to ≈2300 s for peat and the flame temperature decreases from the maximum
value to the end value of self-sustained combustion—about 800–900 K (max-end). The transition to the
char combustion stage results in an enhanced formation of CO, whereas CH4 is no longer detected.
For wood pellets, the transition to the char conversion stage occurs within the 1700 s to 2200 s time
interval; for straw at t ≈ 1800–2300 s and for straw/wood mixtures at t ≈ 1800–2300 s. It should be
noted that transition to char conversion stage results in a rapid decrease of the flame temperature to
550–650 K, which suggests the development of the endothermic processes, which is confirmed by a
correlating increase of the mass fraction of CO and H2 in the products.

The kinetics of thermochemical conversion of different biomass types are caused by the specific
elemental and chemical composition of pellets, but the most characteristic features of the combustion
process of different biomass types can be specified. The intensive thermal decomposition of softwood
may be explained by the higher heating value of wood pellets, which provides the faster balance
between the exothermic and endothermic processes during the thermochemical conversion of pellets.
The wheat straw thermochemical conversion is accompanied by the char/ash layer formation on the
surface of the raw biomass, which gradually restricts the air access to the reaction zone. The bog peat
thermal decomposition is delayed due to the relatively high density of its pellets, high moisture content
and low volatiles content, which generally prevents the formation of the primary flaming combustion
stage. Nevertheless, the thermochemical conversion of bog peat pellets is a stable and long-lasting
process, which is developing with the reduced flame length due to the low content of volatile matter
and high content of fixed carbon.

The thermochemical conversion of biomass pellets at co-firing of straw with wood or peat closely
links to variations of the mass loss of the mixtures, depending on the mixture composition. During the
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primary stage of the flame formation (t< 1000 s) increasing the mass fraction of straw in the mixture with
wood pellets delays the formation and ignition of volatiles (Figure 3a) decreasing to the minimum value
the mass loss rate of the mixture (Figure 4a). During the self-sustaining thermochemical conversion
of the mixture (max-end) the inverse trend is observed. Increasing the mass fraction of straw in the
mixture up to 30% causes the enhanced development of the exothermic reactions at thermo-chemical
conversion of the mixture with an increase up to the peak value the mass loss rate of the mixture
(Figure 4a). Besides, to the minimum value decreases the mass fraction of combustible volatiles
entering the combustor (Figure 4c), which suggests the enhanced burnout of volatiles. Increasing the
share of straw in the mixture above 30% promotes a decrease of the weight loss rate of the mixture,
whereas increases the volume fraction of combustible volatiles in the flowing gas.
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Figure 4. Effect of the wheat straw mass share wt.% in a mixture with wood (a,c) and with peat (b,d)
pellets on the biomass mass loss rates (a,b) at different stages of thermo-chemical conversion and on
the flowing gas composition at the outlet of the gasifier (c,d).

During co-firing of straw with peat increasing the mass fraction of straw in the mixture up to 30%
causes the enhanced formation of volatiles (Figure 3b) with a correlating increase up to the peak values
the mass loss rate of the mixture and the average values of the volume fraction of combustible volatiles
in the gas entering the combustor (Figure 4b,d). Increasing the mass fraction of straw in the mixture
above 30% promotes a decrease of the weight loss rate of the mixture with a correlating decrease of the
volume fraction of combustible volatiles in the flowing gas.

The research results suggest that the thermal decomposition of the mixtures during co-firing of
straw with wood or peat is influenced not only by the variations of the elemental composition and
heating values of the components (Table 1), but also by the thermal interaction between the components,
which determine their thermo-chemical conversion and composition of the products (Figure 5a,b).
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As follows from Figure 5, the enhanced thermal decomposition of the mixture at co-firing of straw
with wood or pellets correlates with an increase of the CO2 volume fraction in the products and flue
gas temperature up to peak values, if the mass share wt.% of straw in the mixture is about 30% and
starts to decrease if the mass fraction of straw in the mixture exceeds and the further rise of the mixture
thermal decomposition is limited by a linear decrease of its heating value. Moreover, with the 30%
straw mass share wt.% in the mixture, its co-firing with wood reduces the NOx mass fraction in the flue
gas from 330 ppm to 200 ppm, whereas the straw co-firing with peat reduces the NOx mass fraction
from 290 ppm to 210 ppm. This confirms that the co-firing of straw with wood or with peat assures the
cleaner heat production.

 

640

670

700

730

11

13

15

17

0 50 100

T,
 K

C
O

2, 
%

straw,%

a

CO2;straw+wood T;straw+woodCO2

600

620

640

660

12

13

14

15

0 50 100

T,
 K

C
O

2, 
%

straw,%

b

CO2;straw+peat T;straw+peatCO2

Figure 5. Effect of the straw mass share wt.% on the CO2 volume fraction in the products and on the
flue gas temperature when co-firing straw with wood (a) or with peat (b).

3.1. Electric Field Effect on the Thermal Decomposition and Combustion Characteristics When Co-Firing Straw
with Wood or PEAT Pellets

From the results presented above it follows that co-firing of straw with wood or peat pellets allows
the enhanced thermochemical conversion of the mixtures if the mass fraction of straw in the mixture is
limited to 20–30%. To assess the potential for the additional improvement of the co-firing of the straw
mixture with wood or peat, the electric field effects on the development of thermochemical conversion
of the mixtures were studied and analyzed at the fixed mass fraction of straw in the mixture (30%).

When co-combusting straw and peat, the electric field induced variations of the main flame
characteristics are determined by the formation of charged flame species, and by the field-induced
transport of positive and negative gaseous species from the pyrolysis and reaction zones in the field
direction. Elastic collisions between the ions and gaseous compounds result in a momentum transfer
from charged particles (predominately positive ions) to neutral species, so enhancing their transport in
the field direction and producing the so-called “ionic wind” phenomenon [14] with a direct impact on
the swirling flame shape and structure [27,28]. The ion wind formation is strongly influenced by the
electric body force F = q·E determining the motion of charged flame species and advancing the heat and
mass transfer of neutrals and chemical species. Therefore, to provide effective electric control of the
main flame characteristics, it is necessary to apply the electric field to the flame area with a maximum
ion density (q). It is generally assumed [29] that the formation of positive ions in hydrocarbon flames
can be related to the development of chemical ionization reactions between the flame components:

CH + O→ CHO+ + ē (4)

CH* + C2H2 → C3H3
+ + ē (5)

C2H + O2*→ CO +CHO+ + ē (6)
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In general, the formation of ions at thermal decomposition of biomass pellets is a result of the
consequent release of different hydrocarbons (CxHy). The measurements and analysis of the produced
gases released at the thermal decomposition of biomass pellets (straw, peat and their mixtures) confirm
the intensive formation of the combustible volatiles (H2, CO) and hydrocarbon traces (C2H2, C2H4,
CH4), which are responsible for the formation of the flame reaction zone and primary flame ions [12,13].
The measurements of the radial and axial distributions of the flame ions prove that the most intensive
formation of the flame ions occurs at the primary stage of flaming combustion (t < 1200 s). The peak
value of the ion density (5–6)·1017 m−3 was observed at the bottom of the combustor (48–60 mm from
the biomass surface), close to the flame axis (r/R = 0), where the axial flow of hydrocarbon traces
rapidly mixes with the air accelerating the ion formation via the mechanism (4–6). Hence, to obtain the
most intensive field-induced variations of the flame characteristics, the electric field must be applied to
this part of the flame.

The 30% straw mass share wt.% added to the wood or peat mixture was chosen to investigate the
potential of electric control of the combustion dynamics at co-firing straw with wood or peat, with the
aim to provide a wide use of straw as a fuel for cleaner heat production, as observed when providing
the electric control of the swirling propane flame flow [15,16,28] and the electric field-induced body
force enhances the evident variations of the flame shape and length determined by the field-induced
variations of flow dynamics.

The complex measurements of the electric field effect on the formation of flow dynamics at
co-firing of straw with wood or with peat pellets were provided for the positively bias voltage of the
axially inserted electrode, which is inserted into the flame reaction zone at 130 mm from the secondary
air supply nozzle (Figure 1), where the average flame temperature approaches to 1350K. For the given
configuration of the electrode the electric body force acts on the positive flame ions enhancing the
processes of radial and reverse axial heat/mass transfer. As a result, to minimum value decreases
the axial flow velocity, increasing the swirl intensity of secondary air and enhancing mixing of the
reactants along the outside of the flame reaction zone (Figure 6a,b). The field-induced decrease of the
axial flow of combustible volatiles increases the residence time of the reactants in the flame reaction
zone completing the burnout of the volatiles.
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Figure 6. Electric field effect on the average values of the axial flow velocity component of the vortex
flow forming in the combustion chamber at co-firing of straw with wood (a) or with peat (b).

Besides, the field enhanced reverse axial heat mass transfer up to the biomass layer enhances
heating and thermal decomposition of the biomass pellets increasing the biomass mass loss rates and
the volume density of the volatiles at the gasifier outlet depending on the field-induced ion current
(Figure 7a,b).
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With the 30% mass share of straw in the mixture and with increasing bias voltage of the positive
electrode and the ion current in the space between the electrodes, the mixture mass loss rate tends to
decrease during the primary stage of volatiles formation (400 s–max), when the electric field enhances
the development of the endothermic processes of the thermal decomposition and it increases during
the self-sustained burnout of the volatiles (max–end).
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Figure 7. Electric field effect on the biomass pellet mixture mass loss rate at thermal decomposition
when co-firing straw with wood (a) or with peat (b).

The field-enhanced thermal decomposition of the pellet mixtures correlates with the increased
volume fraction of the volatiles at the gasifier outlet. The local decrease of the volume fraction of
combustible volatiles at 1–3 mA ion current suggests that the field-enhanced reverse axial mass transfer
initiates the enhanced mixing of the axial flow of volatiles with the secondary air-flow, thus enhancing
the burnout of the volatiles (Figure 8a,b).
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Figure 8. Electric field effect on the formation of volatiles at the gasifier outlet when co-firing straw
with wood (a) or with peat (b).

As the field-enhanced decrease of the axial flow velocity determines the increase of the residence
time of the reactants in the primary zone of flame formation completing combustion of volatiles,
the heat power (Pselfsus) from the device at the self-sustained combustion stage increases by ~6–8%
with the correlating increase of the total collected heat produced per mass of burned mixture (Qsum) by
~10–12% (Figure 9a–d).

Although the heat power of the device at the stage of self-sustained combustion keeps growing, the
total produced heat per mass of burned solid fuel decreases after reaching its peak value at I = 1.9 mA
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at straw/wood co-firing and at I = 2.5 mA when co-firing straw and peat, which can be theoretically
explained by the field-induced increase of the axial flow velocity and decrease of the air swirl intensity
thus reducing the reaction residence time and by limiting mixing of the reactants (Figure 6).
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Figure 9. Electric field effect on the heat output from the device (a,b) and on the produced heat per
mass of burned mixture (c,d) when co-firing straw (30%) with wood (a,c) or with peat (b,d) pellets.

Finally, it should be noted however, that the field-enhanced thermo-chemical conversion of the
mixtures affects the flue gas composition, increasing the carbon-neutral CO2 emission and combustion
efficiency, whereas the air excess ratio in the products decreases to the minimum value, providing so
the cleaner and more efficient heat production (Figure 10a,b).
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3.2. Mathematical Modelling of Electric field Effects on Combustion Dynamics When Co-Firing Straw
with Wood or with Peat Pellets

In order to analyze in more detail, the processes developing downstream the combustor at the
co-combustion of straw and peat pellets, mathematical modelling and numerical simulation of the
processes developing when the electric body force is applied to the flame base were performed using
two dominant second-order chemical reactions of the volatile (H2, CO) combustion:

H2 + OH→ H2O + H (7)

CO + OH→ CO2 + H (8)

The maximum values of the temperature, axial flow velocity and mass fractions of the CO2 and
H2O species were obtained from a numerical analysis of the systems of nine and eleven parabolic
type partial differential equations (PDS) describing the 1D compressible reacting swirling flow [8] at
co-firing straw with peat. Numerical modelling was made in accordance with the experimental data
assuming the CO and H2 mass fractions as boundary conditions.

When studying the influence of the electric field on the thermo-chemical conversion of straw
pellet mixtures with peat, a simplified model has been proposed [30] which considers the interplay of a
2D compressible, laminar, axisymmetric flow and electrodynamic effects due to the impact of Lorentz
forces on the electrons produced during chemical reactions. The axial velocity of the uniform flow in
the central part of the combustor inlet uo = 0.1 m·s−1. A simple exothermic chemical reaction A→ B was
modelled by Arrhenius kinetics using a single step reaction between the fuel and the oxidant. A more
plausible model is the A→ B↔C mechanism, where ‘B’ represents the intermediate products and ‘C’ is
the final product [31]. This mechanism has been used for the investigation of the straw co-combustion
with wood or with peat (1-to-9 ratios), considering the reactions between the chemical substances (CO,
H2, O2, OH) and the formation of products (CO2, O, H2O). In the numerical experiment the applied
electric field induces an electric current with the uniform density between the walls of the combustor
and the axially inserted electrode at the combustor inlet with no presence of ions. The mathematical
model is described by four Euler and three reaction-diffusion and azimuthally induced magnetic field
(component Bφ) dimensionless equations in the cylindrical coordinates (r, x = z·ro

−1) at the time:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂ρ
∂t + M(ρ) + ρ

(
1
r ·∂(r·ur)

∂r + ∂uax
∂x

)
= 0 ;

∂ur
∂t + M(ur) − S

utg
2

r3 = − 1
ρ ·∂p∂r + Re−1

(
Δu− ur

r2

)
+ 1
ρ ·PeFr ;

∂uaxu
∂t + M(uax) = − 1

ρ ·∂p∂x + Re−1·Δuax +
1
ρ ·PeFr ;

∂utg
∂t + M

(
utg

)
= Re−1·Δ∗utg ;

∂T
∂t + M(T) = P1· 1ρ ·ΔT + q1A1C1·exp

(
− δ1

T

)
+ q2

(
A2C2·exp

(
− δ2

T

)
+ A3C3·exp

(
− δ3

T

))
;

∂C1
∂t + M(C1) = P2·ΔC1 −A1C1·exp

(
− δ1

T

)
;

∂C2
∂t + M(C2) = P2·ΔC2 + A1C1·exp

(
− δ1

T

)
−A2C2·exp

(
− δ2

T

)
+ A3C3·exp

(
− δ3

T

)
;

∂Bφ
∂t

+ M
(
Bφ

)
= Δ∗·Bφ ; (16)

where:

Δq =
∂2q
∂x2 +

1
r
∂
∂r

(
r
∂q
∂r

)
; (17)

Δq =
∂2q
∂x2 + r

∂
∂r

(
1
r
∂q
∂r

)
; (18)

M(q) = uax
∂q
∂x

+ ur
∂q
∂r

; (19)
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C3 = 1−C1 −C2 ; (20)

where C1, C2, C3 are the mass fractions of volatiles, the intermediate product and the final product.
uax = uz·uo

−1, ur = urad·uo
−1, utg = r·uϕ are the normalized axial, radial and tangential velocities

circulation. q denotes any of the quantities ρ, ur, uax, utg, T, C1, C2, Bϕ.:

P2 = D/(U0·r0) = 0.01 ; (21)

P1 = λ/
(
cp·ρ0·U0·r0

)
= 0.05 ; (22)

q1 = Q1/
(
cp·T0

)
= 5 ; (23)

q2 = Q2/
(
cp·T0

)
= 1 ; (24)

where Q1 = 1.5·106 and Q2 = 0.3·106 are the heat losses of the reaction (J·kg−1), but

δk = Ek/(R·T0) ; (25)

where (δ1 = δ3 = 10, δ2 = 13) are the scaled activation energies, R = 8.314 (J·mol−1·K−1) is the universal
gas constant, and E1 = E3 = 2.5 × 105 (J·mol−1), E2 = 3.2 × 105 (J·mol−1) are the activation energies.

λ = 0.25 (W·m−1·K−1) is the thermal conductivity; D = 2.5 × 10−4 (m2·s−1) is the molecular
diffusivity of species; Ak = A’k·r0·U0

−1, (A1 = A3 = 5·104, A2 = 5·105) are the scaled pre-exponential
factors (A’k = s−1); cp = 1000 (J·kg−1·K−1) is the specific heat capacity; ρ is the density normalized to the
inlet density ρ0 = 1 (kg·m–3), Re = u0·r0·η−1 = 1000 is the Reynolds number, η = 5 × 10–6 (kg·s·m−1) is
the viscosity.

The equations were made dimensionless by scaling all the lengths to r0 = 0.05 m, the meridian
velocity to uo = 0.1 m·s−1, the tangential velocity to utg,0 = 3·u0, the temperature to T0 = 300 K,
the pressure to ρ0·u0

2 (N·m−2), the current density to:

jr = − 1
μ

∂Bφ
∂z

; (26)

jz =
1
μr

∂(r·Bφ)
∂r

; (27)

j0 =
I(

2πr2
o

) =
[ A
m2

]
; (28)

the azimuthal induction Bϕ of the magnetic field to:

B0 =
μ·I

(2πr0)
=

[ N
A·m

]
; (29)

the electromagnetic forces Fr, Fz to:

F0 = j0·B0 =
[ N
m3

]
; (30)

where:
μ = 4·π·10−7 =

[ N
A2

]
; (31)

is the magnetic permeability, I = 0(0.001)0.01 [A] is the electric current. The dimensionless radial and
axial components of electromagnetic forces:

Fr = −
Bϕ
r
∂(r·Bϕ)
∂r

; (32)
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Fz = −Bϕ
∂Bϕ
∂z

; (33)

were quantified by the parameter:

Pe =
B0· j0·r0

ρ0·u2
0

; (34)

For the dimensionless pressure p a model for perfect gas is used: p = ρ·T.
The boundary conditions are the following [31]:

(1) r = 0 (along the axis):

ur = uax = 0;
∂T
∂r

=
∂Ck
∂r

=
∂uax

∂r
= 0; Bφ = 0 ; (35)

(2) r = 1 (at the wall):

ur = uax = 0;
∂uax

∂r
=
∂Ck
∂r

= 0;
∂T
∂r

+ B1(T − 1) = 0 ; (36)

Bϕ = B0·(1 − x/x0) (consistent with the uniform distribution of jr = const),
(3) x = x0 = 2 (at the combustor outlet):

ur = 0; Bϕ = 0 ;
∂T
∂x

=
∂C
∂x

=
∂uax

∂x
=
∂utg

∂x
= 0 ; (37)

(4) x = 0 (at the combustor inlet):

ur = 0; T = 1; C2 = 0 f or r ∈ [0, 1] ; (38)

uax = 1; C1 = 1, utg = 0 f or r ∈ [0, r1]; (39)

utg = 4·r (r− r1)(1− r)

(1− r1)
2 ; uax = 0, C1 = 0 f or r > r1 (40)

It should be noted, that a uniform jet flow develops at r < r1 and rotation at r > r1 [30,32]:

Bϕ =
B0

r
f or r ∈ [r∗, 1] ( jz = 0) ; (41)

Bϕ =
B0

r

⎛⎜⎜⎜⎜⎝1−
√

1− r2

r∗2
⎞⎟⎟⎟⎟⎠ f or r ∈ [0, r∗] ; (42)

Here:
Bi =

h· r0

λ
= 0.1 ; (43)

is the Biot number, r1 = 0.75, r* = 0.2, h = 0.1 [J·(s·m2·K)−1].
For numerical solutions the stream function Ψ with the following expressions was introduced:

r·ρ·uax =
∂Ψ
∂r

; r·ρ·ur =
∂Ψ
∂x

; (44)

where Ψr=1 = q = 0.5·r1
2 = 0.28125 is the dimensionless fluid volume.

The intensity of vorticity with reverse orientation at the top left corner of the computational
domain is expressed as: Iv = (q − Ψmax)·d−1, where d = 1/40 is the time step of the uniform grid.

To solve a discrete 2D problem with 40 x 80 uniform grid points and the 0.0008 s time step, the ADI
method of Douglas and Rachford [33] was used. For the stationary solution with the maximum
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error 10−7, approximately 20,000-time steps were used (the final time tf was approximately 10 s).
The distribution of the axial, radial and tangential components of velocity, vorticity intensity and
temperature were calculated with MATLAB (Table 2).

Table 2. The flame flow parameters: axial velocity (uax, max), radial velocity (ur, max), temperature
(Tmax), mass fraction of intermediate products (C2, max), radial velocity (ur, min), mass fraction of final
products (C3, min), vorticity intensity (Iv) and radially-averaged flow temperature (Tav), depending on
the electromagnetic parameter Pe for the flow swirl number S = 3.

Pe C3, min Iv/u0 uax, max/u0 ur, max/u0 ur, min/u0 Tmax/T0 Tav/T0 C2, max

0 0.8022 −0.244 4.58 2.61 0 3.650 3.376 0.4056
0.1 0.8025 −0.252 4.59 2.62 −0.11 3.667 3.379 0.4062
0.2 0.8029 −0.256 4.60 2.63 −0.25 3.693 3.384 0.4066
0.5 0.8037 −0.272 4.81 2.66 −0.78 3.782 3.400 0.4066
1.0 0.8013 −0.296 5.31 2.70 −1.73 3.910 3.400 0.4049
2.0 0.7951 −0.328 6.67 2.74 −3.43 4.192 3.333 0.4025
2.5 0.7805 −0.340 7.48 2.76 −4.14 4.288 3.296 0.4048
3.0 0.7781 −0.352 8.92 2.77 −4.85 4.375 3.267 0.4061
4.0 0.7749 −0.380 15.2 2.78 −6.02 4.521 3.222 0.4063

C2 end, max = 1 − C3, min.

From the results presented in Table 2 it follows that when co-firing straw with peat pellets,
the maximum value of the mass fraction of the intermediate product (C2, max), the minimum value of
the mass fraction of the final product (C3, min) and the average temperature (Tav) increase at Pe < 0.5 and
decrease at Pe > 0.5. A similar situation was observed for the maximum value of C2, i.e., the maximum
of C2 at the gas outlet, C2 end, max = 1 − C3, min. The temperature maximum values (Tmax) in the center of
the flow and the axial velocity (uax, max) increase with the growing Pe. If the electric field is applied to
the flame base, the flame vorticity enhances due to the increasing absolute values of the negative ur, min

and vorticity, which provides the enhanced mixing and combustion of the reactants by increasing the
maximum flame temperature, as it follows from the results of the experimental study.

The development of the axial distribution of the radial velocity (0 < r < 1; 0 < x < 2) is illustrated
in Figure 11. The radial velocity distribution on the z-axis at r = 0.5 demonstrates a strong decrease to
negative values at the flame base z/R0 = [0; 0.75], whereas at r = 0.75 this distribution shows the most
pronounced value decrease at z/R0 = [0.5; 1.25]. Thus, the action of the electric body force at Pe > 0.5
leads to a radial reduction of the flame reaction zone at z/R0 = [0.5; 1.5] with a correlating decrease in
radially-averaged flow temperature (Table 2).

•

 (a) (b) (c) 

ur
/u

o 

u r/u
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u r/u
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Figure 11. Development of the radial velocity z-axis distribution at Pe = 0 (a), Pe = 0.5 (b) and Pe = 1 (c).
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In Figure 12, the represented temperature distribution in the combustion chamber section shows
an increase of the maximum temperature Tmax at the center of the flame base z/R0 = [0; 1], which may
occur due to the field induced radial motion of the reactants towards the center and their more complete
burnout. However, the action of the Lorenz force at Pe > P0 leads to a decrease of the radially-average
flow temperature Tav, which can be accompanied by a decrease of the visible flame radius.

Figure 12. Electric field effect on the temperature development at Pe = 0 (a) and Pe = 2.5 (b).

Although the radial velocity maximum value ur, max at z/R0 > 1.5 keeps growing according to
Table 2, the absolute values of the minimum radial velocity ur, min increase much faster, which may
lead to a contraction of the flame diameter and enlarge of the flame length, considering the dynamic
growth of the axial velocity uax in the center determined by the Pe parameter.

4. Conclusions

The present study was aimed at a more effective use of straw as a fuel for energy production
and combined complex experimental study and mathematical modelling of the processes developing
when co-firing wheat straw with a solid fuel pellets (wood or peat). In order to assess the electric field
applicability for additional control of the main flame characteristics, the electric field effects on the
processes developing downstream the combustor were studied and analyzed.

The co-firing of straw with wood or with peat pellets results in the enhanced thermal decomposition
of the mixture, which is determined by the mass share wt.% of straw in the mixture, and approaches
its peak value if the straw mass share in the mixture is about 20–30%.

The field-induced ion current in the space between the electrodes is responsible for the
field-enhanced reverse axial heat/mass transfer of the flame species, which provides the enhanced
heating and thermal decomposition of biomass pellets. Increasing the current up to 2–3 mA decreases
the average axial velocity at the flame base (70 mm from the secondary air supply nozzle) decreases
from 0.36 m·s−1 to 0,24 m·s−1 for a 30% straw mixture with wood and from 0.49 m·s−1 to 0.15% for a
30% straw mixture with peat. In addition, it enhances the swirl intensity close to the flame axis by
increasing the axial flow swirl number from 0.03 to 0.5.

The field-enhanced reverse axial heat transfer causes an increase of the average value of the weight
loss rate from 0.23 g·s−1 to 0.25 g·s−1 during the self-sustained burnout of a straw/ wood mixture and
from 0.24 to 0.26 g·s−1 for a straw/peat mixture with a correlating increase of the volume fraction of the
combustible volatiles entering the combustor. For the straw/wood mixture, the volume fraction of CO
at the flame base increases from 75 g·m−3 to 98 g·m−3, for the straw/peat mixture–from 73 g·m−3 to
85 g·m−3.
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The enhanced release of the volatiles correlates with the increased heat output from the device.
For the straw/wood mixture, the heat output from the device increases from 3.2 kW to 3.5 kW, for the
straw/peat mixture−from 2.9 kW up to 3.1 kW. For the straw/wood mixture, the produced heat per
mass of burned pellets increased from 13.9 MJ·kg−1 to 14.3 MJ·kg−1, for the straw/peat mixture−from
11.4 MJ·kg−1 to 12.3 MJ·kg−1.

The field-enhanced combustion of volatiles at thermo-chemical conversion of the mixtures is
confirmed by the increase of the CO2 volume fraction in the products, with dominant increase of CO2

at the primary stage of volatiles burnout, when CO2 increases from 13% to 14% in the straw/wood
mixture, whereas in the straw/peat mixture from 11.4% up to 14.4%.

The results of the mathematical modelling show that the action of the electric body force at Pe > 0.5
leads to a contraction of the flame diameter and enlarges the flame length because of the decrease of
the average value of the flame temperature due to the axial expansion of the flame reaction zone and to
the correlating increase of the maximum flame temperature at the center. Moreover, if the electric field
is applied to the flame, the flame vorticity enhances, which strengthens the mixing and combustion of
the volatiles.

The results of the numerical study explain the effect of the electric field applied to the combustion
flame flow by the influence of the Lorenz force on the electrons produced in the flame, but the
experimental results show the integral effect of the field-induced motion of the positively and negatively
charged species in the flame. The mathematical model needs further development, nevertheless,
the main combustion parameters obtained by the numerical simulation can be compared to the
experimental ones at a higher bias voltage, when the induced current is exceeds 3 mA, and when
the field enhanced axial flow of the combustible volatiles is observed, which altogether reduces the
combustion efficiency and the total heat collected during the complete combustion of the pelletized
biomass mixture samples.

Supplementary Materials: The following are available online at http://www.mdpi.com/1996-1073/12/8/1522/s1,
Figure S1: The diagram of a schematic description of the experiment, Figure S2: The technological scheme of
the equipment and measurement instruments, discussion about the measurement data acquisition and accuracy,
the experiment repeatability and uncertainty.
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Abbreviations

Aν absorption on specific wavenumber
Ck k-th species concentration, g·m−
cp heat capacity
D, Ø diameter, mm
dm/dt mass loss rate, g·s−1

DTA differential thermal analysis
TGA thermogravimetric analysis
FTIR Fourier Transformation Infrared Spectroscopy
I ionic current, mA
Iv vorticity
j0, jx, jz current density
L height, mm
LHV low heat value, MJ/kg
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m mass, g
P heat power, kW
Pe electromagnetic force
Q heat capacity, MJ·kg−1

r combustion chamber radius, mm
r/R0 dimensionless radius
S swirl number
t time, s
T, ΔT temperature or temperature difference, K
u, uax axial velocity, m·s−1

u0 normalized velocity, m·s−1

urad, ur radial velocity, m·s−1

utg, w tangential velocity, m·s−1

α air excess
ηcomb combustion efficiency, %
ν wave number, cm−1

Subscripts:

av average
end the process ending
max maximum
min minimum
sum total or summarized
vol volumetric
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Abstract: Industrial applications nowadays are facing the complexity of the problem of finding an
optimal energy supply composition. Heating and electricity needs vary throughout a year and need to
be addressed. There is usually power available from the market, but a company has other investment
options to consider, such as solar power, or utilization of local biomass. Fixed and proportional
investment and operational costs must be compared to long-term cost-efficiency. The P-Graph
framework is an effective tool in the design and synthesis of process networks, and is capable of
showing optimal decisions. In the present work, a new P-Graph model was implemented to address
the synthesis of the energy supply options of a manufacturing plant in Hungary. Compared to
the original approach, a multi-periodic scheme was applied for heating and electricity demands.
Also, the pelletizer and biogas plant investments are modeled in the P-Graph with a new technique
that better reflects equipment capacities and flexible input ratios. The best solutions in this case study
in terms of total costs are listed. It can be concluded that a long-term investment horizon is needed
for the incorporation of sustainable energy sources into the system to be cost-efficient.

Keywords: P-Graph framework; process network synthesis; multi-periodic model; optimization;
energy efficiency; sustainability; biomass

1. Introduction

1.1. Overview of the Present Work

Energy supply is one of the most important problems for modern industrial facilities. Usually,
when a plant is built, it is connected to the grid allowing it to purchase electricity for its operation.
The same holds for heating, water, or other requirements where public services are available. However,
environmental regulations play an increasing role, and small to medium scale power plants are
becoming popular. Such power sources have the ability to supply the needs of individual residential
homes or firms. These can have significant investment costs, but operation in the long-term may make
them cost-efficient solutions. There is no absolute winner technology in terms of costs.

The power supply decision can be a complex problem. Several different energy sources have to
be taken into account. Renewable energy sources like biomass can have a limited availability and
are usually neither economical nor environmentally friendly if they need to be transported over long
distances. Different technologies and energy supply methods may coexist, but each having different
investment and operational costs, for which capacity is also limited. Energy demands can also vary,
not only from one year to the other, but even from month to month, according to the seasons. This is
especially true for heating requirements.
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The P-Graph framework is a modeling tool with which one can define Process Network
Synthesis (PNS) problems. In a PNS, a system of complex possible flow of materials is given,
and a cost-optimal selection of possible operating units must be found. The P-Graph framework
consists of the mathematical model of P-Graphs, the corresponding theorems and algorithms, and also
software in which we can solve PNS problems.

This work presents a case study made for a manufacturing plant, for which decision makers needed
to consider alternative energy sources like solar power and local biomass availabilities, instead of
purchasing all the electricity and heating need required. Naturally, the method of modeling we present
here can be adopted for any plant if the available technology options, energy sources and demands
are specified.

The optimization problem for finding the minimal operating cost of the firm during the course
of the investments’ considered horizon is modeled as a PNS problem, and then solved utilizing the
P-Graph framework. The model uses the multi-periodic modeling technique to address fluctuating
demands in two different seasons. The pelletizer and biogas plant equipment units are modeled with a
new technique allowing mass-based capacities and flexible inputs simultaneously. Several different
investment horizons are investigated, and the best solutions for each scenario are presented. In the end,
we can conclude that all energy options can be an economical replacement of direct energy purchase,
but a long horizon must be assumed to be so.

1.2. Importance of Sustainability

Sustainability is at its core about finding practically possible ways to maintain conditions on Earth
suitable for civilized human life. This is considered to be quite a challenge for several reasons:

• The human population is large and it is still increasing [1].
• Simultaneously to increasing population, the consumption of resources shows an increasing trend.

A fourfold increase in private consumption expenditures from 1960 to 2000 could be observed [2].
• The human population is using approximately 38% of the world terrestrial net primary

consumption [3], leaving a much smaller portion than before to support the planetary ecosystem.
Net primary production is the solar energy captured by the ecosystem and made into biologically
accessible energy.

Note that manufacturing consumes an enormous amount of energy, for example, 2.2 EJ in 2010 [4].
Energy generation at present still heavily relies on fossil fuels [5], and this has a wide range of
environmental impacts. The most widely known is the emission of carbon dioxide which contributes
significantly to climate change. Therefore, a possibly effective way in decreasing the human footprint
is to target manufacturing. This can be done by the provision of alternative energy supply options for
operating plants, especially when shifting to more efficient energy use and to the use of renewable and
low environmental impact forms of energy generation. The importance of this is established by the
fact that increasing population and consumption will likely result in the increase in manufacturing
needs, hence energy consumption. It is a common idea that instead of purely relying on a highly
centralized network for electricity or heating, each firm resolves its own energy demands locally.
Of course, this implies additional investment costs compared to the ordinary scheme. Particular
examples for locally feasible energy supplies are the usage of biomass or solar cells. Nevertheless,
decreasing demands by alternative production technologies or more efficient energy usage can also be
promising options.

Synthesis of supply chains of renewable energy sources, for example solar, wind, hydropower,
and biomass utilization, possibly simultaneously to other sources, until the potential demands of
energy or water, is a challenging task in general, and has drawn much attention [6,7]. The complexity of
the systems to be designed optimally yields for adequate modeling and optimization tools, regardless
of the scope being a single plant or a whole region. Novel, general methods are published [8],
using mathematical programming solutions which are a conventional way of modeling. But due to
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their limitation in solving larger or too special problems, specific case studies may require other model
developing techniques.

2. Theory

2.1. Process Network Synthesis and the P-Graph Framework

Process Network Synthesis is the act of designing and making decisions about a complex system
of processes consisting of several steps and dependencies. The process under examination is generally
the production or achievement of a dedicated material, state, or a set of such. Steps of the process to be
modeled must be identified, but the emphasis is on the whole system itself. Usually there is a range
of options leading from the available sources, like raw or freely available materials, or conditions,
to the desired final products. Most importantly, selection of the actually utilized options must be made,
so that other details, like actual material flows can be selected.

The P-Graph is a graph-theoretic model first introduced by Friedler et al. [9]. It is capable
of modeling PNS problems unambiguously and gives options to effectively find optimal solutions.
The model consists of a directed bipartite graph of a material node set and an operating unit node set.
The material nodes resemble the states in the model. A state is usually representing the presence of
some material or other physical or virtual property. The operating unit nodes represent transitions of
a set of states into another. This is generally some kind of production step, transportation of goods,
purchase, but may simply mean some logical consequence of the existence of a state based on others.
Arcs from material nodes to operating unit nodes represent consumption. Arcs between operating
units to materials represent production. That means the inputs and outputs of an operating unit are
the materials for which there exist arcs going towards, and starting from the operating unit. In both
cases, arcs are directed towards material flow. Materials can be both inputs and outputs at the same
time. In this way, the P-Graph represents the structure of the process, see Figure 1. There are three
types of materials in a P-Graph:

• Raw materials are the ones available from external sources, and cannot be produced.
• Final products are those we want to obtain.
• Intermediate material nodes are other materials involved in the system, typically in between the

production chain from raw materials to final products. Intermediates can be produced by some
operating units and can be consumed by others.

The goal of the PNS problem is to find a structure and operation for the system which is optimal
in some manner. A structure of the system involves appropriate selection of available technologies and
other activities, and the corresponding material flows. Optimality may refer to different objectives,
typically it is cost minimization. A structure of the process network is to be found for which all
products are obtained. This is called a solution structure, and it is, in general, a subset of the original
P-Graph. Along with the rigorous mathematical definition of P-Graphs, five axioms are described that
must hold for a P-Graph in order to be considered as a solution structure [9]:

• All of the final products of the PNS problem are represented in the resulting P-Graph.
• Any material has no input if and only if it is a raw material.
• Every operating unit in the P-graph is also defined in the PNS problem.
• Every operating unit is part of a path leading to a final product.
• Every material in the P-Graph must be the input to or an output from at least one operating unit

in the graph.

The P-Graph framework also includes algorithms that can be used to solve PNS problems:

• The Maximal Structure Generation (MSG) is a polynomial-time algorithm which finds the so-called
maximal structure of a PNS problem [10]. This structure is the union of all solution structures,
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and it is itself a solution structure as well, as a consequence of the axioms. The point in finding
the maximal structure is that unnecessary parts of the PNS problem can be excluded a priori
from optimization.

• The Solution Structure Generation (SSG) is an algorithm for systematically generating all solution
structures of the PNS problem [11]. This is useful, because once the structure is fixed, other decisions
like exact material flows are easier to determine. For large problems, the number of solution
structures may explode.

• The Advanced Branch and Bound (ABB) method is an algorithm which finds the optimal solution
of a PNS problem modeled as a P-Graph, driven by underlying MILP model constructed and
decisions based on the combinatorial nature of the problem [12]. Note that MSG and SSG only
operate on the graph itself, without other problem data like material flow ratios, costs, or capacities,
see Figure 2.

Figure 1. Example P-Graph with five operating units, three possible raw materials, two desired final
products, and a byproduct. Note that cycles are possible in P-Graphs.

Figure 2. The same example P-Graph with additional data supplied: the consumption and production
ratios for each operating unit.
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These data also correspond to a PNS problem and the ABB is capable of presenting detailed
solutions only when these are also available. PNS Studio is a software toll with which PNS problems can
be designed as P-Graphs. These can also be solved using the SSG or ABB methods to find cost-optimal
solutions for a process network. The software is freely Available online [13], and was also used in the
case study of this work.

2.2. Extensions of the P-Graph Framework

The P-Graph framework originally targeted chemical engineering problems, but the tool is useful
for other areas as well. The framework itself was also extended by additional functionalities, either in
implementation or application.

Time-Constrained PNS (TCPNS) is a problem where timing constraints on the flows can be
added [14]. This gives the possibility to make scheduling decisions by P-Graphs. Note that this was
already possible with the framework with certain circumstances. Certain vehicle routing problems
where deliveries are fixed in time were also solved by P-Graphs before TCPNS was introduced [15].
Purely scheduling problems of process networks, where there is a fixed set of tasks and orders must
be found with various storage policies, can also be addressed [16]. These methods most importantly
show that operating units in P-Graphs do not necessarily resemble actual equipment, but possibly
logical relationship, like conversion, or precedence relationships.

Separation Network Synthesis (SNS) is a production environment that can separate chemicals
into their pure components in multiple possible ways that can be optimized. This is not a utility, but a
production optimization problem, which can be transformed to a PNS problem and solved by the ABB
algorithm [17].

In a PNS problem, the input and output ratios for operating units are fixed. This is not the case in
some real world circumstances, when equipment units can have several different inputs with arbitrary
ratios. Pelletizers and furnaces are an example for this. The model complicates if ratios are arbitrary,
but also subject to constraints, like minimum or maximum ratios. The P-Graph framework was
extended to address such case of input scenarios [18], as the underlying MILP model of the system was
extended with linear constraints to obtain an appropriate model. Note that the P-Graph framework
may be itself capable of modeling such operating units with several material nodes and operating
unit nodes.

The P-Graph methodology can be extended to meet multi-periodic demands and supplies.
Multi-periodic means different rates of production of final products or consumption of raw materials and
products at various time periods, and optimization of the whole duration in a single model [19]. Periods
are an important issue, because assuming average load during a period may lead to underestimating
capacity needs during the year. This is especially true if operation should run at an extremely high rate
in short periods, while at low rate in general, resulting in an average that is way under the capacity
required to be operational at all times. However, the equipment units may have minimal required
flow to be working, which complicates the operating unit model of the P-Graph, so the multi-periodic
modeling scheme can possible be extended to model such technologies [20]. Although multi-periodic
modeling is a logical extension of the P-Graph framework, which means it does not require additional
tools to be implemented, the PNS Studio software already has support for making multi-periodic
models easier [21]. Note that this usually requires manual addition of a vast amount of data, as each
period is usually modeled by its own P-Graph, which is replicated. The PNS problem can get very
difficult to understand if the number of periods is high.

2.3. Applications

The P-Graph framework can be applied to a wide range of process network optimization problems,
including those for which production, utility, or transport systems are in question. The methodology is
a useful alternative to implementation of Mixed-Integer Linear Programming models or other solution
methods. For example, pinch analysis [22] is a widely used tool for system design, one possible
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application of which is energy sector planning with carbon emission constraints [23], but the same
problem can also be solved by the utilization of P-Graphs [24]. Note that the ABB algorithm itself
relies on linear programming. However, the P-Graph framework has some advantages, for example
providing the series of the best solutions, in order, instead of finding just a single optimal solution [25].

A thorough collection of P-Graph applications can be found in [26], showing that the framework
is useful in various case studies, including transportation, supply chain system design and plant
management. There is a particular review that focuses on P-Graph applications on sustainability
projects, like optimization from processing facilities to supply chains [27]. Another review is made
by [28], which also notices possible future developments of the framework. Particularly, the theory
allows more complex operating unit models than the current implementations can handle.

Polygeneration plant modeling can also be done by the P-Graph framework [29]. The recent
study involves satisfying multiple uncertain demands like heating, electricity, cooling, and treated
water. Not only the optimal, but the near-optimal solutions can be found. However, risks and possible
reactions in case of equipment failure must be taken into account, which can also be handled by
the same framework, as an alternative to linear programming models [30]. Uncertainty in supply
and demand in general and risks for inoperability generally affects the usability of supply chains.
The P-Graph framework was also used in such a scenario to analyze risks in the supply network of
bioenergy parks [31]. A more simple case, in the modeling point of view, is when risks can be derived
as parameters of the available technological options. This can be the case when probability of losses is
attributed to each activity and these can be penalized in the objective [32]. The authors in the example
seek to minimize fatalities in the whole bioenergy supply chain.

The framework was used to address a biomass supply chain enhancement [33], where P-Graphs and
conventional mathematical programming tools were used simultaneously to obtain a decomposition
of the main problem. The authors remark that the results must be regularly revised to reflect real
circumstances. Several biomass types were considered in connection with the palm oil industry. Another
set of biomass resources were inspected in a work of wood processing residues [34]. One drawback is
observed in this case study, particularly, that minor changes to problem data may result in significant
changes in the solution structures. This makes the option of finding near-optimal solutions valuable.

Addressing heat and electricity needs simultaneously is a common scenario for plant design.
Available biomass is often considered in parallel or as a replacement with purchasing natural gas and
electricity directly [35]. The case study, after optimization with the P-Graph framework, pointed out a
potential 17% decrease in operating costs if biomass is integrated into the energy supply, while other
objectives like ecological footprint can also be taken into account [36].

Spatial distribution of the biomass types and demands points can be simultaneously taken into
account to address the optimization of a full renewable energy supply chain [37]. In their work,
authors first determine clusters to minimize transportation needs by mathematical programming,
and then apply a PNS model to optimize material flow in and between these clusters.

The methodology is also useful in determining bottlenecks in the complete supply chains for
biomass utilization [38]. The proposed method also relied on the suboptimal solutions the P-Graph
framework was able to find. The method was used to improve sustainability indices in three different,
novel scenarios [39].

Synthesis of carbon management networks (CMN) is an important issue in the sustainability
point of view, and lead to complex optimization problems. The P-Graph framework was used for the
synthesis of biochar-based CMN [40]. The model uses a set of sources of biochar and a set of sinks,
that are soils that can contain it, and operating units resemble transportation between sources and sinks.
Note that in this case, the number of operating units is the product of the number of sources and sinks,
and other limits, for example the contamination of the soils can also be taken into account. Another
example for carbon management network optimization used P-Graphs in conjunction with Monte
Carlo method [41]. The Monte Carlo simulation was used to test near-optimal solutions reported by
the PNS solver, and estimate their robustness.
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The multi-periodic modeling technique itself was first applied to a real world case study where
corn production was investigated, for which the supplies and demands both change throughout the
year [42]. In another model formulation, the method was used to optimize annual electricity production
for various demands and sources. Afterwards, a polygeneration case study was performed that also
addresses steam, chilled and treated water demands [43]. It can be seen that the multi-periodic scheme
can be independently applied to the raw materials, or the final demands of a supply network, based on
which of them are fluctuating.

3. Materials and Methods

In this section the P-Graph model to be solved in the case study is described in detail. Our previous
work included the case study utilizing a single period model [44], and input data we use is also presented
here. The present work has two major improvements. First, electricity and heating demands were
modeled as a multi-periodic P-Graph model. Second, the modeling of some equipment units—namely,
the pelletizer and the biogas plant—involves a technique that allows mass-based equipment capacities
and flexible input of different kinds of biomass.

In the optimization problem, the energy supply needs of the manufacturing plant must be satisfied.
This means that some investments are considered against the business as usual solution of purchasing
all the electricity and heating power from the public service providers.

The optimization problem is modeled as a PNS problem. This requires that raw material,
intermediate, and final product nodes, operating units and connecting arcs are defined. Moreover,
problem data like raw material costs, available amounts, operating unit investment and operating costs
and capacities, and energy conversion rules must also be explicitly defined. After determining the
demands, the underlying single stage model is described. Afterwards, the way this model is extended
into a multi-periodic one, is presented.

For the sake of simplicity of the model, all energy quantities are expressed in kWh, regardless of
being heat or electricity at a particular point in the process network. Monetary quantities are expressed
in HUF. The value of this currency had been fluctuating, one EUR was between 300–330 HUF in the
recent years where data into the case study were collected from. In the scenario for the manufacturing
plant, expenses were in HUF uniformly. It shall be noted that interpreting results with an exchange
rate to another currency only involves a linear factor for all monetary values, including the minimized
total costs, but the obtained solution structures and their order would remain the same.

3.1. Electricity and Heating Requirements

The plant has two needs that are subject to the scenario: electricity and heating. These are
the demands in the process system, and are modeled as product nodes in the resulting P-Graph.
The business as usual solution is that electricity is bought from the grid in the amount needed.
Heating is provided by the plant’s own furnace, in which natural gas is fed, bought from the public
service provider.

Detailed consumption data about the plant’s natural gas consumption was provided in Table 1.
The plant requires indoors heating. The heating requirements are therefore modeled as the total heating
value of gas or other materials and energy consumed, with possible conversion ratios depending
on source. A single yearly heat consumption value is assumed to describe the requirement. We can
see there are significant fluctuations from year to year, with a clear tendency of decreasing, which is
probably due to the company optimizing its operation constantly. Also, the heating requirements are
a magnitude larger at winter than at other times of the year. This is the key fact that motivated the
multi-periodic modeling scheme to be applied in this case study.
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Table 1. Past data for natural gas usage of the manufacturing plant. These data are used to predict
future demands.

Gas Used (m3) 2009 2010 2011 2012 2013 2014

January 133,999 128,744 157,085 123,770 75,782 48,635
February 123,836 95,406 137,103 124,305 51,407 49,067

March 120,326 77,536 123,795 83,362 43,560 16,847
April 37,378 58,464 83,305 61,092 15,452 4337
May 35,057 63,719 51,009 37,482 2785 4247
June 37,065 52,094 30,924 17,340 1919 2688
July 30,396 44,485 31,560 12,891 1554 2416

August 34,232 44,628 30,105 20,179 1534 2117
September 28,607 81,730 30,024 19,829 3072 2136

October 82,299 105,612 74,841 25,235 4208 10,982
November 105,599 104,195 125,638 50,535 24,273 43,769
December 116,459 156,139 129,481 73,819 57,240 62,139

Yearly total 885,253 1,012,752 1,004,870 649,839 282,786 249,380

Electricity consumption data was also provided in a similar manner (see Table 2).

Table 2. Past data for electricity usage of the manufacturing plant. These data are used to predict
future demands.

Electricity Used (kWh) 2009 2010 2011 2012 2013 2014

January 905,533 796,117 993,044 788,703 453,838 255,517
February 1,128,039 715,508 926,508 769,565 382,042 270,539

March 1,328,232 809,142 1,074,706 736,811 359,696 217,190
April 1,076,030 787,400 963,416 624,634 310,077 176,142
May 1,142,927 918,350 890,317 862,085 228,225 200,673
June 1,176,784 1,021,286 843,147 327,853 251,323 191,459
July 1,215,169 1,170,359 871,462 502,244 254,907 270,710

August 1,281,732 1,089,277 928,240 327,853 241,197 414,119
September 1,183,526 983,531 872,692 454,764 201,446 425,678

October 1,002,034 989,398 868,299 923,389 211,333 439,628
November 926,870 969,743 880,829 346,867 248,156 439,837
December 872,000 901,317 856,199 399,713 289,379 502,415

Yearly total 13,238,876 11,151,428 10,968,859 7,064,481 3,431,619 3,803,907

Electricity consumption also shows a decreasing tendency, but the consumption rates do not seem
to clearly depend on the month. They more likely depend on production load of the plant, or other
causes for which are unavailable in this case study. It can also be seen that the decreasing tendency
is not necessarily rigorous: in the last year with known data, 2014, electricity consumption actually
increased. For these reasons, the following decisions were made about the modeling method of the
demands:

• Future demands that are used in the model are estimated based on a recursive formula of the
data shown.

• Two periods are introduced to be handled differently: winter (from December to February,
inclusive), and the other part of the year (from March to November, inclusive). From now on,
we call these winter and mid-year periods.

The formula we used in the case study for demands were the following. This is applied to both
the natural gas and the electricity consumption:

s2015 =
0.8 · s2012 + 0.9 · s2013 + 1.0 · s2014

2.7
· 1.15 (1)
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The first three years are omitted, since the significantly larger consumption in those is due to past
changes in the plant operation. For the last three years, we apply a weighted average, with weights of
0.8, 0.9 and 1.0 for 2012, 2013 and 2014, respectively (note that 0.8 + 0.9 + 1.0 = 2.7). It is multiplied by
a factor of 1.15 for more security of the energy supply, and to accommodate a slight potential increase.

This single value, obtained for both the electricity and heat demands, are used assuming them to
be the constant yearly demands in all consecutive years. Nevertheless, it shall be noted that this is
a rough estimation. Actual data could severely affect the results provided by our model. However,
the P-Graph model we present can easily be resolved with different data.

To be able to model a multi-periodic scenario, the demands must be estimated for each period
individually. Note that even though electricity consumption is somewhat independent of the periods,
we have to calculate periodical demands since heat and electricity production can both be done from
the same energy sources. The electricity and heating demands we suppose in the case study are
summarized in Table 3. Note that it is obtained as a direct application of Equation (1) on data from
Tables 1 and 2.

Table 3. Demands of the manufacturing plant assumed in the case study. Note that heating demands
are calculated from the natural gas consumed with a 34 MJ/m3 rate.

Demand Period Used Value

Natural gas
yearly (total) 436,045 m3 ≈ 4,118,206 kWh

mid-year 248,460 m3 ≈ 2,346,569 kWh
winter 187,585 m3 ≈ 1,771,637 kWh

Electricity
yearly (total) 5,342,793 kWh

mid-year 3,806,227 kWh
winter 1,536,566 kWh

In the P-Graph model, the four periodical demands represent the final product nodes. They must
be satisfied with a combination of the available technologies, which are able to produce heat, electricity,
or both.

3.2. Energy Sources and Their Availability

In the previous section, the final products of the process network were defined. Now, the raw
materials are introduced. In the present case study, there are different kinds of energy sources
considered. In general, there are more options, but due to the properties and environment of the plant,
the following resources were included:

• Public service providers, from which unlimited amount of electricity and natural gas can
be purchased.

• Solar power, which is also unlimited, as long as there is solar power plant capacity.
• Several different kinds of biomass of limited availability from the same region.

For purchased electricity and natural gas, and the different kinds of biomass, we assume a unit
cost for each resource. Purchased electricity and natural gas are unlimited sources. This means that
practically any amount can be purchased as long as the company is willing to spend the money
needed. Solar power is freely available. Of course, it does not mean that solar power is a free energy
source. Rather, regardless of the amount of solar power plant capacity we want to invest into, there is
always a supply of solar radiation. The different kinds of available biomass are purchased locally.
Note that these have a limited availability, as these are mostly byproducts from agriculture. Biomass
has a drawback of having low energy content. Transportation of biomass over longer distances is not
economical, and does not have a sense in the sustainability point of view either. We assume that the
biomass types each have an own fixed unit cost, and an upper limit for purchase.
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The energy sources are represented in raw material nodes in the P-Graph. Table 4 contains data
for these raw materials. We must note that these are estimations we assume in this case study. We also
assume that there is no concurrent demand for these materials from other parties. Each of the enlisted
raw materials corresponds to a raw material node in the resulting P-Graph.

Note that there are costs associated with the processing of these resources. These are embedded
into the operating costs of the operating units instead. For example, maintenance costs of the solar
power plants are costs of the power plant, not the solar energy itself. The reason behind this scheme of
modeling is that raw material nodes can have a straightforward implementation in the P-Graph based
on the unit prices and available amounts.

Table 4. Raw material availabilities in the case study.

Energy Source Unit Price Available for Use (per y)

Saw dust 24 HUF/kg 150,000 kg
Wood chips 22 HUF/kg 600,000 kg

Sunflower stem 5 HUF/kg 500,000 kg
Vine stem 7 HUF/kg 600,000 kg
Corn cob 6 HUF/kg 1,200,000 kg

Energy grass 8 HUF/kg 1,600,000 kg
Wood 20 HUF/kg 2,000,000 kg

Solar energy free unlimited
Natural gas 114 HUF/m3 unlimited

Electricity from the grid 38 HUF/kWh unlimited

3.3. Operating Units

In a P-Graph, all transformations of materials to others are done by operating units. This means
that an operating unit may resemble an actual technological step, or market operations like purchase
or selling, or only be a modeling tool. In this case study, operating units are introduced to fit into the
following roles:

• Direct supply by purchase of electricity or natural gas.
• Solar power plants.
• Biomass processing chain.

Note that these roles are in a one-to-one correspondence with energy source types. Those operating
units that correspond to actual equipment units that require investment and operating costs are shown
in Table 5, with the following meanings:

• Fixed investment costs are to be paid once, at investment, if the technology is used.
• Proportional investment costs are to be paid once, at investment. The amount is proportional to

the yearly capacity of the operating unit, which cannot be changed later.
• Fixed operating costs are paid yearly, for using the operating unit, regardless of rate of utilization.
• Proportional operating costs are paid yearly, for using the operating unit, and are proportional to

the actual utilization of the operating unit.

This means we assume that each possible investment has linear costs in terms of capacity, with a
starting fixed investment cost. This assumption is required in order for the network to be modeled
with the P-Graph framework. More complex cost functions can be estimated, or alternatively, different
operating units can be introduced in the model if necessary. Investment costs appear as costs evenly
distributed in the investment horizon. That means if a longer horizon is considered, then investment
costs are decreasing in the modeling point of view, as the current model seeks to minimize yearly
operating costs.

Note that the P-Graph methodology would allow the modeling of any operating units which
can operate in parallel to each other from the modeling point of view, as long as they can be properly
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represented by linear fixed and proportional investment and operating costs and capacities. In this
case study, some technologies like heat pumps were initially excluded by the management due to the
plant’s properties, electricity needs, initial investment costs, and lack of subsidized project possibilities.

Table 5. Possible investments. These are all new equipment units in the case study, also called
operating units.

Equipment Costs
Investment Costs Operating Costs

Fixed Proportional 1,2,3 Fixed Proportional

Solar power plant 50,000,000 HUF 353.98 HUF/kWh none 22.12 HUF/kWh
Pelletizer 5,000,000 HUF 10 HUF/kg none 4 HUF/kg

Biogas plant 20,000,000 HUF 240 HUF/kg none 10 HUF/kg
Biogas furnace 10,000,000 HUF 20 HUF/kWh 6,000,000 HUF 4 HUF/kWh

Biogas CHP plant 20,000,000 HUF 36 HUF/kWh 6,000,000 HUF 6 HUF/kWh
1 The solar power plant has proportional costs given in terms of produced electricity in kWh/y. These values are
equal to 400,000 HUF and 25,000 HUF per 1130 kWh/y. 2 The pelletizer and the biogas plant have proportional costs
given in terms of input amount, in kg/y. 3 The biogas furnace and CHP plant have proportional costs given in terms
of the heating value of the biogas consumed.

Other operating units in the process network are either already present or only represent
some activities that are not physical production steps. This means that other operating units have
neither investment nor operating costs, nor maximal yearly capacities. We assume that all operating
requirements can be expressed in the aforementioned costs, including energy requirements. Note that,
for safety reasons, the plant would anyways be connected to the grid. This makes any particular
solution easily adjustable if demands unexpectedly increase. It also means that the possibility of
self-sustaining energy supply is neglected in this case study.

3.4. Direct Purchase

The electricity consumption is the simplest operation in the process network. An operating unit
representing electricity purchase from the grid is introduced. Its single input is the electricity from the
grid, and its single output is the electricity demand as depicted in Figure 3.

Figure 3. Electricity purchase in the P-Graph model.

The natural gas purchase is done by a single operating unit. This unit has a single input and
output: natural gas from the provider, and purchased amount. In contrast to electricity, natural gas
purchase is not directly supplying heat. For this reason, the manufacturing plant has a furnace which
consumes the natural gas purchased, and produces the heat demand. Transfer ratios represent the
heating value of natural gas, which is 34 MJ per m3, converted to kWh as shown in Figure 4.

Solar power is considered as an alternative energy source to be exploited solely by solar cells.
This means that a solar power plant is introduced which transforms solar power into electricity.
By estimation, we assume that 8760 kWh solar energy can be converted into 1130 kWh of electricity,
or any amounts with this same ratio. Note that although the efficiency of solar cells is important in

116



Energies 2019, 12, 1484

reality, only the output of 1130 kWh is of interest in this model. The reason for this is that solar energy
is free and unlimited anyways, and solar power plant investment and operating costs are given in
terms of throughput, see later.

Figure 4. Natural gas purchase and built-in furnace of the plant used in the P-Graph.

The reason for using the number 1130 kWh is that the proportional investment and operating costs
were originally available as 400,000 HUF and 25,000 HUF per 1130 kWh/y throughput (see Table 5).

The electricity produced by the solar power plant can be directly fed into the electricity demand.
Alternatively, an electric heater can be utilized, which contributes to the heat demand, see Figure 5.

Figure 5. Model for the solar energy utilization.

3.5. Biomass Utilization

The biomass supply is a bit more complicated. First, some kinds of the biomass are needed to
be pelletized first. Table 6 summarizes the data for these materials, which are sawdust, wood chips,
sunflower stems and vine stems. Note that different pellets have slightly different energy contents.
This fact is a key observation for correctly modeling the pelletizer.

Table 6. Biomass types that must be pelletized before usage.

Biomass Type (to be Pelletized) Heating Value

Saw dust 4.50 kWh/kg
Wood chips 4.25 kWh/kg

Sunflower stem 3.75 kWh/kg
Vine stem 4.10 kWh/kg
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Pellets and the rest of the biomass, see Table 7, are considered as feeds into a biogas plant. Note that
the heating value of each input type determines the amount of heating power the resulting biogas has.

Table 7. Biomass types that can be directly fed into the biogas plant.

Biomass type (to be Directly Fed) Heating Value

Corn cob 4.00 kWh/kg
Energy grass 4.80 kWh/kg

Wood 4.16 kWh/kg
Pellets depends on raw material

The biogas can be fed into either a biogas furnace, or a biogas-based “Combined Heat and Power”
(CHP) plant. The former generates heating only, while the latter also produces electricity. We model
these operating units in the following way, see Figure 6:

• The input of each operating unit is the total energy content of the biogas available. This is a single
material node.

• The biogas furnace consumes 1 unit of biogas, and produces 0.7 kWh heating power, or different
amounts with the same conversion rate.

• The biogas CHP plant consumes 1 unit of biogas, and produces 0.4 kWh heating power and
simultaneously 0.35 kWh electricity, or different amounts with the same conversion rate.

• Productions are directly fed into the demands of the process network.

Figure 6. Biogas furnace and CHP plant modeling. Note that the material node “Biogas” is expressed
as the heating values of the input materials instead of mass or volume.

Attention is required to correctly model the part of the network from the biomass inputs to the
biogas heating power. The key observation is that different inputs yield different energy contents.
One way this can be modeled, used in [44], is the following procedure:

• Define a common input material node for both the pelletizer and the biogas plant.
• For all actual inputs, introduce a logical operating unit in the model which transforms the input to

its heating power, which is a linear transformation. These are fed into the inputs of the equipment.
• From now on, the operating unit of the pelletizer and the biogas plant consumes the material

introduced for the heating power of its inputs, and not their mass.

In this way, the heating content of each individual biomass type is respected and properly
transferred until the heating power of the resulting biogas. The P-Graph resulting from this approach
is depicted in Figure 7. Note that the appropriate point for modeling energy losses is the conversion
factors in this design, so it is not happening at the pelletizer and biogas plant operating units in
the model.
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Figure 7. Process network for the production of biogas from the different biomass types. Note that the
unnamed operating units are logical operating units representing heating value conversion for each
raw material.

3.6. Modeling of Capacity Restrictions and Flexible Input Ratios

The problem with this approach is that the pelletizer and the biogas plant have capacity restrictions
based on the mass of their inputs, not their heating power. It is natural, as a pelletizer does not
“know” anything about the heating power of its product, only the mass. We must note that the original
approach is therefore a modeling simplification which does not introduce a large error on the network,
for two reasons. One is that operating costs for the pelletizer and the biogas plant are negligible
compared to other terms like material costs and power plant investments. The second reason is that the
conversion ratios for all kinds of biomass are similar in magnitude. To correctly model these operating
units, a different approach is used in the present case study, summarized as follows:

• An individual logical operating unit is introduced for both the pelletizer and the biogas plant,
which represent the investment, have no inputs, and produce a “production capacity” material.
This is a logical material that can be distributed among the possible inputs arbitrarily.

• For each input, its pelletizing and biogas production operation is modeled by an individual
operating unit each. These consume the production capacity from the corresponding investment.

• The four pelletizing processes produce different materials, for the different pellet types, in a ratio
of 1:1 compared to input.

• The seven biogas production processes produce the single biogas heating value material node,
in a ratio corresponding to the heating value of each input as in Tables 6 and 7.

In this way, the heating values of the different biomass types are respected in the model, and the
pelletizer and biogas plant is constrained by their actual total utilization rates, expressed in total mass
of inputs. This approach can be summarized in Figure 8.

Note that simplifications can be made in this design. Observe that pellets have no other usage in
the process network than being fed into the biogas plant. This way, the logical operating units of the
pelletizer and corresponding ones of the biogas plant can be merged. This means that the pelletizer
and the biogas plant together have seven logical operating units that produce the biogas. Each logical
operating unit is corresponding to a biomass input type. The final form of the biomass supply part of
the P-Graph model is depicted in Figure 9. Energy conversion ratios do not only reflect the heating
values of the raw materials, but also the possible losses until the final conversion to heating power.
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Figure 8. Modeling of the biomass supply part of the process network. With this approach, biogas
plant and pelletizer capacities are expressed in terms of total input masses.

Figure 9. Final model for the potential biomass supply in the manufacturing plant. Note that the
simplification resulted in seven logical operating units performing heating value conversions for each
available biomass type.

3.7. Multi-Periodic Model

So far, the constructed P-Graph of a process network only considers a single period of operation.
In a single period model, all data are given on a yearly basis—that means yearly total demands,
and yearly total production rates. It is generally assumed in this case that timing of the production can
be arranged to fit the demands arising throughout the period. This can be a valid assumption in some
cases. One case is when there are little fluctuations in the supply and the demand, so a constant rate of
production and demand satisfaction can be assumed in the whole period. Another case is when there
is storage available for the production, and that is used up on demand. The single period P-Graph
model is depicted in Figure 10.
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Figure 10. Single period P-Graph model for the energy options of the manufacturing plant.

Into this model, we introduced two different periods instead of the single period of one year.
The nine months long mid-year and the three months long winter period are used. Each period has its
own demand that must be satisfied. For example, heating demands are considerably higher during
winter than at mid-year (see Table 3).

We assume that demands are fixed to the periods, but supplies are not. The required heat must be
produced or purchased in the period where it is demanded, and no energy transfer is possible between
periods. On the other hand, the same yearly supply of each limited raw material (biomass) is available
throughout the year, and can be used up in the periods in any ratios and combinations. This implies
that storage from one period to the next is assumed to be available, and its requirements are neglected.
Note that the multi-periodic modeling technique would allow binding the supplies to the periods,
and also properly modeling significant storage costs and capacities.

Solar energy works a bit differently than raw biomass, because throughput is generally much
lower at winter than at mid-year. This is a significant factor that is addressed in the model. Concluding
the multi-periodic scheme, demands are calculated for each of the two periods, while supplies are
freely distributed between periods—the only exception being the solar radiation.

The data we use about solar power plants is that a production of each yearly 1 kWh of electricity
requires 353.98 HUF proportional investment and 22.12 HUF proportional operating costs. These are
distributed across a 3 months long winter and a 9 months long mid-year period. If an investment is
made, we assume that the solar power plant is utilized throughout the year. For this reason, there is no
point in dividing the costs of the plant between the periods. What actually makes sense, is dividing
the throughput between the periods. We assume that, on average, solar power plants are λ = 2 times
more efficient in mid-year, than in winter. Provided that a total yearly production of Eyearly electricity
is given, we can calculate the amounts Ewinter and Emid−year from the following formulas:

Ewinter = Eyearly · 3 · 1
3 · 1 + 9 · λ = Eyearly · 1

7
(2)

Emid−year = Eyearly · 9 · λ
3 · 1 + 9 · λ = Eyearly · 6

7
(3)
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This means that, in the multi-periodic model we assume that a production of 1
7 kWh electricity at

winter and 6
7 kWh production at mid-year requires an investment cost of 353.98 HUF and a yearly

operating cost of 22.12 HUF. These are both proportional costs.
The way we transform the single period P-Graph model into a multi-periodic one with the

aforementioned two periods, is the following:

• The P-Graph is duplicated, each having the same set of raw materials, intermediates, final products,
and operating units. One clone is for each period.

• The raw materials are merged between periods, as they are available for consumption at any time.
• The operating units for the biogas plant and the pelletizer, which hold the cost data of these two

equipment units, are merged for each, while keeping both of their capacity outputs. The new
operating units produce the logical “production capacity” materials in a ratio of 1

4 for winter,
and 3

4 for mid-year, because of the respective lengths of the periods. These capacities can be freely
used in each period, by each of the available logical operating units representing pelletizing and
biogas production from a particular input.

• For the biogas furnace, biogas CHP plant and the solar power plant, we replicate the scheme
applied to the biogas plant and the pelletizer. A single operating unit is introduced holding the cost
data, which produces two logical “production capacity” materials—one used in winter, one used
in mid-year. The ratio of capacity generation is 1

4 for winter and 3
4 for mid-year, with the exception

of the solar power plant, which produces 1
7 for winter and 6

7 for mid-year. The production
capacity materials are consumed by the only logical operating unit in the period, representing
actual production.

• For the rest of the operating units, like the electricity transfer, electric heaters, natural gas furnace,
the duplicates remain, as there are no costs or other constraints associated with these operations
that would require to be treated globally for the two periods.

The resulting final multi-periodic P-Graph model is shown in Figure 11. We can observe that the
same scheme is applied to the five operating units with costs. This scheme had been already done
halfway for the pelletizer and the biogas plant, not because of the multi-periodic model, but for the
sake of modeling the capacities correctly.

Figure 11. Final multi-periodic P-Graph model for the energy options of the manufacturing plant.
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4. Results and Discussion

The single period and multi-periodic models were solved by the PNS Studio program,
version 5.2.3.1, on a Lenovo Y50-70 laptop computer equipped with an i7-4710 HQ processor and
8 GB RAM. Note that the problem sizes are relatively small, which means that solution should be
fast on any modern computer. First, both models were solved with an assumed investment horizon
of 20 years. Then, lower horizons were set. We could observe that the MSG algorithm reports the
P-Graphs themselves as maximal structures. The reason behind this is that these P-Graph models do
not contain any redundancy. All parts are candidates for an optimal solution. The ABB algorithm
was launched, and the first few best solution structures were manually investigated. The algorithm
succeeded in 1 s for the single period case, and 2 s for the multi-periodic case. The P-Graph model files
for PNS Studio and solutions discussed here are available in the supplementary materials.

4.1. Single Period Model

The optimal solution is 220.709 M HUF/y operating cost for the single period case. The 10 best
solution structures (including the first, optimal) are summarized in Table 8. Note that the usage of
the Pelletizer and the Biogas plant are a direct consequence of the existence of their respective raw
materials in the model. We can see that the first few solution structures differ only slightly in terms of
the yearly cost. The difference between the #1 and #10 solutions is 2.72%. Still, a unique set of energy
sources is used each time. This means that all of these solutions can be sensible choices, as little change
to the data, or other factors considered may justify the selection of an alternative of the optimal solution.

Table 8. The 10 best solution structures for the single period P-Graph model, minimizing yearly
operation costs. The objective values as well as the used technologies and biomass types are depicted *.

Obj. M HUF/y Cc Eg Wd Sd Wc Ss Vs Eh Et Bf Bc Pg Pe

#1 220.709 X X X X
#2 224.057 X X X X X
#3 224.325 X X X X X
#4 224.357 X X X X X
#5 224.496 X X X X X
#6 224.526 X X X X X
#7 225.895 X X X X X
#8 226.049 X X X X X
#9 226.380 X X X X X
#10 226.723 X X X X X X

* Columns: Cc—corn cob, Eg—energy grass, Wd—wood, Sd—sawdust, Wc—wood chips, Ss—sunflower stem,
Vs—vine stem, Eh—electric heater from the solar power plant, Et—electricity transfer from the solar power plant,
Bf—biogas furnace, Bc—Biogas CHP plant, Pg—purchase of natural gas, Pe—purchase of electricity.

The biogas CHP plant is used in all cases, making it a very useful candidate for sustainable energy
supply. Contrary, the biogas furnace is not present in the first few solutions, even though it is cheaper.
This means that the greatest advantage of the biogas CHP plant is that it can generate electricity.
Note that also all seven types of biomass appear in different combinations. Decisions on which is the
better and worse are determined by their available amounts, costs and heating values, and whether
they must be pelletized or not.

We shall also note that even though solar power plants appear in solution structure #9, it is only
used for electricity production. Purchase of natural gas or electricity from the grid is still present in
many solutions. Actually, #9 is the only one where purchasing electricity is completely eliminated.
There are structures where both additional heating and electricity is required from the providers.

It may be an important question whether the resulting solution structures actually represent good
practical choices. One security concern is that if the manufacturing plant is only relying on its own
energy supplies, then unforeseen shortages could lead to vast losses. This is not a high risk in our
model. In the worst case, electricity and natural gas can still be purchased, even when the scenario is
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set to completely omit these sources. These options are valid because no investment or operational
costs are required for purchase, and the manufacturing plant already has a furnace. If we assume this
infrastructure is maintained, losses can be kept minimal.

4.2. Multi-Periodic Model

The optimal solution for the multi-periodic model is 228.942 M HUF/y, see Figure 12. The used
options for the 10 best solution structures again are listed in Table 9. The optimal solution for the
problem utilizes the biogas plant and a biogas CHP plant for producing part of the requirements
at mid-year and at winter. Note that energy grass and corn cobs are utilized at full capacity of the
purchased equipment units. Energy grass is the dominant biomass supply, but direct purchase of
energy is also needed. It is also worth noting that each period can have an individual supply. In this
example, natural gas purchase is not needed at all mid-year, but is utilized at winter. Resource
utilization of this solution is detailed in Table 10, and plant capacities in Table 11.

Table 9. The 10 best solution structures for the multi-periodic model. The objective values as well as
the usage of technologies and biomass types in each period are depicted *.

Obj. M HUF/y Cc Eg Wd Sd Wc Ss Vs Eh Et Bf Bc Pg Pe

#1 228.942 X X X W X
#2 228.986 M X X W X
#3 229.205 W X X W X
#4 229.358 X X X W X
#5 229.362 W X M X W X
#6 229.363 W X M W X W X
#7 229.366 W X M X W X
#8 229.378 X W M X W X
#9 229.385 X X X W X
#10 229.391 X X X W X

* Columns: Cc—corn cob, Eg—energy grass, Wd—wood, Sd—sawdust, Wc—wood chips, Ss—sunflower stem,
Vs—vine stem, Eh—electric heater from the solar power plant, Et—electricity transfer from the solar power plant,
Bf—biogas furnace, Bc—Biogas CHP plant, Pg—purchase of natural gas, Pe—purchase of electricity. Cell values:
W—winter period, M—mid-year period, X—both periods.

 
Figure 12. The optimal solution for the multi-periodic scenario, with a 20 y investment horizon, relies on
corn cobs and energy grass, as well as direct purchase.
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Table 10. Energy supply overview for the optimal solution in the multi-periodic model.

Period Resource
Usage Cost Contribution

(per y) (per y) Heat Electricity

Mid-year

Corn cob 26,606 kg 159,636 HUF 1.81% 0.98%
Energy grass 1,200,000 kg 9,600,000 HUF 98.19% 52.97%
Natural gas 0 m3 0 HUF 0.00% N/A
Electricity 1,752,980 kWh 66,613,200 HUF N/A 46.06%

Winter

Corn cob 8869 kg 53,214 HUF 0.80% 0.81%
Energy grass 400,000 kg 3,200,000 HUF 43.35% 43.73%
Natural gas 104,765 m3 11,943,200 HUF 55.85% N/A
Electricity 852,150 kWh 32,381,700 HUF N/A 55.46%

Table 11. Utilization of the plant producing biogas, and the CHP power plant producing energy,
according to the optimal solution of the multi-periodic model with 20 years investment horizon assumed.

Resource Period Capacity % Cost (per y)

Biogas plant
yearly (total) 1,635,470 kg 100% 36,980,400 HUF

mid-year 1,226,603 kg 75%
winter 408,868 kg 25%

Biogas CHP plant
yearly (total) 7,821,900 kWh 100% 68,010,800 HUF

mid-year 5,866,430 kWh 75%
winter 1,955,470 kWh 25%

Several interesting facts can be deduced from the solutions. First, the objective for the multi-periodic
model is slightly worse than the objective for the single period case, by 3.73% at the best structures.
This is natural, because the multi-periodic is a more accurate model with additional requirements.
This means that not only the total demands must be satisfied, but the demands for each period
individually, which is a more restrictive condition.

We can also see that solution structures show little variation, either in structure, or in objective
values. Solution #1 and #10 have a difference of just 0.2%. The reason behind this might be
that multi-periodic models have much more solution structures in general than their single period
counterparts. We suspect that the technologies and options observed in the single period case would
turn up if more solution structures of the multi-periodic model were investigated.

The general structure of the first few solutions is that the biogas CHP plant is used as the only
investment. It is sufficient to serve the heating requirements in the mid-year period, but natural gas
purchase is always required in the winter period. In both periods, the electricity requirements are
still not satisfied, so electricity must be purchased. The solar power plant does not appear in the first
few solutions. This might be due to the fact that it is especially weak in the winter period. Saw dust
and wood chips do not appear in the first 10 solutions, while energy grass is used in all cases, in both
periods. There are very small differences between some structures. For example, #1, #2 and #3 only
differs on the fact that whether corn cobs are used in winter, mid-year, or both.

Overall, we can observe how the multi-periodic models behave compared to their single period
counterparts. The case is more restricted, but there is also more flexibility. The energy supply
scenario can be different for the winter period and the mid-year period, even though exactly the same
investments are available in both.

4.3. Shorter Investment Horizons

The costs of units in the model have two components, operational cost and investment cost.
The investment horizon is used to annualize the investment cost. The horizon in this model means
the length in years for which the annually most profitable solution is to be found. Consequently,
the investment costs are divided evenly in the investment horizon. Note that this is different from
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the payback time of a single operating unit, as the investment horizon is a single parameter for the
optimization of the whole system. The purchased equipment units are assumed to be in their useful
life throughout the horizon, but management often considers only those solution scenarios which
are profitable in a much shorter term. As yearly investment costs are vast and are depending on the
horizon length, this modeling parameter should be investigated.

The former investigation was done assuming a 20 y horizon, now additional results for shorter
ones, 10 y and 5 y are presented. The first two solution structures for each model and in each considered
horizon length are shown in Table 12.

What can be seen is that even for 10 y, the business as usual solution is the optimal. This means
that all heating and electricity demands are purchased as natural gas and electricity from the grid,
rather than being produced, and no additional investments are made. This exact solution is actually
the optimum for both the single and multi-periodic cases, for both 10 y and 5 y of investment horizons.
It may happen that the two different models, the single and multi-periodic ones, have a common
solution, as in this case.

Table 12. Results for different investment horizons.

Investment Horizon Periods Obj. M HUF/y

20 y Single #1 220.709
20 y Single #2 224.057
20 y Multi #1 228.942 1

20 y Multi #2 228.986
10 y Single #1 252.735 2

10 y Single #2 268.288
10 y Multi #1 252.735 2

10 y Multi #2 264.647 1

5 y Single #1 252.735 2

5 y Single #2 342.985 3

5 y Multi #1 252.735 2

5 y Multi #2 324.184 3

1 Exactly the same solution, but different objective due to the different horizon length. 2 Exactly the same, business
as usual solution, same objective as if there is no investment, so the paybacks in this case are irrelevant. 3 Technically
similar solutions.

Note that the best solution for 20 y horizon in the multi-periodic model is the same as the second
best for the 10 y horizon case. The second best solutions for 10 y horizon in both models are technically
the same. Corn cobs and energy grass are used in a biogas CHP plant. These solutions have a
considerable difference from the optimal business as usual solutions, 6.15% at the single period model,
and 4.71% at the multi-periodic model. These are larger differences than can be observed in the first
10 solutions of the 20 y horizon cases.

For the 5 y horizon, the situation is much worse; there is a whopping difference of 35.7% for the
single period case, and 28.27% for the multi-periodic case. Note that the second best solutions for both
models are technically similar. This time, the so far ignored biogas furnace is the option, supported by
energy grass consumption. The reason behind this is that probably the biogas furnace is the cheapest
working investment, if we want to invest into something and leave the business as usual solution at
all costs.

One interesting thing is that the seemingly more restrictive multi-periodic model has a better
second best solution than its single period counterpart in the 10 y and 5 y investment horizon cases.
The reason for this is that in the multi-periodic solution, gas purchase helps, but only in winter. This is
not a possible option in the single period case.

These results have shown that the biomass and solar power availability are not so promising in
this particular case study, because these investments would require a long time to become economical.
Companies usually plan for much shorter time horizons. However, the situation is constantly changing,
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better technologies may appear, or more endorsement for sustainable energy supplies. The P-Graph
model can be easily adjusted if a scenario with different data and other technologies are introduced,
provided that similar assumptions can be made as in this work.

5. Conclusions

A P-Graph model was developed, and the energy supply options of a manufacturing plant in
Hungary were investigated. The general PNS was defined, and the P-Graph framework was introduced.
Step by step, the P-Graph model of the problem was constructed. Estimates on future demands were
made to serve as a basis for our optimization model. We defined the raw materials, the demands,
the intermediates, and the operating units. Parameters were gathered to materials and the operating
units but the structure of the model has the main focus. Modeling techniques were presented for the
P-Graph framework to handle situations like mass-based capacity limitations, multiple potential inputs
with arbitrary ratios or activities like purchasing. A multi-periodic P-Graph is implemented which
differentiates winter and mid-year consumption. It is capable of modeling operating unit capacities
when demands are fluctuating, and also takes into account solar energy supplies.

The PNS Studio software was used to solve the single and multi-periodic models with the ABB
algorithm. The multi-periodic scenarios establish that energy supply methods can vary between winter
and other parts of the years. It can be observed from the results that significant improvement can
be obtained compared to the business as usual solution, where all electricity and heat is purchased
from the market. However, this requires that the investments of local energy supply options, biomass
and solar energy utilization have a long investment horizon. This means that although there are
considerable options for sustainable energy supplies, as they are beneficial in the long-term, the
economical environment significantly impacts their efficiency.

The P-Graph model was shown to be capable of determining the best solutions for an energy
supply optimization problem. Note that other aspects can be included in the future. Upgrades like
insulation, better heating system, energy saving light bulbs, and other investments can be incorporated
to yield a more precise model for the demands, as well as other power plant types and resources.
Storage and exact availability of raw materials can still be modeled in a multi-periodic manner.
Other demands, like the water system of the plant can be governed by a single unified PNS problem.
Nevertheless, the current model is capable of handling similar supply and investment options with
different data, with minor modifications.

Supplementary Materials: The following are Available online at http://www.mdpi.com/1996-1073/12/8/1484/s1.
The P-Graph model files for the case study presented, in PGSX format, with a few solution structures. These can be
viewed, edited or resolved by the P-Graph Studio software. Images of the solution structures from the mentioned
cases are also provided.
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Abstract: Municipal solid waste (MSW) collection is an important issue in the development
and management of smart cities, having a significant influence on environmental sustainability.
Door-to-door and pneumatic collection are two systems that represent a way of arranging waste
collection in city´s historic areas in Spain where conventional street-side container collection is not
feasible. Since door-to-door collection generates significant direct greenhouse gas emissions from
trucks, pneumatic collection emerges as an alternative to the trucking system. While this technology
apparently reduces local direct air emissions, it suffers from a large energy demand derived from
vacuum production for waste suction. The introduction of new normative frameworks regarding
the selective collection of the biodegradable fraction makes necessary a comprehensive analysis to
assess the influence of this fraction collection and its subsequent recycling by anaerobic digestion.
As a novelty, this work compares both conventional door-to-door and pneumatic collection systems
from a life cycle approach focusing on the biodegradable waste. Results indicate that, in spite of the
fact electricity production and consumption have a significant influence on the results, the energy
savings from the recycling of the organic fraction are higher than the energy requirements. Therefore,
the pneumatic collection could be an environmentally-friendly option for MSW management under a
circular economy approach in Spanish city´s historic areas, since wastes could be a material or energy
source opportunity.

Keywords: anaerobic digestion; biowaste; life cycle assessment; smart city; waste collection

1. Introduction

Cities are expanding and increasing in number. In fact, c.a. 70% of the population will move to
urban areas by 2050, leading to vast cities [1]. Such cities will require smart sustainable infrastructures
to manage citizens’ needs and to offer fundamental and more advanced services [2]. This urbanization
process in cities of developing countries has led to an increase in the quantity and complexity in terms
of composition of municipal solid waste (MSW) [3]. The worldwide MSW generation in 2016 was
approximately 2.01 billion tonnes [4] and it is estimated that, by 2050, the production will rise to
3.40 billion tonnes with approximately 56% of organic content [5]. At a European level, the annual
generation of MSW in EU-28 reached 483 kg per person in 2016, with the daily waste production per
capita in the European countries ranging from 0.71 to 2.06 kg [6]. Therefore, it is expected that, in the
coming years, both the increase of global population and the growth in developing countries will create
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a boost in MSW production. In this context cities will have to face new challenges, linking technology
to the improvement of the quality of citizen´s life, moving towards the smart city concept [7]. It is
essential to be able to assess the environmental impact of cities by assessing their different components,
such as the waste management infrastructure [8].

In response to the challenge posed by the generation and consequently management of MSW,
the European Union (EU) has established a legal framework targeting strategies to increase resource
efficiency. The most relevant goals for MSW are the recycling rates proposed by the Packaging [9] and
Packaging Waste Directive [10] and the Directive on Industrial Emissions (DIE) [11]. The Directive
on Landfills [12], which aims to prevent or to reduce as far as possible the negative effects on the
environment caused by waste landfilling, has set the amount of biodegradable municipal waste
landfilled to be reduced to 50% in 2009 and to 35% in 2016 (compared to 1995 levels). In addition,
the Waste Framework Directive [13] establishes a target of recycling and preparing for reuse of 60% by
2025 and 65 % by 2030. To reach these values, the EU fosters selective collection systems and recycling
of the MSW fractions, ensuring the sustainability of smart cities moving towards a circular economy
approach (Figure 1) [14]. This legal framework contributes to the EU Sustainable Development Goals
(SDGs) indicator set. For instance, SDG 7: affordable and clean energy; SDG 11: sustainable cities and
communities; SDG 12: responsible production and consumption and SDG 13: climate action [15].

Figure 1. Framework of the study.

At a national level, in most Spanish cities, glass, paper/cardboard and light packaging are
currently collected separately, whereas the remaining fraction comprises the organic fraction because
biodegradable waste collection system has not been still fully implemented [16]. However, to meet
the goals of the European legislation [13], organic waste should be collected separately in a specific
container for two main reasons: it represents around 40% of the MSW generated in Europe [17]
and a suitable collection allows obtaining a higher quality compost [18]. In fact, one of the main
components of the biodegradable fraction is food waste, which has been analysed in terms of prevention
and recovery in many studies. Laso et al. [19] combined Life Cycle Assessment (LCA) and Data
Envelopment Analysis (DEA) to assess the efficiency of Spanish agri-food system. Garcia et al. [20]
quantified the food losses at the distinct stages of the food supply chain in terms of mass, nutrients
and economy. On the other hand, Thyberg and Tonjes [21] examined the impacts of food system
modernisation on food waste generation. Finally, Gustavsson et al. reported two studies focused on the
extent and effects as well as causes and prevention of food losses and food waste, one for medium/high
income countries [22] and another for low income countries [23]. In Spain, both European and Spanish
legislation have boosted the introduction of selective collection systems for biowaste [24]. In fact,
some Spanish regions, such as Catalonia, Madrid and Navarre, have already introduced in their MSW
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collection systems the “fifth container” or “brown container”, exclusive for compostable MSW (see
Figure 2). These containers collect kitchen waste, garden rubbish, tree cuts and waste from food
market and biodegradable bags [16]. In this way, the amount of MSW disposed in landfills is reduced
by means of increasing the percentage of recycling through composting. Nevertheless, there are
several disadvantages related to its storage and collection; for instance, the need of specific containers,
additional bins and collection points, and the requirement of additional trucks and new routes [17].
All these factors depend on the collection method: street-side or underground containers, door-to-door
or pneumatic collection.

Figure 2. Municipal solid waste (MSW) containers in (a) Navarre and (b) Madrid (Spain). Source: [25,26].

Waste collection accounts for 50–75% of the total MSW cost in developed countries, being one
of hots spots from an environmental perspective, due to its energy consumption and related CO2

emissions [27]. The collection method varies from region to region. For instance, in Spain the
conventional management of MSW relies on the collection of the waste from containers placed in the
street by means of a fleet of heavy trucks. In particular, in 2015, 92.6% of MSW was collected from
street-side containers, whereas underground containers represented 5.2%, door-to-door collection
covered 1.5% and pneumatic collection only 0.7% [28]. On the other hand, in Nordic countries such as
Sweden, the collection from containers has been replaced by new technological and automated systems
such as vacuum waste collection and underground container systems. The use of these systems has
increased, particularly in cities and in newly built areas, moving towards more environmentally-friendly
cities, but also in city´s historic areas where the conventional street-side collection systems is not
feasible due to the difficult access for garbage trucks [29]. Therefore, society seems to be aware about
the importance of the selective collection of different waste fractions, but there is more disagreement
about the most environmentally suitable selective collection system [30].

In this sense, in the last years, Life Cycle Assessment (LCA) methodology [31] has been applied
to evaluate and to compare several MSW collection systems developing ad hoc methodology [32].
Some authors have assessed the most common collection systems, door-to-door and street-side
containers under environmental perspectives. Mora et al. [33] used LCA to assess the environmental
impact of a waste management system based on kerbside collection. On the other hand,
Gilardino et al. [34] combined operational research techniques and LCA to create an effective
collection-route system for garbage compactor trucks to attain a reduction in environmental impacts
in the city of Lima. Other authors, such as Pérez et al. [35] described a methodology to evaluate the
environmental impact of the urban containerization systems by using LCA, whereas Pires et al. [36]
also evaluated, apart from the environmental, the economic aspect of a kerbside system and an
exclusive bring system. Also, the social perspective of the most common collection systems was
assessed under a social perspective [37]. The introduction of new technologies and automated systems
boosted the comparison of conventional collection with novel systems such as vacuum collection.
In this case, Teerioja et al. [27] compared a hypothetical stationary pneumatic waste collection system
with a traditional vehicle-operated door-to-door collection system in an existing, densely populated
urban area, from an economic point of view, while Punkkinen et al. [38] and Aranda-Usón et al. [39]
applied LCA to compare the environmental sustainability of both collection systems. On the other
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hand, Iriarte et al. [30] used LCA to quantify and to compare the potential environmental impacts of
three selective collection systems: mobile pneumatic, multi-container and door-to-door. The main
conclusions previously obtained state that a pneumatic system generates more air emissions due to
the consumption of electricity and installation materials. Only when the loads are close to 100%,
the vacuum system had the best environmental performance compared to the conventional systems.
In addition, under an economic perspective, the pneumatic collection is estimated to be six times more
expensive than traditional systems [27].

The mentioned studies consider the management of MSW taking into account glass,
paper/cardboard, light packaging and bulky fraction. However, the introduction of the “brown
container” makes necessary assessing the energy efficiency of the conventional and new collection
systems, in order to determine the influence of the biodegradable fraction and its subsequently
treatment by means of anaerobic digestion. The organic fraction of MSW is a substrate of interest
due to its availability and characteristics [40]. Therefore, this study compares the energy efficiency of
door-to-door system vs pneumatic waste collection, considering two alternatives: (i) the bulky fraction
includes the organic fraction and (ii) the organic fraction is collected separately for further anaerobic
digestion. The collection using street-side containers was excluded from the assessment since the study
is placed in historic areas of Spanish cities.

2. Materials and Methods

The LCA is a tool to assess the potential environmental impacts and resources consumption
throughout a product and service life-cycle [41]. In this regard, LCA has become one of the most relevant
methodologies to help organisations perform their activities in the most environmentally friendly way
along the whole value chain. In this work, LCA is conducted following the recommendations of the
ISO 14040 [31] and 14044 [42] international standards in which LCA methodology is divided into four
phases: (i) goal and scope, (ii) life cycle inventory (LCI), (iii) life cycle impact assessment (LCIA) and
(iv) interpretation of the results.

2.1. Goal and Scope Definition

In this phase an accurate specification of the product or products to be investigated is done,
as well as a clear description of the intended application of the study and its scope, in terms of
system boundaries and functional unit (FU) [43]. Moreover, allocation procedures, cut-off rules and
assumptions are also defined in this phase [44].

The purpose of this study is to assess the primary energy demand (PED) and the environmental
efficiency of both conventional door-to-door and the alternative pneumatic waste collection systems
considering only the management of the organic fraction. The results are expected to provide an
interesting discussion on the suitability of using different collection systems depending on the waste
fraction managed.

2.1.1. Function, Functional Unit and System Boundaries

The function of the compared systems is the management of MSW and, in particular, of the organic
fraction generated in historic areas of Spanish cities. These areas are characterised by narrow and
tortuous streets where, in most cases, the transit of people and vehicles is not feasible, causing traffic
jams and the disturbance of the daily routine of citizens. To handle this problem, many cities have
pedestrianised and widened the streets making difficult the waste collection by means of street-side
containers and garbage trucks. In addition, in the last years, these areas have turned into the shopping
and leisure centres of the city, combining banks, company headquarters and public institutions with
shops, hotels and restaurants which generate high amounts of MSW that have to be managed properly.
To quantify this function, it is necessary to define a FU, to which all the inputs and outputs will be
referred. In this case, the FU is described as the collection of one t of MSW with the composition
showed in Table 1, in which biowaste is the major fraction (42%), followed by paper/cardboard (15%).

133



Energies 2019, 12, 1407

Table 1. Average composition of the Spanish MSW (year 2016) [45].

Municipal Solid Waste Fraction Percentage

Organic Matter 42%
Paper/Cardboard 15%

Plastic 9%
Glass 8%
Other 8%

Moisture and food debris 7%
Textile 5%
Metals 3%
Wood 2%
Bricks 1%

The system boundaries comprise the stages of the supply chain from cradle to gate, that is to
say, the waste collection system, the transport of the collected waste to the sorting plant, the waste
classification in the sorting plant and its treatment by means of anaerobic digestion. The waste
collection system includes the manufacturing of components (i.e., bins and/or pipes) and the use stage
(i.e., operation and maintenance) (see Figure 3).

Figure 3. Diagram of selective waste collection boundaries.
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2.1.2. Description of Selective Collection Systems

As previously mentioned, door-to-door and pneumatic systems are the waste collection alternatives
analysed in this study, that, together with multi-container collection are the waste collection systems
most implemented in urban areas. The combination of several collection systems depends on budget
limitations, public participation, urbanisation age and municipal and regional planning, among
others. In particular, the pneumatic system has been implemented for more than a decade and its
future development will depend, just like the other systems, on economic, social and environmental
aspects [30].

• Door-to-door: in this system, citizens leave each waste fraction outside their house, separated
according to a pre-established collection schedule based on daily waste generation. A garbage
truck collects waste from door-to-door bins on a specific collection day. Compacting waste trucks
collect the waste from the containers (one truck for each collected fraction) in order to deliver it to
final treatment. A full service scheme includes the cleaning with hot and cold water and detergent
of containers using a mobile container washing vehicle.

• Pneumatic collection: this system uses a network of urban pipes, underground storage containers
and waste inlets and chutes. Several indoor and outdoor collection points are available for the
waste fractions. Waste bags are dropped inside underground containers through a chute and,
according to a collecting schedule, waste is transported by a vacuum system to a collection plant.
This plant, located in the centre of the collection network, is the heart of the system composed
of turbo fans, cyclones, waste compressors, cleaning filters and general equipment, such as
conveyor belts, cranes, compressed air and automated control systems. This collection method
uses electricity to collect and compact the different waste streams [39].

2.1.3. Assumptions

The following points explain the reason for excluding some processes of the system:

• The production of aluminium and the production of fiberglass have been excluded because,
at the time of model construction, no data was available. In addition, the environmental impact
associated with the manufacture of these materials is not large enough to cause a deviation of
the results due to the small quantities used compared to the stainless steel, the main material of
which containers are made. Therefore, it is assumed that all containers are completely made of
stainless steel, as well as the pipes.

• The installation of the waste pneumatic system, the manufacture of the waste collection plant,
as well as the construction of the sorting plant have not been included in the model. This is due
to the lack of available data and irrelevance of the environmental impacts within the pneumatic
collection system. It can be reasonably assumed that, when expressed per FU, their contribution
to the waste manage life cycle will be minimal. This assumption is based on the environmental
impacts caused by other processes involved and the considered lifespan of these infrastructures.

• The end of life is not included because it was outside the system boundaries.
• The manufacture of the waste valves, filters and cyclones are not inventoried because it has

been considered that the associated environmental impact is insignificant compared to the waste
transported by this system and valves/cyclone lifespan.

• The vehicle manufacture was also excluded from the analysis.

2.1.4. Description of the Scenarios under Study

Separate collection of the organic fraction has been implemented in the northern European
countries for several years, and it is now relatively well established there. However, it is not yet
widespread in Spain or others countries of the southern Europe, although there is some experience
at local or regional level. Therefore, the collection of the organic fraction currently coexists with the
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collection of the bulky fraction. In this sense, this work assesses four scenarios (see Figure 4), which are
based on the two waste collection systems described above and the waste fraction managed. Scenarios
1a and 2a represent the collection of the bulky fraction by means of the door-to-door and pneumatic
waste collection systems, respectively, while in scenarios 1b and 2b the organic fraction is collected
separately in the fifth container. In these scenarios, sensitivity analyses were carried out varying the
effectiveness of the selective collection. Initially the study assumes that 100% of the organic fraction is
disposed of in the fifth container. However, this ideal situation does not always occur. Therefore, in the
sensitivity analysis this percentage was reduced, increasing the amount of biodegradable fraction in the
bulky fraction. This bulky fraction is conducted to a sorting plant in order to recover the largest amount
of organic matter. In this study, only 9.8% of the organic fraction was considered to be recovered from
the bulky fraction, and the collection truck is considered to cover an average distance of 35 km to the
sorting plant [46]. Finally, since the aim of the selective collection of the organic fraction is to convert it
into high quality compost, the final destination of the organic fraction is a composting plant, which is
located next to the sorting plant.

Figure 4. Diagram of selective waste collection scenarios under study.
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2.1.5. Allocations

The scenarios under study are multi-outputs processes in which the management of MSW is the
main function of the system and the production of electricity and compost are additional functions.
To handle this problem ISO [31] establishes a specific allocation procedure in which system expansion
is the first option. In this case, in the anaerobic digestion stage, methane is assumed to be combusted
with a 25% efficiency of the low heating value of the biogas to generate electricity. The delivering
residue of the anaerobic digestion, i.e., digestate, is transferred to a composting plant for the production
of biocompost. While the compost is assumed to replace mineral fertilizer, with a substitution ratio of
20 kg N equivalent per ton of compost, the energy generated from biogas is considered to replace the
Spanish electric mix [47].

2.2. Life Cycle Inventory (LCI)

LCI consists on the collection of the relevant input and output data for the assessed systems [48],
and is one of the most effort-consuming phases of an LCA, both in terms of work and dedicated
time [44]. In this section, data sources and main assumptions for the scenarios under study are detailed.
In this case, the LCI was collected by means of an input-output analysis. Regarding the processes
shared by the two scenarios, such as the sorting plant and the composting plant, data were obtained
from Cobo et al. [46] and Righi et al. [49], respectively. Since the amount of MSW entering pre-treatment
and treatment stages depends on the scenario analysed, the data of the sorting plant and composting
plant collected in Table 2 are expressed per tonne of waste treated.

Table 2. Life cycle inventory for door-to-door collection and pneumatic collection systems.

Units Quantity

Door-to-door collection

Inputs

Container m3·FU−1 0.11
HDPE kg·m3 container 4.61

Stainless steel cold rolled kg·m3 container 1.33
Styrene-butadiene-rubber kg·m3 container 0.23

Detergent kg·m3 container 2.22
Water m3·m3 container 84.7
Diesel L·FU−1 3.98

Gasoline L·FU−1 0.07

Pneumatic collection

Inputs
Electricity MJ·FU−1 438

Stainless steel cold rolled kg·FU−1 0.05
Water m3·FU−1 1.00 × 10−4

Sorting plant

Inputs Electricity MJ·t waste−1 4.86

Composting plant

Inputs

Electricity MJ· t waste−1 446
Lubricant kg·FU−1 t waste−1 0.10

Water kg· t waste−1 186
Diesel kg· t waste−1 0.64

Outputs

Biogas kg· t waste−1 333
Compost kg· t waste−1 210

NH3 kg· t waste−1 0.04
CH4 kg· t waste−1 2.34 × 103

CO kg· t waste−1 0.40
HCl kg· t waste−1 6.00 × 10−3

NOx kg· t waste−1 0.30
NMVOC kg· t waste−1 0.30
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2.2.1. Door-to-Door Collection

Primary data were obtained from the Spanish Ministry of Environment and Rural and Marine
Affairs (MERMA) [50] and from the UNESCO Chair in Life Cycle and Climate Change (by means of a
personal communication from Ecoembes in the framework of the Life-FENIX project), while secondary
data were sourced from the thinkstep database [51]. The fuel consumption rates were estimated at 3.98
and 0.07 L of diesel and gasoline per collected t of waste [50]. Energy demand and emission factors
for fuel production were taken from the thinkstep database [51]. Based on Ecoembes information,
containers requirements were estimated at 0.107 m3 per FU. All fractions were assumed to be deposited
in a high density polyethylene (HDPE) container, which was modelled assuming the following
composition: 74.75% HDPE, 21.57% steel and 3.68% styrene-butadiene-rubber. A lifetime of 7.5 years
was assumed for all the containers. They were considered to be washed six times/y, using 0.35 kg of
detergent per m3 of container. The LCI of the system is shown in Table 2.

2.2.2. Pneumatic Collection

The main sources of information were Ecoembes and the two main companies that manage the
pneumatic system in Portugal and Spain: Envac Iberia [52] and Ros Roca [53]. The authors personally
visited their plants aiming to have a better perception of the system performance and to get real and
representative data allowing the construction of the model as close as possible to reality. Secondary
data, such as the production of stainless steel cold rolled for the manufacture of bins and pipes,
were taken from the Thinkstep database [51]. Data collection is explained according to three main
infrastructure stages of the system: waste collection plant, central collection points and underground
pipes. The LCI data is listed in Table 2.

• Waste collection plant

All the waste gathered in the collection points is carried to the waste collection plant through
the network of underground pipes. Then, waste is compacted and deposited in a container until
it is full. The energy consumed by the system is linked to the suction and compaction operations
at the waste collection plant. The suction stage is estimated to work 3,500 h/y with a power of
220 kW. The average compaction demand is established at 15 kW for 1,100 h/y. From these data,
the consumptions per metric ton of waste collected for both processes has been calculated, obtaining
the total consumption of this waste collection system. The estimation is explained in detail in Section S1
of the Supplementary Material.

• Central collection points

The central collection points are composed of a number of bins where citizens can deposit
the wastes. Below these boxes, there are the waste valve and an air valve which are responsible
for connecting the bin of the central collection point to the overall network of underground pipes.
These components have been excluded from the system because of their irrelevance comparing to
the whole environmental impact of the system. According to Envac Iberia [52] and Ros Roca [53],
the number of bins per collection point depends on the amount of waste fractions managed. In the
model under study, it has been considered only one fraction at time (the organic fraction). A lifetime
of 9 years is assumed for the bins [54]. Two different containers composed the system: a sidewalk
container, entirely made of stainless steel, and an indoor bin, made of stainless steel and a small fraction
of fiberglass and aluminium. However, both containers have been assumed to be made entirely of
stainless steel because the contribution of fiberglass and aluminium is negligible compared to the
stainless steel. According to Ecoembes [28], there are 70 collection points per kilometre and, in this case,
one bin per collection point having a weight of 40 kg each [55]. In Section S2 of the Supplementary
Material the procedure for the calculation of the weight of bins is described.
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• Underground pipes

The underground network of pipes is made of stainless steel pipes with an average length of
1 km per station line and an inner diameter of 50 cm and 12.5 mm of thickness. A 30 years lifetime is
considered for them. Inside of these pipes, a stream of air transports waste bags at an average speed
of 25 m/s. [55]. In Section S3 of the Supplementary Material the weight of pipe per tonne of waste
collected is estimated.

3. Results and Discussion

3.1. Comparison of the Two Waste Collection Systems

The four scenarios were assessed following the LCA methodology. Figure 5 shows the primary
energy demand (PED) results per FU, also cited as cumulative energy demand (CED), an indicator
commonly used to assess waste management systems [56]. The results are divided into the four stages
of the life cycle (collection, transport, pre-treatment and treatment). As it can be observed, the results
change significantly when the organic fraction is collected separately (scenarios 1b and 2b) compared to
scenarios 1a and 2a where the bulky fraction includes the biodegradable fraction. In this case, the PED
of scenarios 1b and 2b is similar: −3,128 MJ and −2,701 MJ, respectively. The negative values are
associated to the energy savings of the anaerobic digestion process. This is because the environmental
benefits of electricity and compost production displace the environmental impact of production of
electricity from the Spanish grid mix of 2016 and the production of fertilizers, and overcomes the
energy inputs of the collection system. It is important to correctly calculate the credits obtained through
material recycling and energy recovery [32]. Those results indicate that, when the biowaste is collected
separately and, considering the composting of these residues, the use of a pneumatic system could be a
suitable option, as well as the door-to-door collection was. However, when the bulky fraction includes
the biodegradable fraction, pneumatic collection (scenario 2a) exhibits the largest PED, estimated at
405 MJ per FU, whereas the door-to-door collection presents negative PED values (−245 MJ). The reason
is that the energy demand for the vacuum system is higher than the energy recovered from the
composting process. Authors such as Iriarte et al. [30] and Punkkinen et al. [38] stated that the system
with the greatest environmental impact is the pneumatic collection compared to door-to-door and
multi-container collection. Nevertheless, these studies only include the collection stage, without the
subsequent waste valorisation treatment and environmental benefits. On the other hand, considering
the CED indicator, Iriarte et al. [30] stated that the door-to-door system had the greatest energy
demand, in particular 38% higher than the pneumatic system. In our study, this difference between
door-to-door and pneumatic collection is lower, around 14%, due to the energy requirement for the
anaerobic process. Finally, the contribution of the MSW transportation to the pre-treatment installation
and the contribution of the pre- treatment in the sorting plant was negligible, around 1% (in case of
scenarios 1b and 2b the pre-treatment stage is not necessary, therefore, its contribution to the total PED
is zero). These results reinforce the idea that the use of the pneumatic system could be an appropriate
waste collection system in the development and the implementation of smart city technologies in
historic areas of cities [57]. As mentioned previously, official data sets that street-side containers is
the most common MSW collection system used. In addition, some authors such as Iriarte et al. [30]
and Aranda-Usón et al. [39] have stated that this collection system presents the lowest environmental
impact. However, since the main objective of this study is assessing the management of the organic
fraction generated in historic areas of cities where the conventional street-side collection systems is not
feasible due to traffic restrictions, this type of collection was excluded from the study. In this sense,
there is a debate about which is the best collection system for these areas. Currently, there are not
studies that address this problem from an environmental point of view and, in particular, under an
energy and climate change perspective. In this sense, historic areas of cities are suitable zones to apply
smart city technologies where monitoring and information are essential for the correct management of
these areas. The management of MSW is an example for this purpose.
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Figure 5. Primary energy demand (PED) per functional unit of each scenario.

Figure 6 focuses on the collection system stage and displays the PED consumption of each process
of the waste collection system (manufacturing of components, maintenance and operation). As can be
observed in Figure 6, when the waste collection system is considered isolated, the pneumatic collection
consumes 5.0 times more primary energy than the door-to-door collection. This is in agreement with
Iriarte et al. [30] and Punkkinen et al. [38] and highlights the importance of considering the subsequent
waste valorisation treatment and environmental benefits. Regarding the contribution of the different
processes, in the conventional door-to-door collection (scenarios 1a and 1b), fuel production for garbage
trucks in the operation step was responsible for 64% of the PED. The rest of PED is attributed to
the production and maintenance of containers (36%). On the other hand, in the pneumatic system,
the production of electricity used in the process accounts for almost 100% of the total PED, whereas the
manufacturing of bins and pipelines and its maintenance is negligible compared to the consumption
of energy.

Figure 6. Primary energy demand (PED) of each process of the MSW collection system.

According to the results of the study, the electricity requirements for vacuum production is the
item with the most impact. Therefore, reducing energy consumption for waste transport through the
underground system and using a more environmentally friendly energy source, such as renewable
energies [58], are the best improvement measures to ensure the sustainability of the pneumatic
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process, since waste management and energy supply systems are becoming more inter-connected [59].
This study contributes to decision-making in waste management strategies and enables the introduction
of the environmental variable in the design model of smart cities. In addition, this study comprises the
basis for the future optimisation of pneumatic collection as hybrid systems feed by renewable energies,
such as photovoltaic installations.

3.2. Sensitivity Analysis

Our results in the baseline case study depend on many assumptions concerning the installation of
the pneumatic system. Particularly, the effectiveness of the biodegradable collection, the number of
waste collection points in the pneumatic system and the population density were examined.

3.2.1. Effectiveness of the Biodegradable Collection

The energy efficiency of the pneumatic collection system depends on the attitude of the citizens
towards the introduction of the selective collection of the organic fraction. In this sense, a sensitivity
analysis was performed varying the effectiveness of the biodegradable collection, considering the best
scenarios (scenarios 1b and 2b), in which 100% of the organic waste generated is collected separately,
together with less-efficient scenarios in which part of the organic fraction is collected separately and
the rest remains in the bulky fraction. Figure 7 shows the results of the sensitivity analysis.

Figure 7. Results of the sensitivity analysis varying the effectiveness of the selective collection of the
organic waste (100%, 80%, 60% and 40%).

As previously mentioned, the negative values are associated with the energy savings from the
composting process. When the efficiency varies from 100% to 40%, the energy savings are reduced
to 57% for door-to-door collection and to 66% for the pneumatic system. Therefore, these results
highlight the importance of people awareness and information campaigns about the benefits of the
biodegradable waste being recycled and aim at emphasizing the role that consumers play in biowaste
separation at source [17].

3.2.2. Population Density

Taking as reference 20,000 citizens per km2, to see how the environmental impact is influenced
by higher densities and, therefore, larger waste volumes, the number of citizens was increased up to
80,000 citizens per km2. Given the fixed capacity of the collection system, the PED will be established
by the increase in the emptying frequency due to the increase in the waste volumes. For the sake of
comparison, the management of higher waste volumes in the door-to-door collection requires either
a fourfold increase in waste containers, a four times higher emptying frequency, or an intermediate
solution. In this case, a higher emptying frequency is considered [27].
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The increase in the population density in a specific zone is mainly due to tourism. In Spain,
cities such as Fuengirola (Málaga), Benidorm (Alicante), Ibiza (Balearic Islands) and Salou (Tarragona)
experiment an increase of between 65–75% in their population density due to tourism [60]. The tourism
can sustain high levels of employment and incomes in the economies of many regions, but the
sector is a source of environmental impacts, resource consumption and public health problems [61].
In particular, one of the most important impacts of tourism is the generation of MSW. According to
Mateu-Sbert et al. [61], on average, an increase of 1% in the tourist population in Menorca causes an
overall MSW raise of 0.282%. Following this statement and considering that a population density
of 20,000 citizens/km2 generate around 1,936 metric tons of MSW per year [27], the increase of
the waste volume due to the raise of the population density was estimated. On the other hand,
the composition of generated MSW is extremely variable as a consequence of seasonal and lifestyle
impacts, in particular in historic areas of cities, which are a tourist attraction [62]. In this sense, it is
considered that the increase in the population density affects the waste composition. A population
density of 20,000 citizens/km2 in winter, could corresponds to 40,000 citizens/km2 in autumn period,
reaching 60,000 and 80,000 citizens/km2 in spring and summer, respectively. Figure 8 displays the
different waste generation and composition for each population density considered.

Figure 8. Variation in the municipal solid waste (MSW) generation and composition due to the increase
in the population density.

The amount of MSW increases from 1,936 metric tons with 20,000 citizens per km2 to 2,586 metric
tons when the population density reaches 80,000 citizens per km2. Regarding the waste composition,
there is no a great difference in the organic content, varying from 36% in winter to 41% in spring.
These results were introduced into the environmental model previously described to analyse the model
sensitivity to changes in the population density. Figure 9 displays the results of PED obtained for
door-to-door collection and pneumatic collection of the biodegradable fraction. It can be observed that
the higher increase in the population density, the greater negative value of the PED, which means a
higher recovery of energy from the treatment of the MSW. An increase of 75% of the population density
means 27% of PED savings for both collection systems. These results indicate that, even though the
increase of MSW generation implies a higher emptying frequency for the door-to-door collection, and a
higher use of energy for the pneumatic collection, since more daily pneumatic transportation is needed,
the savings from the anaerobic digestion treatment are higher.
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Figure 9. Results of the sensitivity analysis varying the population density of the area considered.

4. Conclusions

In this study, pneumatic collection is presented as an alternative to conventional trucking systems,
reducing noise and odour effects, presenting potential space savings, increasing pedestrian areas,
and apparently decreasing resource consumption. The energy assessment of door-to-door and
pneumatic collection, focusing on the biodegradable fraction collection and its subsequent recycling by
anaerobic digestion indicated that, when the organic fraction is collected separately, out of the bulky
fraction, the pneumatic collection could be a suitable alternative because the energy requirements are
balanced with the savings from the anaerobic digestion process. These results highlight the idea that
energy recovery from MSW is a feasible alternative to face the challenge to move towards smart cities.
Moreover, the combination of this technology with renewable energy supply, such as solar and wind
(when high insolation and land availability are present), and new information and communications
technologies, such as sensors to retrieve the fill level of containers, could be a good option to handle
the cities transition along with the implementation of encouraging renewable technologies.

In the performed sensitivity analysis, one of the variables that potentially have a significant impact
on the results is the effectiveness of the biodegradable fraction collection since when the efficiency
varies from 100% to 40%, the energy savings are reduced to 57% for door-to-door collection and to 66%
for the pneumatic system. This result highlights the importance of people awareness and information
campaigns about the benefits of the biodegradable waste selective collection. On the other hand,
other variable with potential influence on the results is the population density. An increase of 75%
of the population density means 27% of PED savings for both collection systems due to the avoided
impacts from the anaerobic digestion treatment.

This study aims to develop a general suitable model for Spain, based on average values, facilitating
the decision-making process for the MSW collection and management. It is important to highlight
the need of carrying out specific case studies with the aim of validating the model and to support the
results of this work.

5. Proclamations

Due to the rapid growth of the world population, improvements in urban environments, structures
and services are necessary to meet citizen’s needs. New technologies open the door to innovative
systems, to move conventional cities towards becoming smart cities. The generation and management
of MSW is an important issue in the development and management of smart cities, where waste
collection has a significant influence on the environmental sustainability. European Directives enhance
selective collection systems and recycling of different MSW fractions, ensuring the capability of smart
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cities to move towards a circular economy. In addition, the current trend of decreasing the amount
of waste disposed in landfills fosters the selective collection of the biodegradable fraction and its
subsequent treatment by means of anaerobic digestion. The selective collection of MSW, in particular
the organic waste, in historic areas of cities is an issue which has opened the door to a discussion
in Spain about which is the best collection system for these zones, since the conventional street-side
collection systems is not feasible due to traffic and access restrictions. In those areas where the lack of
historical remains that can compromise the installation of the system is guaranteed, and from an energy
point of view, this study encourages the use of pneumatic collection. However, in order to make a
more comprehensive study, the energy assessment of the collection systems should be complemented
including social and economic aspects, whose deployment can shift the balance towards one or another
management options. In addition, an environmental sustainability evaluation of the collection systems
could confirm the benefits of pneumatic collection mainly due to the environmental benefit deriving
from the anaerobic digestion of the organic fraction, as stated some authors such as Ranieri et al. [63]
and Digiesi et al. [64].

Supplementary Materials: The following are available online at http://www.mdpi.com/1996-1073/12/7/1407/s1,
Section S1: Waste collection plant, Section S2: Central collection points, Section S3: Underground pipes.
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Abstract: Novel technologies for bio-adsorbent production are being evaluated on the lab-scale in
order to find the most adequate processing alternative under technical parameters. However, the
poor energy efficiency of promising technologies can be a drawback for large-scale production of
these bio-adsorbents. In this work, exergy analysis was used as a computer-aided tool to evaluate
from the energy point of view, the behavior of three bio-adsorbent production topologies at large
scale for obtaining chitosan microbeads modified with magnetic and photocatalytic nanoparticles.
The routes were modeled using an industrial process simulation software, based on experimental
results and information reported in literature. Mass, energy and exergy balances were performed
for each alternative, physical and chemical exergies of streams and chemical species were calculated
according to the thermodynamic properties of biomass components and operating conditions of
stages. Exergy efficiencies, total process irreversibilities, energy consumption, and exergy destruction
were calculated for all routes. Route 2 presents the highest process irreversibilities and route 3 has the
highest exergy of utilities. Exergy efficiencies were similar for all simulated cases, which did not allow
to choose the best alternative under energy viewpoint. Exergy sinks for each topology were detected.
As values of exergy efficiency were under 3%, it was shown that there are process improvement
opportunities in product drying stages and washing water recovery for the three routes.

Keywords: bio-adsorbents; exergy analysis; chitosan microbeads; nanoparticles

1. Introduction

Nowadays, there is an increasing interest in developing sustainable and green-chemistry-based
ways to synthesize novel materials for applications in emerging industries. Industrial wastewater
treatment is a major global problem, mainly due to the restricted quantities of water that can be re-used
along with the high cost of purification. In recent years, appropriate technologies for the treatment of
wastewater and other effluents have raised great interest due to more strict laws and regulations [1].
The literature reports a variety of processes to water treatment and there are a lot of technologies
used for this purpose. Among these methods, adsorption stands out as an effective, efficient and
low-cost technology [2]. The adsorbents may be of mineral, organic or biological origin and are
selected according to their applications. Polymeric adsorbents have been widely used to remove
organic pollutants from industrial wastewater, but in recent years, the use of adsorbents produced
from biomasses, organic residues and biopolymers have attracted interest due to its high availability
and environmental issues related to disposal of residual biomasses and wastes [3]. In this sense,
chitosan-based adsorbents have been evaluated showing high removal yield for several substances
such as heavy metals, polycyclic aromatic hydrocarbons, among others [4].
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Green chemistry is related to a new idea which has developed in the industry and research contexts
as a natural evolution of pollution-prevention strategies [5]. The use of these types of processes brings
the concept of developing chemical plants that can reduce waste generation and the resource demands.
Recently, the green chemistry concept is also related to those processes that use smaller amounts of
energy maintaining process yield/efficiency while providing reasonably market-valuable products [6].
On the other hand, nanotechnology is an innovative science/field associated with the manipulation of
components and materials at the atomic/molecular scale and explains the behavior of these substances
when used on the nanoscale. Recently, metal oxide nanoparticles have attracted interested by their
potential application in different fields [7].

Modification of bio-adsorbents produced from natural polymers as chitosan microbeads with
chemical species as thiourea or magnetite nanoparticles gives to these materials a higher adsorption
capacity and selectivity to several heavy metals and liquid hydrocarbons, and higher efficiency in
recovery processes via magnetic field application, which was studied at the lab-scale [8], however, the
behavior at large scale of these emerging technologies is unknown, so the computer-aided simulation
of these technologies at large-scale is relevant for further industrial applications [9].

Biomass-based processing technologies (and many chemical processes) commonly require huge
amounts of energy and water, therefore, there are some published studies addressing the application of
exergy analysis to measure the process performance from an energy viewpoint. Ojeda et al. [10] applied
the exergy analysis to assess process alternatives for producing ethanol from lignocellulosic biomass.
Peralta-Ruiz et al. [11] used exergy analysis as a tool for screening process alternatives for microalgae
oil extraction. Aghbashlo et al. [12] applied an exergy analysis of a lignocellulosic-based biorefinery
along with a sugarcane mill for simultaneous lactic acid and electricity production. Meramo-Hurtado
et al. [13] developed an exergy analysis of bioethanol production from rice residues, the results for this
study showing that pretreatment stage was the unit with the lowest exergy efficiency. They pointed out
that this subprocess can be potentially improved to obtain a better energy performance. Restrepo-Serna
et al. [14] developed a study related to the energy efficiency of various biorefinery schemes using
sugarcane bagasse as raw material. They performed the assessment based on process simulation
and exergy analysis, so it is shown in these studies that exergy analysis can be considered a useful
evaluation instrument for the diagnosis of novel technologies involving sustainability goals.

In this work, three production processes for chitosan microbeads modified with nanoparticles
were evaluated using exergy analysis as an instrument for screening design alternatives and as a
decision-making tool for evaluation of novel technologies from energy viewpoint. Indicators as exergy
efficiency, total irreversibilities, exergy utilities, and exergy destruction were determined for each
processing alternative evaluated.

2. Materials and Methods

In this study, chitosan obtained from shrimp exoskeletons is used as feedstock to synthesize
bio-adsorbents which are further modified with nanoparticles. Chitosan is a polymer present in
many organic structures in Nature. It is commonly obtained from crustacean wastes through chitin
deacetylation techniques [15]. The design and modeling of the processing routes for bio-adsorbents
production is developed using a computer-aided process engineering software. This tool requires
process information as mass and energy balances, operational conditions, reaction yields, among
others. It is important to point out that the information required for the simulations were obtained
from literature and experimental results previously published by the authors [16]. Another issue that
must be considered is the input of an adequate thermodynamic model which allows estimating most
accurate physical-chemical properties of the substances. The simulations give the extended energy and
mass balances considering the operational conditions and processing routes of each design. The above
parameters are important due to their uses to perform the exergy analysis for each alternative. Finally,
exergy indicators are evaluated to compare each chitosan microbeads processing technology with the
aim to identify improvement opportunities and screen the most suitable design from an exergy basis.
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2.1. Processes Simulation

Process simulation mainly implies selecting chemical components used in the process, choosing
an appropriate thermodynamic model, setting processing capacity, using suitable operating units and
setting up input conditions such as mass flow rates, temperature, pressure, among others [17]. For the
simulation of large-scale production processes of chitosan microbeads was used the industrial process
software Aspen Plus, the chemical species required for the simulations were taken from the software
database. For those compounds which are not available in the software database, molecules were
created using the Aspen Property Estimator based on the properties reported for these species in the
literature [18]. It was necessary to create components such as titanium isopropoxide and chitosan
during the development of this work. The thermodynamic model Non-Random Two Liquids (NRTL)
was selected for process simulations taking into account its good performance in the prediction of
thermodynamic properties for polar/non-polar mixtures.

2.1.1. Process 1: Production of Chitosan Microbeads Modified with TiO2 Nanoparticles via
Green Chemistry

The production process of chitosan microbeads modified with TiO2 nanoparticles (CMTiO2) is
developed through three specific subprocesses. The first subprocess is the lemongrass oil extraction
where organic compounds such as myrcene, undecyne, neral, among others are obtained based on
a green chemistry synthesis. These substances are used as surfactants to guarantee the nanosize
of the particles. Lemongrass is first pretreated for cellulosic material removal, then it is sent to
drying and crushing to reduce the particle size. Thus, the lemongrass oil is obtained in a liquid-solid
extract. The second subprocess is the synthesis of TiO2 nanoparticles. This stage uses titanium
tetraisopropoxide (TTIP) as a precursor for TiO2 nanoparticles through hydrolysis reactions. Propanol
is formed as a by-product of the reaction. Hydrolysis reaction stoichiometry is described as follows:

Ti(OC3H7)4 + 2H2O → TiO2 + 4C3H7OH

As mentioned earlier, this stage involves the formation of TiO2 nanoparticles via hydrolysis of
TTIP. This substance is first diluted to a concentration of 100 mM under controlled conditions and sent
to the hydrolysis reactor system. On the other hand, the oil extract (obtained from the first subprocess)
is added and mixed with the main stream in the reactor [9]. Figure 1 shows the process diagram
for the large-scale production of chitosan microbeads modified with TiO2 nanoparticles. After TiO2

synthesis the main stream is sent to a separation train composed of three washing units where the pH
is stabilized. In the second unit, ethanol is used for washing, while for the first- and third-units water
is used. In this separation stage, moisture content of the product is reduced. Finally, the product is sent
to a drying unit to obtain the bio-adsorbents with water content equal to zero. The third subprocess
begins after TiO2 nanoparticles formation. Chitosan microbeads are prepared from chitosan (main
raw material). In the first tank, a chitosan dissolution is prepared at a concentration of 2 w/v %. The
solution is mixed in a second vessel with acetic acid (2 w/v %) obtaining a chitosan gel solution.
This gel mixture is sent to another mixing stage where TiO2 nanoparticles are added. The mass ratio
between chitosan and TiO2 nanoparticles is 1:2. In this stage, chitosan microbeads modified with
TiO2 nanoparticles are formed. For product formation is necessary to set alkaline conditions, hence,
NaOH (at a concentration of 2.5 M) is used to reach the pH required [16]. Finally, the microbeads are
physically mixed through an ultrasound-assisted agitation system. It is important to point out that the
above procedure is developed at a temperature of 28 ◦C. The resulting microbeads have high moisture
content so it is necessary to perform a separation stage where a train of washing and drying units are
used to purify the bio-adsorbents. For all process units the operational pressure is 1 atm.
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Figure 1. Process diagram of large-scale production of chitosan microbeads modified with
TiO2 nanoparticles.

2.1.2. Process 2: Production of Chitosan Microbeads Modified with TiO2 and Magnetite Nanoparticles

Production of chitosan microbeads modified with TiO2 and magnetite nanoparticles
(CMTiO2-Mag) is divided into two main subprocesses. Subprocess (1) is related to the synthesis of
magnetite nanoparticles while subprocess (2) to the microbeads formation. For magnetite nanoparticles
synthesis, the first stage implies the preparation of iron oxides solutions (FeCl3·H2O and FeCl2·4H2O)
at a temperature of 301.15 K [19]. Subsequently, these solutions are mixed and sent to a heat exchanger
unit to reach a temperature of 353.15 K. Thus, the resulting stream is fed into the iron oxides reactor
where magnetite is produced along with NaCl and H2O. In order to form the nanoparticles, NaOH is
added at a concentration of 2% v/v. The outlet stream of the reactor is cooled to 301.15 K, and sent
to a separation stage. In this stage, the nanoparticles are separated using magnetic fields. The above
allows removing non-ferrous material. To reach higher purity, the magnetite nanoparticles are fed into
a separation train composed of three consecutive washing units (an analog system used for CMTiO2

process). Finally, the main stream is sent to a furnace unit where the microbeads are completely dried.
For the final product, it is desired to obtain a mass ratio for chitosan, TiO2 and magnetite of 2:1:1,
respectively. On the other hand, second subprocess CMTiO2-Mag alternative is similar to subprocess
(3) of CMTiO2 design described in Section 2.1.1 but the modification with magnetite is incorporated
after TiO2 nanoparticles modification. Thus, it is important to mention that these modifications are
related to physical mixing processes. Figure 2 shows the process diagram for the large-scale production
of chitosan microbeads modified with TiO2 and magnetite nanoparticles.
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Figure 2. Process diagram of large-scale production of chitosan microbeads modified with TiO2 and
magnetite nanoparticles.

2.1.3. Process 3: Production of Chitosan Microbeads Modified with Thiourea

The third process evaluated consists in the large-scale production of chitosan microbeads modified
with thiourea. In this process, thiourea is mixed with the main stream after chitosan gel formation.
The process follows to the microbeads formation using diluted NaOH. Finally, the microbeads
are purified through washing and drying stages. The mass ratio for chitosan and thiourea is 1:1.
Figure 3 shows the process diagram for the large-scale production of chitosan microbeads modified
with thiourea

Figure 3. Process diagram of large-scale production of chitosan microbeads modified with thiourea.

2.2. Exergy Analysis

Thermodynamics-based tools such as energy analysis, exergy analysis, emergy analysis, among
others have been applied for evaluation of industrial systems and thermal energy storage processes [20].
The first and second law of thermodynamics serve as a theoretical basis for energy analysis, along
with the calculation of energy efficiencies for the studied processes. However, an energy balance
not necessary provides information associated with the energy losses or quantifies the quality of
the mass and energy streams of the evaluated routes. Exergy analysis is presented as an alternative
tool which allows surpass the limitations of the laws of thermodynamics for a desired process [21].
Exergy analysis also shows the source of energy degradation in a process and can help to optimize an
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operation, a technology or a processing unit [22]. In addition, exergy analysis allows evaluating several
process technologies to improve the design of a process. The above means that the exergy analysis is
an appropriate tool to assess novel technologies for any chemical process. The exergy is defined as
the maximum theoretical useful work that could be obtained from a system that interacts only with
the environment. Considering that the exergy of a system depends on the selected state of reference,
it is usual to choose standard environmental conditions as the reference state. Based on steady-state
conditions, four balance equations have to be addressed to determine work/heat interactions. The first
equation is the mass/matter conservation principle given by Equation (1), the second equation refers
to the first law of thermodynamics given by Equation (2). The third equation refers to the second law
of thermodynamics given by Equation (3):

∑
i
(ml)in = ∑

i
(ml)out (1)

∑
i
(mlhi)in = ∑

i
(mlhi)out + Q − W = 0 (2)

∑
i
(mlSi)in = ∑

i
(mlSi)out + ∑

i

Ql
Ti

+ Q − W = 0 (3)

A fourth equation is addressed to formulate the exergy balance for around the system during a
finite time interval given by Equation (4):

Exergy input − Exergy output − Exergy consumption = Exergy accumulation (4)

Exergy consumed is the product between the entropy generated and the environmental
temperature, as follows in Equation (5) [9]:

Exergy consumed = Environmental temperature x Entropy (5)

The Equation (4) can be expressed in terms of the mass exergy entering or leaving the system
(Exmass,in and Exmass,out), exergy flow by heat (ExHeat), exergy flow by work (Exwork), and exergy loss
(Exloss), in mathematical terms as follows:

Exmass,in − Exmass,out + ExHeat − Exwork = Exloss (6)

Calculation of exergy flow by mass transfer is shown in Equation (6), it can be defined as a sum of
physical exergy (Exphy), chemical exergy (Exche), potential exergy (Expot), and kinetic exergy (Exkin),
according to Equation (7):

Exmass = Exphy + Exche + Expot + Exkin (7)

The chemical exergy is calculated using the chemical exergy per mole of each component.
The estimation of the chemical exergy per mole is performed based on the free energy of formation
(ΔGi) and the specific chemical exergy of each atom presented in the molecule (Exchem,j):

Exchem,i = ΔGi + ∑
j

neleExchem,j (8)

The exergy of a heat stream Q is determined by the Carnot factor as follows:

Exheat = Q +

(
1 − To

T

)
(9)
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where To is the environment (or reference) temperature and T is the temperature at which Q is available.
Finally, the last term in the exergy balance (Exwork) is associated for losses by work. Equation (10)
gives the relation between these parameters:

Exwork = W (10)

There is exergy destruction in operational processes due to its irreversibilities, the thermodynamic
efficiency is associated with the amount of exergy loss. For measuring these losses, process exergy
efficiency (Ψ) is formulated. This term is defined as an indicator to determine the degree of used
exergy, given by Equation (11):

Ψ = 1 −
(

Exergy loss
Exergy input

)
(11)

Sorin et al. [23] mentioned that it is possible to perform the exergy balance considering all incoming
and out-going streams in a defined system. The total exergy input of any real process/system is ever
higher than its output. The above is related to the fact that always an amount of exergy is irreversibly
lost within the system.

3. Results

The chemical composition of lemongrass oil used in process 1 is summarized in Table 1. This raw
material reports high content of moisture, and organic compounds as myrcene, undecyne, nerol,
geranial, among other [24]. These substances are the key compounds in the lemongrass extract and
are used to guarantee the nanosize of the TiO2 nanoparticles. The oil content in the lemongrass is
about 1.10% of the total mass while the moisture and solid contents are approximately 71.23% and
27.67%, respectively. The above implies that the oil extraction method has to be highly efficient to reach
acceptable/required yields. Most of the solid contents in lemongrass is cellulosic biomass, therefore it
was assumed (for simulation purpose) that all solid content is cellulose.

Table 1. Chemical composition of lemongrass dry basis.

Compound Average Concentration

β-Myrcene 5.5%
3-Undecyne 3.2%

Neral 30.5%
Geranial 42.5%

Nerol 3.5%
Others 14.8%

3.1. Processes Simulation Results

3.1.1. Simulation of Large-Scale Production of Chitosan Microbeads Modified with TiO2 Nanoparticles
via Green Chemistry

Process simulation flowsheet of large-scale production of chitosan microbeads modified with TiO2

nanoparticles is shown in Figure 4. And the pressure, temperature, composition and flows of main
process streams are shown in Table 2. As is described in Section 2.2, the system is composed of three
sections: (1) Lemongrass oil extraction; (2) TiO2 nanoparticles synthesis, and (3) CMTiO2 production.
For subprocess (1), stream 1 represents the inlet flow of the main feedstock (lemongrass). This stream is
sent to washing and drying stages for cellulosic material removal and moisture reduction, respectively.
After feedstock cleaning, the material is sent to a crusher unit for size-reduction. The above is
performed with the aim of increasing the surface contact between the lemongrass and the extraction
media (water). The liquid-solid extraction (infusion stage) is developed by a heating-sedimentation
stage where the oil extract is separated in the upper site of the unit while the residual solids remain at
the bottom. The oil extract is obtained with high moisture content (99% w/w) so the stream passes
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through an evaporation unit to reduce the water content close to 3% w/w. Finally, the oil extract is
cooled until 28 ◦C, and it is stored. Subprocess (2) starts with the preparation of TTIP solution and
the hydrolysis reaction where the TiO2 nanoparticles are synthesized (see stream 39). In the case of
subprocess (3), this stage starts with the production of the chitosan gel considering inlet flow according
to the composition of stream 43. Stream 39 is added to the mixing tank where the CMTiO2 are formed
maintaining the required proportion of 1:1 for Chitosan and TiO2, respectively. Finally, the product
obtained with a flow of 232.03 kg/h according to stream 56.

(a) 

(b)

Figure 4. Cont.
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(c) 

Figure 4. Process flowsheet of large-scale production of chitosan microbeads modified with TiO2

nanoparticles via a green chemistry method: (a) Lemongrass oil extraction (b) TiO2 nanoparticles
synthesis; (c) chitosan microbeads production.

Table 2. Main process streams for Chitosan microbeads modified with TiO2 nanoparticles.

Streams 1 19 22 39 43 48 56

Temperature (K) 301.15 373.15 301.15 823.15 301.15 301.15 301.15
Pressure (kPa) 101.32 101.32 101.32 101.32 101.32 101.32 101.32

Component mass flow (kg/h)
β-Myrcene 2.04 0.47 0.00 0.00 0.00 0.00 0.00
3-Undecyne 1.19 0.55 0.00 0.00 0.00 0.00 0.00

Gerenial 27.10 22.46 0.00 0.00 0.00 0.00 0.00
Nerol 1.28 1.086 0.00 0.00 0.00 0.00 0.00

Cellulose 1882.97 0.00 0.00 0.00 0.00 0.00 0.00
Water 1466.9 608.58 0.00 0.00 3782.31 17,367.7 0.00
TTIP 0.00 0.00 592.90 0.00 0.00 0.00 0.00
TiO2 0.00 0.00 0.00 154.84 0.00 0.00 154.84

Chitosan 0.00 0.00 0.00 0.00 77.20 0.00 77.20
NaOH 0.00 0.00 0.00 0.00 0.00 1929.75 0.00
Total 3381.47 633.15 592.90 154.84 3859.50 19,297.50 232.03

3.1.2. Simulation of Large-Scale Production of Chitosan Microbeads Modified with TiO2 and
Magnetite Nanoparticles

The simulation for the second processing route of bio-adsorbents production was performed
based on general mass/energy balances, and operational conditions obtained from literature and lab
experiments. Figure 5 shows the simulated process flowsheet of large-scale production of chitosan
microbeads modified with TiO2 nanoparticles and magnetite. Table 3 summarizes the main streams
and operational conditions of this process. As it was described, this designed system is constituted by
two main subprocesses: (1) Magnetite nanoparticles synthesis, and (2) chitosan microbeads production
(with nanoparticles modification). For magnetite nanoparticles synthesis, stream 1 and 2 represent
the inlet flow of main feedstocks: FeCl2·4H2O and FeCL3·6H2O, respectively. The reaction between
these iron chlorides and NaOH generates magnetite (desired product) along with hematite, water and
sodium chloride. For simulation purpose, it was assumed that all produced hematite is magnetite.
After reaction stage, the stream is sent to separations processes where all impurities are removed from
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the product. The magnetic properties of these nanoparticles allow separating them using a magnetic
field or a magnet [19]. Finally, the dried and purified magnetite nanoparticles are sent to the second
subprocess, the chitosan microbeads modified with the nanoparticles (TiO2 and magnetite) are sent to
purification stage where the desired product is obtained dried and with high purity with a mass flow
rate of 307.86 kg/h.

 
(a) 

 
(b) 

Figure 5. Process flowsheet of Large-scale production of chitosan microbeads modified with TiO2

and magnetite nanoparticles: (a) Magnetite nanoparticles synthesis; (b) chitosan microbeads with
modifications subprocess.
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Table 3. Main process streams for chitosan microbeads modified with TiO2 and magnetite nanoparticles.

Streams 1 2 11 29 30 34 51

Temperature (K) 301.15 301.15 301.15 301.15 301.15 301.15 301.15
Pressure (kPa) 101.32 101.32 101.32 101.32 101.32 101.32 101.32

Component mass flow (kg/h)
Water 0.00 0.00 0.00 0.00 10,907.70 0.00 0.00

FeCl3·6H2O 200.00 0.00 0.00 4.00 0.00 0.00 2.87
FeCl2·4H2O 0.00 79.17 0.00 7.09 0.00 0.00 5.08

NaOH 0.00 0.00 134.23 0.00 0.00 0.00 0.00
Magnetite 0.00 0.00 0.00 83.94 0.00 0.00 60.24

NaCl 0.00 0.00 0.00 0.01 0.00 0.00 0.01
Chitosan 0.00 0.00 0.00 0.00 222.607 0.00 159.74

TiO2 0.00 0.00 0.00 0.00 0.00 111.35 79.90
Acetic acid 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Total 200.00 79.17 134.23 95.05 11,130.30 111.35 307.86

3.1.3. Simulation of Large-Scale Production of Chitosan Microbeads Modified with Thiourea

The simulation of the third processing route was developed according to the subprocess stage
for chitosan microbeads production described for CMTiO2 and CMTiO2-Mag processes. In this case,
the modification of the microbeads does not require the synthesis of any nanoparticles because the
thiourea is introduced to the process as an available raw material. After this stage, the stream is sent to
microbeads production and purification stages. Table 4 reports the main mass flows and operational
conditions of this process. Figure 6 shows the simulated process flowsheet of large-scale production of
chitosan microbeads modified thiourea. Finally, in this process alternative are produced 155.23 kg/h
of chitosan microbeads modified with thiourea according to stream 13.

Table 4. Main process streams for chitosan microbeads modified with thiourea.

Streams 1 2 3 6 7 11 13

Temperature (K) 301.15 301.15 301.15 301.15 301.15 301.15 301.15
Pressure (kPa) 101.32 101.32 101.32 101.32 101.32 101.32 101.32

Component mass flow (kg/h)
Water 0.00 2,857.54 0.00 34,520.80 37,452.40 53,653.80 0.00

Chitosan 77.61 0.00 0.00 0.00 77.61 0.00 77.61
Thiourea 0.00 0.00 77.61 0.00 77.61 0.00 77.61

NaOH 0.00 0.00 0.00 1700.40 1535.8 0.00 0.01
Sodium acetate 0.00 0.00 0.00 0.00 337.60 0.00 0.00

Acetic acid 0.00 274.13 0.00 0.00 0.00 0.00 0.00
Total 77.61 3104.67 77.61 36,221.20 39481.10 53,653.80 155.23

Figure 6. Process flowsheet of large-scale production of chitosan microbeads modified with thiourea.

3.2. Exergy Analysis of the Routes Simulated

These large-scale production processes can be generally divided into two main stages:
nanoparticles preparation and chitosan microbeads formation. Considering the results of simulations
and composition of each stream, chemical and physical exergies were estimated. Table 5 shows the
estimated and reported chemical exergies of main components for bio-adsorbent processing routes.
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Table 5. Chemical exergy of main components for bio-adsorbent production processes.

Component Chemical Exergy (MJ/kmol) Component Chemical Exergy (MJ/kmol)

Myrcene 9670.10 NaOH 74.90
Undecyne 11,397.10 Magnetite 116.30
Gerenial 9,708.60 Thiourea 112.10

Nerol 10,348.10 TiO2 21.73
TTIP 7,141.20 Water 0.90

Chitosan 12,462.78 Acetic acid 907.20

The higher chemical exergies correspond to those compounds with the longest carbon chains in
its molecular structures (undecyne, myrcene and chitosan). Chemical exergy for common components
as water, NaOH, or acetic acid was found in literature [25]. Table 6 reports the results obtained for
exergy performance indicators for each processing route.

Table 6. Results for exergy performance of each processing route.

Process
Irreversibilities

(MJ/h)
Exergy

Efficiency (%)
Exergy of

Residues (MJ/h)
Exergy Utilities

(MJ/h)

CMTiO2 181,665.63 0.04 144,445.08 91,033.74
CMTiO2-Mag 216,795.71 2.83 182,698.34 88,030.46

CMThi 116,991.60 2.50 33,654.48 105,964.41

CMTiO2 route presents the lowest exergy efficiency performance with a 0.04%. For CMTiO2-Mag
and CMThi processes were obtained a corresponding exergy efficiency of 2.83% and 2.50%, respectively.
From a general viewpoint, the performance of the exergy efficiency was significantly low for
all bio-adsorbent processes. This result implies that these designs might require technological
improvements to reach better exergy and energy performances. In this sense, CMTiO2 requires
special attention due to its exergy efficiency shows that almost 100% of the inlet exergy is lost through
the operation.

Figure 7 shows the exergy destruction of each bio-adsorbent processing route. The process with
higher irreversibilities is CMTiO2-Mag with an exergy flow of 182,698.34 MJ/h, followed by CMTiO2

route with destroyed exergy of 144,445.08 MJ/h. The performance of this parameter is congruent
respect to exergy efficiencies obtained for all processes. For CMTiO2 route, it was found that the stage
with the highest irreversibilities was the separation train. This stage is composed of three consecutive
centrifuges representing approximately 53.00% of total irreversibilities for this process. The use of other
separation technologies may contribute to reduce exergy losses. For the case of CMTiO2-Mag route,
it was obtained that microbeads-drying unit was the stage with the highest irreversibilities with a
contribution of 41.05%, followed by washing unit in the separation stage (see “Lav4” in Figure 5b) with
a 24.20%. In the case of CMThi route, drying unit was the stage with the highest exergy destruction
representing 92.48% of total irreversibilities. The above results (for all cases) imply that these designs
require better/improved separation technologies/stages to avoid several irreversibilities. This also
could contribute to obtaining higher exergy efficiencies for each process.
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Figure 7. Comparison of exergy destruction for each processing route.

On the other hand, the exergy of residues was higher for CMTiO2-Mag route, which was expected
due to this process presents higher mass inventory respect to the other processing routes. Figure 8
shows the exergy of residues for each assessed process. CMThi process destroys less exergy due to
residues with a flow of 33,654.48 MJ/h, while for CMTiO2 and CMTiO2-Mag were obtained exergy
flows of 144,405.08 MJ/h and 182,698.34 MJ/h, respectively.

 
Figure 8. Comparison of exergy of residues for each processing route.

Finally, the exergy of utilities was estimated for each processing route. Figure 9 shows the
comparison of this parameter for each bio-adsorbent processing route. The results for exergy of utilities
present a similar performance for the three alternatives, obtaining an exergy flow of 91,033.74 MJ/h
for CMTiO2, 88,030.46 MJ/h for CMTiO2-Mag, and 105,964.41 MJ/h for CMThio. For the case of
CMTiO2-Mag route, drying unit was the most significant stage representing an around 99% of the total
exergy by utilities for this process. The above result indicates that this unit probably has important
energy requirements that implies a high demand of industrial utilities. In this sense, the application
of process optimization techniques could contribute to decrease the energy requirements, or obtain a
better energy distribution. For CMTiO2 process was found that hydrolysis reactor is a critical stage
due to the most of exergy utility is consumed in this unit with a contribution of 47.22% of the total. It is
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explained by studying the thermodynamics of this reaction (hydrolysis of TTIP) because it is highly
exothermic, thus, a cooling system is needed to maintain the reaction temperature constant.

 
Figure 9. Comparison of exergy utilities for each processing route.

As described by CMTiO2-Mag route, for CMThio alternative, the drying stage was also the
most critical unit for exergy of utilities parameter with an exergy flow of 105,942.41 MJ/h which
represents almost a 100% of the total. This result confirms the described behavior for exergy destruction
performance which was previously explained for this bio-absorbent route.

4. Conclusions

Exergy analysis was used for the comparative evaluation of emerging alternatives of
chitosan-based bio-absorbent production. The exergy analysis results were not conclusive for the
selection of a promising alternative given the similar values obtained for the exergy efficiencies of
the three routes evaluated (0.04%, 2.83% and 2.50%), being the production of chitosan microbeads
modified with TiO2 and magnetite nanoparticles, the route with the highest overall exergy efficiency
(2.83%). However, the analysis presented in this work allowed to diagnose the emerging production
processes from the exergetic point of view as sustainability criteria related to resources conservation.
All the routes evaluated showed a similar poor exergetic performance. This behavior of the topologies
assessed is related to the huge amount of water that are lost (and not recovered) in the bio-adsorbent
purification stages along with the low energetic efficiency of the separation units. The use of a
neutralization unit instead of washing stages might contribute to save large quantities of water, and
improve the exergy efficiency of the processes. Route 2 also showed the highest irreversibilities of
the three cases evaluated. The highest exergy destruction for production of chitosan microbeads
modified with TiO2 and magnetite nanoparticles was found in the microbeads-drying unit, but also,
this alternative presents the lowest exergy flow associated to utilities. On the other hand, CMTiO2

route presented the lowest exergy efficiency (0.04%), and an exergy loss of 181,665.63 MJ/h. For the
case of CMThio route, it was determined that this process has high energy demands in the drying
stage, resulting in a high exergy flow by utilities. For all routes evaluated is recommendable to apply
process optimization techniques as mass and energy integration to decrease the requirement of utilities
for separation/purification stages. For future work, it is recommended to develop studies related to
economic and environmental impacts of the routes evaluated in order to obtain more sustainability
parameters for selection of the most promising alternative under parameters evaluated.
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Abstract: The energy saving potential (ESP) of passive cooling of buildings with the use of an
air-PCMheat exchanger (cold storage unit) was investigated through numerical simulations. One of
the goals of the study was to identify the phase change temperature of a PCM that would provide the
highest energy saving potential under the specific climate and operating conditions. The considered
air-PCM heat exchanger contained 100 aluminum panels filled with a PCM. The PCM had a thermal
storage capacity of 200 kJ/kg in the phase change temperature range of 4 ◦C. The air-PCM heat
exchanger was used to cool down the outdoor air supplied to a building during the day, and the heat
accumulated in the PCM was rejected to the outdoors at night. The simulations were conducted for
16 locations in Europe with the investigated time period from 1 May–30 September. The outdoor
temperature set point of 20 ◦C was used for the utilization of stored cold. In the case of the location
with the highest ESP, the scenarios with the temperature set point and without the set point (which
provides maximum theoretical ESP) were compared under various air flow rates. The average
utilization rate of the heat of fusion did not exceed 50% in any of the investigated scenarios.

Keywords: energy conservation; latent heat thermal energy storage; phase change materials;
passive cooling

1. Introduction

Many countries, especially in Europe, have adopted a number of requirements on the energy
performance of buildings in the last several decades in order to make the building stock more energy
efficient [1]. The early energy saving policies focused mainly on energy consumption for space
heating. The requirements on the thermal resistance of building envelopes have been repeatedly
tightened. As a result, the transmission heat loss of newly-built and renovated buildings has decreased
significantly and so has the amount of energy needed for space heating. As the transmission of heat
loss decreased, the ventilation heat loss and its impact on the energy consumption of buildings became
more important. Consequently, various approaches to the reduction of ventilation heat loss have been
introduced. Mechanical ventilation with heat recovery has become more common in many types of
buildings, and various energy saving strategies for building ventilation were developed. “Build tight
—ventilate right” [2] is becoming a widely-adopted approach in the building sector. The air tightness
testing is now a rather standard procedure during building construction, particularly in the case of
passive buildings.
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Well thermally-insulated buildings with a high air tightness level brought about problems with
thermal comfort during the warm part of year. This is one of the factors contributing to the increasing
demand for space cooling in Europe [3]. The actual energy consumption for space cooling in buildings
is more difficult to determine than the energy consumption for space heating. The energy consumption
for space heating can often be obtained or estimated based on the amount of consumed heat or fuels.
On the other hand, the energy used for space cooling is mostly in the form of electricity and needs to be
obtained from consumption of electricity [4]. Nonetheless, the consumption of energy for space cooling
in buildings is becoming a concern even in climates where space cooling was not an issue several
decades ago [5]. This development brought about an interest in passive cooling of buildings. Many
studies have been conducted in this area since the beginning of the 21th Century. Artmann et al. [6]
assessed the climatic potential for passive cooling of buildings by night-time ventilation. The analysis
was carried out for 259 locations in Europe. The authors concluded that there was a “very significant”
potential for passive cooling by night-time ventilation in Northern Europe. In Central and Eastern
Europe and some parts of Southern Europe, the authors assessed the potential of this passive cooling
technique as “significant”. However, the authors pointed out that “floating building temperature is an
inherent necessity of this passive-cooling concept”. Passive cooling by night-time ventilation is thus
mostly suitable for the buildings that are not occupied at night and where low air temperatures and
relatively high air velocities during night-time ventilation would not cause discomfort.

Another issue with passive cooling of buildings by night-time ventilation is thermal energy
storage. For this passive cooling technique to work effectively, cold needs to be stored at night in
order to be available for the next day. Cold is usually stored in the building structures, and thus,
night-time ventilation works best in buildings with high thermal mass. As many new buildings consist
of light-weight building structures, additional thermal mass needs to be provided for passive cooling
to work effectively [7].

Some of the problems of passive cooling of buildings (e.g., lightweight construction or large
swings in indoor air temperature) could be mitigated by the use of cold storage units. The cold can be
stored in the cold storage unit at night and then utilized during the day. This approach has been used
in mechanical cooling systems for decades in the form of ice storage. The use of cold storage in passive
cooling makes it possible to avoid supplying large volumes of cool outdoor air into the building at
night and thus compromising thermal comfort. Cold can be stored in the cold storage unit at night
and utilized the following day.

A number of studies have been conducted in the area of energy saving with latent heat
thermal energy storage (LHTES) under various climatic conditions. Arkar and Medved [8] reported
investigations of PCM-based LHTES integrated into the ventilation system for free cooling of a
building. The LHTES unit was a cylindrically-packed bed comprising spherical containers filled with
the encapsulated RT20 paraffin-based PCM (Phase Change Material). A mathematical model of the
LHTES unit was created as a 2D continuous-solid-phase packed-bed model. The model was validated
with the experimental results obtained for the packed bed with spheres of two diameters; 50 mm and
37.6 mm. The developed model was then used to obtain the multi-parametric temperature-response
function of the LHTES unit in the form of a Fourier series. The temperature-response function allowed
for calculation of the outlet air temperature of LHTES in the case that the inlet air temperature was
approximated with a smooth periodic function. The thermal-response function was then used in
the TRNSYS simulation tool for the investigation of free cooling in the case of a low-energy house.
In the studied case, 6.4 kg of PCMper m2 of floor area was found as an optimum value. The same
authors [9] investigated the correlation between the local climate and the free-cooling potential of
LHTES. The same packed bed LHTES, as in the previous paper [8], was considered. The climatic
data of six cities in Europe were used in the study, and the simulated time period was from 1 June–31
August. The free-cooling potential was assessed in terms of the cooling degree hours (CDH). As no
building characteristics or cooling set point were considered, the adopted approach provided the
maximum theoretical cooling potential for the specific climatic conditions and the ratio between the
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air flow rate and the mass of the PCM. The authors concluded that the wide melting range of a PCM
was not a disadvantage in free cooling of buildings. The optimum melting temperature of PCM was
2 ◦C above the average outdoor air temperature at the location in the investigated time period, and the
optimum ratio between the mass of PCM and the air flow rate was 1–1.5 kg

m3/h .
Chen et al. [10] investigated the energy saving potential of a ventilation system with a latent

heat thermal energy storage (LHTES) unit under different climates in China. The authors used an
in-house-developed model of the LHTES unit (air-PCM heat exchanger). The LHTES unit consisted of
20 parallel PCM slabs, which were 1.5 m long, 0.5 m wide, and 0.01 m thick. The air gaps between the
slabs were 0.01 m high. The thermophysical properties of CaCl2· 6 H2O were considered in the study
with the exception of the melting temperature. The optimal melting temperature for each location was
obtained by simulations. An isothermal phase change of the PCM was considered. The simulations
were done for eight cities in China for the time period from 1 June–31 August. The average outdoor air
temperature in the studied locations varied from 21.3 ◦C (city of Harbin) to 28.0 ◦C (city of Guangzhou).
The study showed that the optimal PCM melting temperature varied from 21 ◦C in the case of Harbin
to 29 ◦C in the case of Guangzhou. The average utilization rate of the heat of fusion of the PCM ranged
from 0.09 in Shanghai to 0.24 in Beijing. Beijing was also the location with the highest electricity
savings (87 kWh).

Costanzo et al. [11] used the EnergyPlus simulation tool to investigate the contribution of the
PCM mats, installed behind the plasterboards, on the energy need for cooling and also thermal comfort
in an air-conditioned office building with a large glass area. The PCM considered in the study was a
fatty acid-based organic material. Three commercially-available variants of the material with the peak
melting temperatures of 23 ◦C, 25 ◦C, and 27 ◦C were considered. The non-isothermal phase change
without hysteresis with the melting range of about 2 ◦C was assumed. The summer climatic conditions
of three cities in Europe (Rome, Vienna, and London) were used in the study. The authors concluded
that the peak values of the operative temperature were reduced by about 0.2 ◦C when the PCM was
used in comparison to a basic scenario without the PCM. The average reduction of the peak cooling
load was around 10%, and the cooling energy need was reduced by 6%–12%.

An inverse method to estimate the average air flow rate through the air-PCM heat exchanger in
free-cooling operation was proposed in [12]. The air-PCM heat exchanger (HEX) consisted of PCM
slabs separated by air gaps. The air flow rate was estimated with the use of experimentally-obtained
temperatures at the exit of the heat exchanger. MATLAB and COMSOL Multiphysics were used in
the simulations. Considering the plane symmetry, only a half of the PCM slab thickness and a half of
the air gap were modeled. Different apparent heat capacity curves were considered in melting and
congealing of the PCM (i.e., phase change hysteresis). The authors reported fairly good agreement
between the measured air flow rates and the air flow rates obtained by the proposed inverse method.
The investigation was the first step in the optimization of the air flow rates with regard to the melting
and congealing processes.

The goal of the present simulation study was to assess the energy saving potential of passive
cooling of buildings, with the use of an air-PCM heat exchanger, when considering a cooling set point
that would allow addressing both the ventilation cooling load and the internal cooling loads. In the
study conducted by Chen et al. [10], the temperature set point for the utilization of stored cold was
26 ◦C as the ventilation cooling load was addressed. Moreover, an isothermal phase change of the
PCM was assumed, which is rather rare in the case of most real-life PCMs. A lower temperature set
point makes it possible to utilize the stored cold for the removal of indoor cooling loads, and it leads to
higher utilization rates of the available cold storage capacity of the air-PCM HEX. In the simulation
study presented by Medved and Arkar [9], no temperature set point was considered for the utilization
of stored cold. Such an approach provides the maximum theoretical utilization rate of cold storage
capacity, but it overestimates the real-life potential of passive cooling (particularly in cold climates).
These issues were the motivation for the present simulation study, and the authors aimed at taking
them into account. The air-PCM HEX considered in the present study was different from the one (a
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packed bed) considered in [9]. The present study revealed significant difference between the “optimal”
ratio between the mass of the PCM and the air flow rate in the case of the air-PCM HEX consisting of
parallel PCM slabs (panels) and the cylindrically-packed bed of spherical containers filled with the
encapsulated PCM [9].

2. Simulated Scenario

The need for space cooling in buildings depends on many factors; most of them building-specific
(thermal resistance of the building envelope, area of glazing, ventilation rates, internal heat gains,
cooling set point, etc.). Certain assumptions about the operation of cold storage had to be made
in order to assess the energy saving potential of passive cooling with an air-PCM heat exchanger
(air-PCM HEX) without considering building-specific parameters. The actual amount of cold that can
be stored in and released from an air-PCM heat exchanger depends on the temperature of air passing
through the air-PCM HEX. In the case of passive cooling, the outdoor air flows through the air-PCM
HEX during both rejection of heat (at night) and utilization of cold (during the day). For that reason,
the outdoor air temperature was the most important factor in the study. The lower the outdoor air
temperature, the larger the amount of cold that can be stored in the air-PCM HEX. On the other hand,
when the outdoor air temperature is below a certain value during the day, the outdoor air does not
need to be cooled down in the air-PCM HEX. For these reasons, it was assumed that the cold stored in
the air-PCM HEX would be utilized only when the outdoor air temperature is above 20 ◦C. Though
the set point of 20 ◦C seems arbitrary, there are justifiable reasons for choosing this value in the case of
passive cooling. Many buildings may need space cooling when the outdoor air temperature is above
20 ◦C because of the internal heat gains, solar heat gains, and other factors. On the other hand, when
the outdoor air temperature is below 20 ◦C, unconditioned outdoor air can be supplied to a building
to provide passive cooling. With the upper limit of a good thermal comfort level at about 26 ◦C, the
supply air temperature below 20 ◦C provides sufficient cooling capacity in many cases. Once again,
cooling loads are very building-specific, and a thorough analysis of a particular case would be needed
before actual application of passive cooling with cold storage.

The energy saving potential of the air-PCM HEX in passive cooling was determined from the mass
flow rate of air and the difference between the outdoor air temperature and the outlet air temperature of
the air-PCM HEX. The investigations were performed for 16 locations in Europe (described in Section 4)
and for the time period from 1 May–30 September. Six nominal phase change temperatures of PCM
were considered (16 ◦C, 18 ◦C, 20 ◦C, 22 ◦C, 24 ◦C, and 26 ◦C). The phase change temperature of the
PCM providing the highest energy saving potential for a particular location could thus be identified.

An air-PCM heat exchanger, described in detail in the next section, was considered in the study.
The simulated scenario was as follows. The rejection (discharge) of heat from the air-PCM HEX took
place at night between midnight and 6:00. The air flow rate through the heat exchanger was 800 m3/h
during the discharge phase. The air passing through the air-PCM HEX during the discharge (rejection)
of heat was assumed to return to the outdoor environment. The cold stored in the air-PCM HEX was
utilized during the day. Several conditions were set for the utilization of the stored cold. The outdoor
air would be supplied to a building through the air-PCM HEX between 8:00 and 20:00, but only if
the outdoor air temperature was above 20 ◦C and the outlet air temperature of the air-PCM HEX was
lower than the outdoor air temperature. When the air was supplied to a building through the air-PCM
HEX, the air flow rate was 400 m3/h (Figure 1). The simulation model of the air-PCM HEX allows
for the calculation of the heat loss/gain to/from the surrounding environment, but the adiabatic
walls of the exchanger were considered in the study. Considering a relatively small temperature
difference between the inside of the air-PCM HEX and the ambient environment in the passive cooling
operation, almost adiabatic walls can be achieved in practice with an appropriate level of (inexpensive)
thermal insulation.
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Figure 1. Operation of cold storage.

3. Model of the Air-PCM Heat Exchanger

The model of the air-PCM HEX, previously developed by the authors [13], was used in the study.
The exchanger (heat storage unit) consisted of aluminum panels filled with a PCM. The unit contained
a total of 100 CSM panels (compact storage modules) in five rows of 20 panels with each CSM panel
containing 0.5 kg of the PCM (the total weight of the PCM was 50 kg). A schematic of the air-PCM heat
exchanger can be seen in Figure 2. The configuration with 100 panels arranged in five rows of twenty
panels was chosen because it was previously investigated both experimentally and numerically [13].

thermal 
insulation 

CSM Panels 

tout tin 

Figure 2. Schematic of the air-PCMheat exchanger. CSM, compact storage module.

The application of such a or similar designs of the latent heat thermal energy storage (LHTES)
unit for cold storage has been investigated by many researchers; see, e.g., [14]. The main advantage of
the design is its flexibility. The overall thermal energy storage capacity of the air-PCM HEX increases
with the number of compact storage modules (panels). The doubling of the number of CSM panels
in the air-PCM HEX theoretically doubles its overall thermal energy storage capacity. However, not
all arrangements of the CSM panels provide the same performance of the air-PCM HEX. The heat
charging and discharging characteristics can be adjusted by the arrangement of the panels in columns
and rows.

A PCM exhibiting non-isothermal phase change, but without a phase change hysteresis was
considered in the study. The thermophysical properties of the PCM are shown in Table 1. Though
no specific PCM was considered in the study, the thermophysical properties were similar to those of
paraffin-based PCMs [15]. The model of the heat storage unit was devised as quasi-two-dimensional.
It consisted of a set of sub-models of the CSM panels, which were coupled with an energy-balance
sub-model for the air flowing between the panels. The sub-model of the CSM panel was devised for
the 1D solution of heat conduction in the CSM panel. The conductive heat transfer in the PCM was
considered only in the direction of the thickness of the CSM panel (perpendicular to the air flow),
while the conductive heat transfer in the other two dimensions was not taken into consideration (as the
dominant temperature gradient was in the direction of the thickness of the CSM panel). The effective
heat capacity method was used for the phase change modeling. The governing heat transfer equation
solved by the sub-model of the CSM panel reads [16]:

�ceff
∂T
∂τ

=
∂

∂x

(
k

∂T
∂x

)
(1)
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where � is the density, ceff is the effective heat capacity, T is the temperature, τ denotes time, k is the
thermal conductivity, and x is the spatial coordinate. The bell-shaped effective heat capacity defined as
a function of the temperature was adopted (e.g., [17]):

ceff(T) = c0 + cm exp

{
− (T − Tmpc)2

σ

}
(2)

where c0 is the heat capacity outside the temperature range of the phase change, cm = 110 kJ/kg is
the increment of the heat capacity corresponding to the latent heat of the phase change, Tmpc is the
mean phase change temperature, and σ = 1.05 (◦C)2 is a parameter characterizing the range of the
phase change. The curve of the effective heat capacity according to Equation (2) for the PCM with
these parameters, with Tmpc = 22 ◦C and other properties shown in Table 1, can be seen in Figure 3.

Table 1. Thermophysical properties of the PCM considered in the CSM panels

Parameter Value

Phase change temperature range 〈Tmpc − 2, Tmpc + 2〉 ◦C
Mean phase change temperature Tmpc { 16, 18, 20, 22, 24, 26 } ◦C
Amount of latent heat 200 kJ/kg
Specific heat 2 kJ/kg ◦C
Thermal conductivity 0.2 W/m ◦C
Density 730 kg/m3
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Figure 3. The curve of the effective heat capacity for the considered PCM.

Equation (2) provides a flexible approximation of the distribution of the effective heat capacity
of PCMs. Even though most PCMs have an asymmetrical distribution of the effective heat capacity
with regard to the mean phase change temperature [18], the approximation by Equation (2) is far
more realistic than the assumption of an isothermal phase change considered in some phase change
models [19].

The 1D sub-models of heat conduction in the CSM panels interact with each other, as well as with
the air flowing in the channel by means of the sub-model of the air flow in the channel. The idea is that
each 1D sub-model of the CSM panel is coupled with one node of the air flow sub-model by means
of the CSM-air boundary condition. The sub-model of the air flow is devised for the solution of the
movement of air in the channel including heat transfer interactions with the sub-models of the CSM
panels. A description of this approach was already published by the authors of the paper, and is not
repeated here. Readers interested in a detailed description are referred to [20].

169



Energies 2019, 12, 1133

4. Considered Locations

The climate in Europe varies significantly, not only with the latitude, but also with other factors
such as altitude or the proximity of the sea or ocean. Considering the assumptions and simplifications
adopted in the simulated passive cooling scenario, the main factor in the study was the ambient
(outdoor) air temperature, which influences the potential of LHTES in passive cooling of buildings.
Since the total energy saving potential increases with the number of buildings adopting a particular
energy saving measure, only the locations of densely-populated areas were considered in the study. To
keep the selection of the locations relatively simple, four cities with their latitude above 55◦ N were
chosen to represent the cold European climate; eight cities with their latitude between 45◦ N and 55◦ N
represented the mild to cool regions, where the majority of the European population lives; and four
cities with their latitude below 45 ◦ N represented warm European climates.

Figure 4 shows the boxplots of outdoor air temperature of four cities located above the 55th
parallel. A box plot is a graphical representation of numerical data by means of their quartiles. The red
horizontal line indicates the median, and the blue box represents values in the second and third quartile
(between the 25th and 75th percentiles). The whiskers reach the most extreme values (maximum and
minimum values), which are not considered outliers, while the outliers are plotted individually as red
plus signs. The outliers had values that were 1.5-times the interquartile range below the 25th percentile
or above 75th percentile.

The locations above the 55th parallel provide very good potential for passive cooling of buildings
by the supply of unconditioned outdoor air into a building. As can be seen, the outdoor temperature
rarely exceeds 20 ◦C. For that reason, the potential for the use of cold storage in passive cooling is
rather limited, as will be further demonstrated by the results of the study.
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C
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(°
C
)

(°
C
)
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C
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Figure 4. Outdoor air temperatures in the cities located above the 55th parallel.

The box plots of outdoor air temperatures for eight cities located between the 45th and 55th
parallels are shown in Figures 5 and 6.

170



Energies 2019, 12, 1133

May June July Aug Sep
0

10

20

30

Hamburg (53.65°N, 10.12°E)

May June July Aug Sep
0

10

20

30

Prague (50.10°N, 14.28°E)

May June July Aug Sep
0

10

20

30

Warsaw (52.27°N, 20.98°E)

May June July Aug Sep
0

10

20

30

London (51.15°N, 0.18°W)

Te
m

pe
ra

tu
re

 (°
C

)

Te
m

pe
ra

tu
re

 (°
C

)

Te
m

pe
ra

tu
re

 (°
C

)

Te
m

pe
ra

tu
re

 (°
C

)

Figure 5. Outdoor air temperatures in the cities located between the 50th and 55th parallels.
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Figure 6. Outdoor air temperatures in the cities located between the 45th and 50th parallels.

The outdoor air temperatures for the four cities located below the 45th parallel are shown in
Figure 7. Unlike in case of the four cities above the 55th parallel, there is a high potential for utilization
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of cold storage in the south of Europe. The problem is the rejection of heat at night as the air
temperatures remain rather high all day long.
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Figure 7. Outdoor air temperatures in the cities located below the 45th parallel.

5. Results and Discussion

The considered air-PCM HEX could store 10,000 kJ (2.78 kWh) of heat or cold in the phase change
temperature range of the PCM (Figure 3). The specific heat of the PCM was 2 kJ/kg ◦C and, thus,
100 kJ/◦C could be stored in the form of sensible heat outside of the phase change temperature range.
Cold storage in the air-PCM HEX worked in daily cycles, and this means that the maximum amount of
cold theoretically available for passive cooling on one day was about 3 kWh. This total heat storage
capacity could not be exploited every day as passive cooling was not needed on some days or the heat
accumulated in the PCM could not be fully rejected at night.

The amount of cold available for passive cooling of a building was evaluated from the mass flow
rate of air ṁair and the temperature difference between the outlet air temperature of the air-PCM HEX
Toutlet and the outdoor air temperature Toutdoor according to:

Q̇ = ṁaircp,air(Toutdoor − Toutlet) (3)

where Q̇ is the time-dependent heat transfer rate in which cold is transferred from the HEX to the
building. The amount of cold (energy saving potential (ESP)) was obtained as:

ESP =
∫

t∈T
Q̇ dt (4)

where T is the set of time instances during the day satisfying the conditions Toutdoor > 20 ◦C and
Toutlet < Toutdoor for the utilization of cold from the air-PCM HEX, as explained in Section 2.
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The utilization rate of the heat of fusion utilization rate of the heat of fusion (URHF) was obtained
as the ratio between the ESP in a 24-h cold storage cycle and the heat of fusion of the PCM in the
air-PCM HEX:

URHF =
ESP24

mPCMHm
(5)

where mPCM is the weight of the PCM in the air-PCM HX and Hm is the enthalpy of fusion of the
PCM. Table 2 shows the results for the cities located above 55◦ N. The largest energy saving potential
was in case of Helsinki (82.4 kWh) for the PCM with the nominal phase change temperature of 18 ◦C.
This phase change temperature provided also the largest energy saving potential at other two locations,
Copenhagen and Stockholm. Despite a lower latitude than Helsinki and Stockholm and a similar
latitude to Copenhagen, the ESP in the case of Glasgow was rather small (proximity of the ocean
influencing summer temperatures, as could be seen in Figure 4).

Table 2. Energy saving potential in kWh (cities above 55◦ N).

Nominal Phase Change Temperature of PCM (◦C)

16 18 20 22 24 26

Glasgow May 2.0 1.3 0.7 0.2 0.1 0.1
June 6.1 5.3 3.0 1.1 0.3 0.2
July 12.0 11.0 7.0 2.3 0.8 0.6
August 15.5 13.4 8.4 3.3 1.2 0.9
September 1.2 0.8 0.4 0.1 0.1 0.1

Total 36.8 31.8 19.4 7.0 2.4 1.9

Copenhagen May 3.3 2.3 1.2 0.4 0.2 0.2
June 13.1 14.5 10.6 4.9 1.5 0.7
July 17.4 24.4 25.2 17.1 7.5 2.9
August 14.8 21.4 20.2 11.5 3.9 1.3
September 4.3 5.4 3.3 1.0 0.3 0.3

Total 52.9 68.0 60.5 35.0 13.5 5.3

Stockholm May 7.1 5.2 3.0 1.2 0.4 0.3
June 13.8 16.8 17.1 10.5 4.7 1.8
July 20.6 28.7 30.7 24.1 14.0 6.6
August 18.9 26.3 25.5 14.1 5.2 1.6
September 4.0 2.7 1.4 0.4 0.2 0.2

Total 64.4 79.7 77.6 50.4 24.5 10.6

Helsinki May 7.0 5.3 3.1 1.3 0.5 0.3
June 14.1 14.2 10.8 5.8 2.8 1.3
July 25.6 33.7 33.5 23.3 11.4 4.3
August 21.4 26.1 19.9 11.1 4.3 1.8
September 4.4 3.0 1.7 0.7 0.3 0.3

Total 72.5 82.4 69.0 42.2 19.3 7.9

The energy saving potentials for the cities between 50◦ N and 55◦ N are shown in Table 3. Warsaw
was the location with the highest energy saving potential of LHTES in passive cooling; 126.5 kWh for
Tmpc = 20 ◦C. The situation for Prague, another city located inland, was rather similar. The energy
saving potential in the case of London and Hamburg was influenced by the proximity of the sea, which
reduced daily temperature swings.

The energy saving potential of LHTES did not improve very much in the case of the cities located
between 45◦ N and 50◦ N as demonstrated in Table 4. All four cities in this latitude range were
located inland. The highest energy saving potential was reached in the case of Milan; 148.5 kWh
for Tmpc = 24 ◦C. The phase change temperature providing the largest energy potential shifted to
higher values.
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Table 3. Energy saving potential in kWh (cities between 50◦ N and 55◦ N).

Nominal Phase Change Temperature of PCM (◦C)

16 18 20 22 24 26

London May 8.7 6.8 3.9 1.5 0.6 0.4
June 21.2 21.3 16.4 8.0 2.6 1.3
July 19.9 22.6 19.6 12.0 6.4 3.2
August 22.9 26.3 19.6 10.4 4.2 1.8
September 8.2 10.5 8.1 4.1 1.6 0.6

Total 80.9 87.5 67.6 36.1 15.4 7.3

Hamburg May 10.0 8.2 4.7 1.7 0.7 0.5
June 15.8 17.1 15.4 10.3 5.2 2.2
July 20.0 25.9 25.8 18.9 11.6 6.3
August 19.9 26.8 26.9 19.0 10.2 4.5
September 8.7 9.2 7.3 3.8 1.7 0.7

Total 74.4 87.1 80.1 53.6 29.3 14.3

Prague May 17.4 18.5 14.3 7.7 3.4 1.6
June 17.8 21.3 21.2 17.1 10.6 5.7
July 23.2 29.2 31.2 24.7 16.3 8.9
August 24.5 32.6 34.1 25.3 14.9 7.3
September 13.0 14.6 12.3 6.5 2.7 1.1

Total 96.0 116.3 113.1 81.4 47.9 24.5

Warsaw May 20.1 20.9 18.1 12.6 7.5 3.9
June 22.9 24.4 22.2 17.3 9.2 4.1
July 23.0 30.1 35.9 33.9 24.6 14.5
August 23.0 32.4 38.3 29.1 14.9 5.5
September 13.3 13.9 12.1 6.5 2.8 1.2

Total 102.3 121.8 126.5 99.4 59.1 29.2

The best energy saving potential among all investigated locations was obtained for Madrid;
188.7 kWh for Tmpc = 24 ◦C (Table 5). Other locations below the 45th parallel did not provide much
better energy saving potential than the studied locations with the latitude between 45◦ N and 55◦ N,
but for different reasons. Rejection of heat accumulated in the PCM was a problem in the case of Nice,
Rome, and Athens, as can be seen from the rather narrow interquartile temperature ranges (Figure 7).

As mentioned earlier, the overall thermal energy storage capacity of the air-PCM HEX in the phase
change temperature range of the PCM was 2.78 kWh. For the time period from 1 May–September 30,
this means the theoretical ESP of about 425 kWh. This potential can only be exploited if the PCM
completely melts and solidifies in every cold storage cycle (this means every single day). This cannot
be achieved in the considered passive cooling operation, where the daily outdoor temperature swings
do not always overlap with the phase change temperature range of the PCM. As a result, the heat of
fusion cannot be fully taken advantage of in each cold storage cycle. The largest amount of stored cold
utilized during the entire investigated time period was 188.7 kWh in the case of Madrid. This means
a utilization rate of the heat of fusion (URHF) of about 44%. This value of URHF is higher than the
URHF reported for different climates in China [10]. However, the authors considered an isothermal
phase change of PCM, which is not an advantage in passive cooling according to [9]. Furthermore, the
authors considered a higher temperature set point for the utilization of stored cold, as they focused on
the reduction of ventilation cooling load.
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Table 4. Energy saving potential in kWh (cities between 45◦ N and 50◦ N).

Nominal Phase Change Temperature of PCM (◦C)

16 18 20 22 24 26

Paris May 11.4 14.5 14.2 8.6 3.5 1.2
June 16.0 21.4 20.8 16.0 10.1 5.5
July 10.1 19.1 25.4 24.7 18.7 11.6
August 11.7 19.2 24.3 21.6 15.1 9.4
September 13.3 12.0 10.4 8.0 3.9 1.7

Total 62.5 86.3 95.1 78.7 51.2 29.4

Milan May 21.8 32.6 35.7 30.7 20.2 10.1
June 7.5 15.3 25.8 34.3 35.8 30.2
July 2.8 5.8 13.1 26.4 37.2 42.1
August 4.2 9.2 17.1 26.7 35.7 37.6
September 14.4 24.1 30.5 25.7 19.6 12.3

Total 50.7 87.0 122.3 143.9 148.5 132.3

Zagreb May 16.3 21.2 23.5 21.5 17.3 11.5
June 9.8 15.0 19.5 22.8 21.4 18.9
July 4.6 9.0 15.8 23.9 30.3 30.3
August 5.3 10.8 16.8 21.7 25.2 26.9
September 12.5 16.3 14.9 12.0 7.8 3.9

Total 48.4 72.2 90.5 102.0 101.9 91.6

Budapest May 24.8 26.7 26.9 23.9 14.6 7.2
June 23.3 31.7 35.7 30.5 23.0 16.4
July 11.8 20.3 29.4 35.7 36.6 30.6
August 11.9 21.3 29.7 34.5 34.0 24.7
September 21.7 21.7 19.0 13.6 6.6 3.1

Total 93.5 121.6 140.7 138.2 114.7 81.9

The largest amount of cold utilized in one cold storage cycle (this means during one day) in all
locations during the entire investigated time period was 2.67 kWh, meaning URHF of about 95% (Milan,
Tmpc = 16 ◦C, 13 May). In the vast majority of the cold storage cycles, only a small fraction of the
available heat storage capacity was utilized. If the considered air-PCM HEX was used for cold storage
in an all-air air-conditioning system, it would be theoretically possible to utilize the entire amount
of heat of fusion in the cold storage cycle. Another interesting result of the study is the relatively
small difference in the energy saving potential between locations at markedly different latitudes:
Helsinki (82.4 kWh) and Athens (107 kWh). Helsinki (latitude 60.32◦ N) was the northernmost location
considered in the study, while Athens (latitude 37.97◦ N) was the southernmost location.

The amount of cold that can be stored in the air-PCM HEX (and later utilized) depends on the mass
flow rate of air. Small mass flow rates of air mean that the available cold storage capacity cannot be fully
utilized. On the other hand, large airflow rates lead to the increases of the necessary fan power and
thus decrease the energy efficiency of cold storage. The fan power was not considered in the study, as
it depends on the actual integration of the air-PCM HEX in the ventilation or air-conditioning systems.
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Table 5. Energy saving potential in kWh (cities below 45◦ N).

Nominal Phase Change Temperature of PCM (◦C)

16 18 20 22 24 26

Madrid May 27.6 31.2 31.7 26.0 17.2 9.1
June 15.9 25.6 34.6 42.3 44.6 38.1
July 5.6 10.4 19.6 33.1 45.8 54.4
August 6.9 13.0 23.0 36.2 48.6 53.7
September 22.8 32.9 41.3 39.4 32.5 22.3

Total 78.9 113.2 150.1 176.9 188.7 177.7

Nice May 12.5 20.0 20.5 12.1 4.4 1.6
June 3.1 10.1 21.2 24.0 16.1 10.1
July 1.4 2.4 7.5 18.7 29.7 23.8
August 1.4 2.0 6.5 17.5 27.2 24.7
September 5.4 13.9 23.8 21.9 12.9 5.3

Total 23.8 48.4 79.4 94.1 90.3 65.4

Rome May 24.2 32.3 33.0 26.2 14.7 6.6
June 7.9 17.1 27.6 33.5 30.4 25.2
July 2.5 6.2 14.4 27.9 40.6 44.3
August 2.8 6.4 13.1 24.8 36.8 41.5
September 12.4 22.3 32.3 30.7 21.3 12.5

Total 49.9 84.2 120.4 143.1 143.9 130.2

Athens May 12.0 22.4 30.1 30.3 22.8 11.3
June 1.9 4.3 10.7 21.8 30.3 29.2
July 1.8 1.8 2.0 3.6 10.3 23.3
August 1.8 1.8 1.9 3.8 10.4 24.6
September 2.2 6.0 15.5 29.1 28.0 18.6

Total 19.7 36.3 60.2 88.5 101.8 107.0

Table 6 shows the ESP and the URHF for Madrid under various air flow rates in the considered
scenario with the temperature set point of 20 ◦C for the utilization of cold. Both the ESP and the URHF
increase with the increasing air flow rates. Table 7 shows the results for the same scenario, but without
the temperature set point. The energy saving potential was obtained from Equation (4), but without the
condition Toutdoor > 20 ◦C. The obtained values of the ESP and URHF were the theoretical maximums
that can be reached under the considered conditions. As can be seen, neither the ESP nor the URHF
increased very much. The main reason is the frequent occurrence of outdoor air temperatures above
20 ◦C during the daytime (8:00–20:00) in the studied time period.

Table 6. Energy saving potential (ESP) in kWh for Madrid at various air flow rates for the temperature
set point Toutdoor > 20 ◦C. The percentage in brackets is the utilization rate of the heat of fusion
(URHF).

Air Flow Rate (m3/h) Nominal Phase Change Temperature of PCM (◦C)

Daytime Night 16 18 20 22 24 26

100 200 71.4 94.7 118.0 133.8 139.2 130.1
(16.8%) (22.3%) (27.7%) (31.5%) (32.7%) (30.6%)

200 400 76.5 106.7 138.3 161.0 170.0 159.9
(18.0%) (25.1%) (32.5%) (37.9%) (40.0%) (37.6%)

400 800 78.9 113.2 150.1 176.9 188.7 177.7
(18.5%) (26.6%) (35.3%) (41.6%) (44.4%) (41.8%)

800 1600 79.8 116.3 155.9 185.2 197.7 186.4
(18.9%) (27.4%) (36.7%) (43.5%) (46.5%) (43.8%)
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Table 7. Energy saving potential (ESP) in kWh for Madrid at various air flow rates without the
temperature set point. The percentage in brackets is URHF.

Air Flow Rate (m3/h) Nominal Phase Change Temperature of PCM (◦C)

Daytime Night 16 18 20 22 24 26

100 200 81.9 105.5 127.1 140.1 142.8 131.8
(19.3%) (24.8%) (29.9%) (32.9%) (33.6%) (31.0%)

200 400 90.4 120.6 150.2 168.7 174.2 161.3
(21.3%) (28.4%) (35.3%) (39.7%) (41.0%) (37.9%)

400 800 94.6 128.7 163.1 185.0 192.9 178.7
22.3%) (30.3%) (38.3%) (43.5%) (45.4%) (42.0%)

800 1600 96.4 132.5 169.1 193.0 201.9 187.1
(22.7%) (31.2%) (39.8%) (45.4%) (47.5%) (44.0%)

Figure 8 shows the comparison of the ESP and the URHF, in the case of Madrid, for the
daytime air from rates from 50 m3/h–1000 m3/h (the air flow rates at night were twice higher, from
1000 m3/h–2000 m3/h) for the scenarios with and without the temperature set point. The results in
Figure 8 are shown for the nominal phase change temperature Tmpc = 24 ◦C. The chart shows a rather
significant influence of the air flow rate below about 400 m3/h (0.125 kg of PCM per 1 m3/h of the air
flow rate). This PCM mass to air flow rate ratio is significantly lower than the 1–1.5 kg

m3/h reported in [9].
However, it needs to be emphasized that a very different type of air-PCM HEX (cylindrical packed bed)
was used in that study. Furthermore, the PCM considered in the study had a smaller melting enthalpy
and a wider temperature phase change range than the PCM considered in the present study. This
only demonstrates the difficulty of providing quantitative recommendations that would be generally
applicable in a latent heat thermal energy storage. Fortunately, with the current state of knowledge
and many available models and simulation tools, it is possible to investigate the performance of a
particular design of LHTES under a given set of operating conditions.
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Figure 8. Energy saving potential (ESP) and the utilization rate of the heat of fusion (URHF) for Madrid
and the nominal phase change temperature Tmpc = 24 ◦C.

The comparison of the URHF for Madrid in the case of the scenarios with and without the
temperature set point, in the form of histograms, is shown in Figure 9. Each bar of the histogram
represents a URHF range of 5%. The histograms are for the daytime air flow rate of 400 m3/h and
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the nominal phase change temperature of the PCM Tmpc = 24 ◦C. As can be seen, the URHF did not
exceed 95% in either of the scenarios, but on about 10 days, the URHF was over 90%. As already
mentioned earlier, the outdoor temperature set point had only a small impact on both the ESP and the
URHF in the case of Madrid.
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Figure 9. Histogram of the utilization rate of the heat of fusion (URHF) for Madrid and the nominal
phase change temperature Tmpc = 24 ◦C; each bar represents a range of 5%.

6. Economic Considerations

Despite many studies demonstrating the energy-saving potential of the PCMs in heat and cold
storage, the real-life application of PCM-based LHTES is still lagging behind its potential. One of
the reasons is the current economic viability of many solutions employing the PCMs. The economic
considerations presented in this section concern only the system investigated in the present paper.
A thorough analysis needs to be carried out in each particular case.

Economically, passive cooling is most cost effective if it makes it possible to avoid installation of a
mechanical cooling system. In such a case, the benefit of both lower capital costs and lower operating
costs can be exploited. If mechanical cooling needs to be installed anyway, the economic benefits of
passive cooling are related to lower operating costs and possibly the downsizing of the mechanical
cooling system, which can save some capital costs. The more complex the passive cooling system is
(e.g., when it includes latent heat thermal energy storage), the less advantage in terms of capital costs
it offers in comparison to relatively inexpensive mass-produced air-conditioners.

In the present study, the energy saving potential of passive cooling of buildings with the use
of an air-PCM HEX (cold storage unit) was investigated. The economic question was whether the
potential energy savings could pay for the cost of the considered air-PCM HEX. The most expensive
part of the heat exchanger are the CSM panels. Considering the cost of 10 Euro per panel the total
cost of the panels in the air-PCM HEX would be 1000 Euro. The shell of the heat exchanger, thermal
insulation, dampers, and other fittings for connecting the heat exchanger to a ventilation system might
cost about 200 Euro. The largest amount of stored cold utilized in the entire investigated time period
was 188.7 kWh. If a vapor compression cooling system with the coefficient of performance of three
(COP = 3) were used for space cooling, the reduction of cooling demand due to LHTES would translate
to a savings of about 63 kWh of electricity. With the average price of electricity in the EU being about
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0.2 Euro/kWh, the simple payback time would be well beyond the expected lifespan of the air-PCM
heat exchanger.

7. Conclusions

As expected, the energy saving potential (ESP) of the air-PCM heat exchanger for cold storage in
passive cooling of buildings depends on the climatic conditions. However, the differences between
some locations were not as significant as could be expected. The energy saving potential in the case of
Athens was only about 30% higher than the ESP in the case of Helsinki. The influence of the air flow
rates on the ESP was rather significant. In the considered configuration of the air-PCM HEX and the
investigated operating conditions, the ESP decreased rather significantly below about 400 m3/h.

The average utilization rate of the heat of fusion (URHF) was lower than 50% in all investigated
cases. The main reason for that was the daily outdoor temperature swing that does not always overlap
(straddle) the phase change temperature range of the PCM. Nonetheless, the URHF exceeded 90% on
some days. In the case of Madrid (the location with the highest average ESP), the outdoor temperature
set point of 20 ◦C for the utilization of cold during daytime had only a small influence on the overall
ESP, which was very close to the theoretical maximum (without considering any set point). The main
reason was the frequent occurrence of outdoor air temperatures above 20 ◦C during the utilization of
cold, which made the set point condition inconsequential most of the time.

From the economic point of view, the considered way of cold storage (an air-PCM heat exchanger)
was not economically viable even in the climates with the most favorable conditions.
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Abstract: Research and development on integrated energy systems such as cogeneration and
trigeneration to improve the efficiency of thermal energy as well as fuel utilisation have been a
key focus of attention by researchers. Total Site Utility Integration is an established methodology
for the synergy and integration of utility recovery among multiple processes. However, Total Site
Cooling, Heating and Power (TSCHP) integration methods involving trigeneration systems for
industrial plants have been much less emphasised. This paper proposes a novel methodology
for developing an insight-based numerical Pinch Analysis technique to simultaneously target the
minimum cooling, heating and power requirements for a total site energy system. It enables the
design of an integrated centralised trigeneration system involving several industrial sites generating
the same utilities. The new method is called the Trigeneration System Cascade Analysis (TriGenSCA).
The procedure for TriGenSCA involves data extraction, constructions of a Problem Table Algorithm
(PTA), Multiple Utility Problem Table Algorithm (MU PTA), Total Site Problem Table Algorithm
(TS PTA) and estimation of energy sources by a trigeneration system followed by construction of
TriGenSCA, Trigeneration Storage Cascade Table (TriGenSCT) and construction of a Total Site Utility
Distribution (TSUD) Table. The TriGenSCA tool is vital for users to determine the optimal size of
utilities for generating power, heating and cooling in a trigeneration power plant. Based on the case
study, the base fuel source for power, heating and cooling is nuclear energy with a demand load of
72 GWh/d supplied by 10.8 t of Uranium-235. Comparison between conventional PWR producing
power, heating and cooling seperately, and trigeneration PWR system with and without integration
have been made. The results prove that PWR as a trigeneration system is the most cost-effective,
enabling 28% and 17% energy savings as compared to conventional PWR producing power, heating
and cooling separately.

Keywords: trigeneration system; process integration; pinch analysis; co-generation; storage system;
trigeneration system cascade analysis; total site heat integration

1. Introduction

Rapid industrialisation and rising global population contribute to the rapid depletion of energy
resources, environmental pollution and climate change. The International Energy Agency [1]
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has predicted increasing CO2 emissions from 0.15 × 1012 MWh in 2008 to 0.23 × 1012 MWh in
2035 as well as a rising crude oil price from 60 USD/barrel in 2011 to 120–140 USD/barrel from
2020 onwards. These challenges have become the key drivers to improve the energy efficiency
of power plants. Zhang et al. [2] summarised strategies to reduce greenhouse gas emissions that
include utilisation of a mixture of energy generation technologies in one location, development of
highly-efficient energy production and re-use methods as well as implementing the use of incentives,
technologies, taxes and quotas. Abdul Manan et al. [3], on the other hand, proposed a methodology
that provides clear visualisation insights for CO2 emission planning as well as good target estimation
for problems involving resource planning and conservation towards achieving cleaner production
goals. Implementation of integrated energy systems such as cogeneration and trigeneration systems as
a centralised power plant can improve its energy efficiency by reuse of waste heat produced for other
applications such as distillation process, district heating and cooling. Cogeneration systems, which are
also known as Combined Heating and Power (CHP) systems is a technology whereby electricity and
heat are produced simultaneously from a single fuel source. Trigeneration systems, on the other hand,
are an advanced cogeneration system technology which produces cooling, heating and electricity at
the same time from a primary source of energy. Production of cooling by using absorption chillers is an
advantage in a trigeneration system. Khamis et al. [4] stated that an improvement in energy efficiency
could translate into lower operating cost, reduced emissions and reduced usage of fossil fuels.

Process Integration (PI) is a process to reduce the consumption of resources as well as
environmental emissions. Pinch Analysis (PA) is one of the PI methodologies which has been widely
applied for designing and obtaining optimal targets for various resource conservation networks.
Recent studies show that various resources proposed for PA such as heat, water, mass, carbon, property
and gas were progressively developed, see Klemeš et al. [5]. The progressive development of PA in
various resource networks proved that the methodology had gained acceptance by the public due to
its simple insightful approaches using graphical or numerical techniques. The latest studies related to
Power Pinch Analysis (PoPA) approaches have been included in this paper. PoPA which is introduced
by Wan Alwi et al. [6] helps designers obtain the amount of excess electricity as well as minimum
targets for outsourced electricity. Mohammad Rozali et al. [7] extended the application of PoPa by
including losses analysis associated with power conversion, transfer and storage. Ho et al. [8] proposed
a new numerical method based on PoPA approaches which were called Electricity System Cascading
Analysis (ESCA). The method is developed for designing and optimising non-intermittent power
generator such as biomass, biogas, natural gas, nuclear and diesel as well as energy storage systems.
Liu et al. [9] combined both methods developed by Mohammad Rozali et al. [7] and Ho et al. [8] to
obtain optimal design and sizing of multiple decentralised energy systems and a centralised energy
system. Jamaluddin et al. [10] then extended the PoPA method from Mohammad Rozali et al. [7] to
determine the minimum targets for outsourced power, heating and cooling, amount of excess power,
heating and cooling during the first day as well as for continuous 24 h operations simultaneously;
and to determine the maximum storage capacity in a trigeneration system. Jamaluddin et al. [11]
then included safety considerations in PoPA for designing safe and resilient hybrid power systems.
Recent studies had been done by Hoang et al. [12] to obtain an optimal hybrid renewable energy
system which can sustainably meet the electricity demand by using the PoPA method.

Initially, Dhole and Linnhoff [13] introduced Total Site Integration of industrial systems. The Total
Site Integration concept developed by Dhole and Linnhoff [13] is based on the ideas of the Site Heat
Source and Site Heat Sink. Total Site Heat Integration (TSHI), developed by Klemeš et al. [14], is a
tool which focuses on integrating heat at multiple sites. TSHI can be very beneficial in terms of cost
effectiveness since the new and existing plant piping systems can be used to indirectly transfer heat
through utility systems. The concept of Total Site was extended by Perry et al. [15] to a broader
spectrum of processes in addition to the industrial process. Integration of renewable energy sources
was included in the analysis to reduce the carbon footprint of a Locally Integrated Energy Sector
(LIES). Heat sources and sinks from small scale industrial plants, offices, residential areas and large
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building complexes such as hotels and hospitals can be analysed by using LIES. Matsuda et al. [16]
applied Total Site Integration in a number of chemical industrial sites and heterogeneous Total Site
involving a brewery and several commercial energy users. Varbanov and Klemeš [17] improved the
concept of Total Site by introducing a set of time slices to meet the variation of energy supply and
demand. Varbanov and Klemeš [18] then extended the Total Site concept by including heat storage,
waste heat minimisation and carbon footprint reduction as well as the Total Site heat cascade. Next,
Liew et al. [19] introduced a new numerical approach to allow designers and engineers to assess
the sensitivity of a whole site with respect to operational changes using a Total Site Sensitivity Table
(TSST) as well as to assess the impact of sensitivity changes on a cogeneration system, determine the
optimum utility generation system size, assess the need for backup piping and estimate the amount
of external utilities needed. Total Site Integration can also be extended to cogeneration targeting.
Shamsi and Omidkhah [20] developed a thermo-economically-based approach for optimisation of
steam levels in steam production as well as reduction of total cost of the utility system in Total Site.
Chew et al. [21] extended TSHI by including pressure drop on utility. Klemeš et al. [22] reviewed
Total Site Integration methodologies on cogeneration. The representation of cogeneration potential
has been firstly documented by Raissi [23]. Site Utility Grand Composite Curve (SUGCC) developed
by Klemeš et al. [14] allows thermodynamic targets for cogeneration with targets for site-scope Heat
Recovery minimising the cost of utilities. Varbanov et al. [24] introduced improvements to the model
of back-pressure steam turbine performance. Boldyrev et al. [25] calculated capital cost assessment for
power cogeneration and evaluated the potential steam turbine placement for various steam pressure
levels. Liew et al. [26] later improved the TSST for planning the TSHI centralised utility system.
Liew et al. [27] further improved the methodology by incorporating absorption and electric chillers.
A new TSHI is proposed by Tarighaleslami et al. [28] to optimise both non-isothermal and isothermal
utilities. Ren et al. [29] then proposed a simulation to target the cogeneration potential of Total Site
utility systems. Recent studies proposed by Pirmohamadi et al. [30] to obtain the optimum design of
cogeneration systems in Total Site by using exergy approach.

A numerical tool based on PA approach called Problem Table Algorithm (PTA) was developed
by Linnhoff and Flower [31] for intra-process heat integration. This tool has the same application as
the Composite Curves and Grand Composite Curve but provides more accurate values for the Pinch
Points. Costa and Queiroz [32] extended the concept of PTA by implementing multiple utility targets.
Unified Targeting Algorithm (UTA) proposed by Shenoy [33] is used as a powerful tool to determine
maximum resource recovery for PI. The methods proposed by Costa and Queiroz [32] and later by
Shenoy [33] had a weakness. The UTA developed by Shenoy [33] cannot be used for TSHI problems
whereas the method developed by Costa and Quiroz [32] involves complex calculations. Liew et al. [19]
developed a new numerical for targeting TSHI which known as the Total Site Problem Table Algorithm
(TS-PTA) to tackle the weaknesses in Costa and Quiroz’s approach [32] and Shenoy’s [33] works.
The methodology has been improved by including time slide due to variation on demands and
sources [26], absorption and electric chillers for production of chilled water [27] and incorporating
long and short terms heat energy supply and demand variation problem [34].

Until now, the published extensions of Pinch Analysis have yet to provide a complete solution
for trigeneration systems. The Total Site Heat Integration should be extended for Cooling, Heating
and Power (TSCHP), and the benefits of power, heating and cooling targeting related to the actual
trigeneration system design need to be emphasised. The objective of this work is to develop an
insight-based numerical Pinch Analysis methodology to minimise the heating, cooling and power
requirements as well as to determine the capacity of energy storage systems of a trigeneration system for
TSCHP. The intermittency from the demands can greatly affect the performance of the system because
the energy should be continuously produced and supplied based on demand needs. The development
of this systematic methodology is very important for users to determine allocation and targets of
power, heating and cooling in a trigeneration system as well as to optimise the trigeneration system.
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2. Methodology and Case Study

Trigeneration System Cascade Analysis (TriGenSCA) is a new numerical method being developed
in this paper to minimise power, heating and cooling targeting as well as to optimise sizing of the
turbine, absorption chiller, cooling tower and steam generator. TSCHP integration method is an
extension of TSHI which focuses on intra-processes of integrating heating, cooling and power for
multiple sites. Summary of the overall methodology of this paper is shown in Figure 1. Based on
the figure shown, the overall methodology can be categorised into eight steps which are data
extraction, Problem Table Algorithm (PTA) [19] for an individual process, Multiple Utility Problem
Table Algorithm (MU-PTA) [19] for an individual process, Total Site Problem Table Algorithm
(TS-PTA) for all processes, estimation of energy source from trigeneration system, Trigeneration
System Cascade Analysis (TriGenSCA), Trigeneration Storage Cascade Table (TriGenSCT) and Total
Site Utility Distribution (TSUD) to obtain optimal size of trigeneration system.

The trigeneration system is implemented as a centralised energy system to supply power, heating and
cooling applications to the demand as shown in Figure 2. Based on the figure shown, Very High-Pressure
Steam (VHPS) is produced from steam generator (acting as the same function as a boiler) and passes
through a double extraction turbine simultaneously producing power and lower pressure steams such as
High-Pressure Steam (HPS) and Low-Pressure Steam (LPS). The HPS which is produced from the double
extraction turbine can be supplied to meet the demands directly or stepped down to LPS using a relief
valve. Excess HPS and LPS can be cooled down by using CW or condensed by using the condensing
turbine to generate more power. Condensing turbines have an advantage whereby they can adjust their
electrical output by altering the proportion of steam passing through the turbine. Hot Water (HW), on the
other hand, is generated by using the condensation system. HW can then be used either directly to the
demand or converted to cooling utilities such as Cooling Water (CW) and Chilled Water (ChW). CW is
produced through the cooling tower and ChW by using an absorption chiller.

The cooling tower is generally used to cool process water via evaporation [35]. Operation of
cooling tower starts with HW is pumped to enter at the top through nozzles. The HW flowing through
the nozzles is dispersed onto a large surface area which is also known as a fill. The fill is used to delay
water from reaching the bottom of the tower and allow more time for the air to interact with the HW.
The water then slowly makes its way through the fill tanks via gravity and a fan forces air across
the water path until it reaches the bottom of the tower. CW is then produced at the bottom of the
tower and supplied to the demands. The absorption chiller, on the other hand, consists of four main
components which are generator, condenser, evaporator and absorber [36]. The process of producing
of ChW by using absorption chiller is summarised below:

1) Generator—the HW produces refrigeration vapour from a strong refrigerate solution by
transferring heat from HW to coll the solution. The refrigeration vapour needs to pass through a
rectifier for dehydration before it enters the condenser.

2) Condenser—dehydrated and high-pressure refrigerant enters the condenser where it is
condensed. The refrigerant goes through an expansion valve after cooling. Expansion valve
reduces the pressure and temperature of the refrigerant. The new values of refrigerant must be
below than in evaporator.

3) Evaporator—the cold refrigerated space is appearing in the evaporator. The cooled refrigerant
enters the evaporator, absorbs heat and then leaves as saturated refrigeration vapour.

4) Absorber—the refrigeration vapour exposed to a spray of the weak refrigerant-absorbent solution.
The weak solution changes to a strong solution. The new solution passes through regenerator
which is also known as a heat exchanger. The solution arrives at the generator has the same
pressure as before. The process is then repeated.

184



Energies 2019, 12, 1030

(a)

Figure 1. Cont.
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(b)

Figure 1. (a,b) Overview of the proposed methodology.
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Figure 2. Schematic of a power, heating and cooling system for a Total Site.

Some simplifying assumptions are listed below:

(i) Energy loss due to transmission has not been considered at this stage.
(ii) Energy loss from storage system is considered where the lead-acid battery is used as a power

storage system with charging and discharging efficiencies of 90% [37]. Thermo-chemical storage,
on the other hand, is used as a heating and cooling thermal storage systems with charging and
discharging efficiencies of 58% [38]. Conversions of power from AC to DC and from DC to AC
are also considered with an inverter efficiency at 90% [37].

(iii) Energy conversion is taken into consideration where the efficiency of double extraction turbine
is assumed to be 25% [39], the efficiency of condensing turbine is 33% [40], the efficiency of the
condensation system is 30% [41], and the efficiency of the cooling tower and absorption chiller
are 30% [42].

(iv) Trigeneration system and industrial plants are in continuous 24 h operations, and fluctuation due
to weather change and demands have not been accounted for.

(v) Energy consumption remains unchanged regardless of changes of the topology in the
industrial plants.

2.1. Step 1: Data Extraction

In the first step, the local energy supply and demand data of the trigeneration system and
industrial plants are needed. The data extraction is separated into two sides which are power and
heating/cooling sides. Figure 3 shows the hourly average electricity demands for four industrial.
Figure 4 summarises the total electricity demands for the four industrial plants.

Meanwhile, heating/cooling data extraction requires a supply temperature, Ts, target temperature,
10 ◦C Tt, the minimum temperature difference between utility and process streams, ΔTmin,up and
minimum flowrate heat capacity, mCP. The difference in enthalpy ΔH is obtained using Equation (1):

ΔH = mCP × (Ts − Tt) (1)

where ΔH = the difference in enthalpy in MW; mCP = Minimum flowrate heat capacity in MW/◦C;
supply temperature in ◦C; Tt = Target temperature in ◦C.

Stream data for four industrial plants are obtained from Perry et al. [15] and has been modified.
The stream data for four industrial plants are shown in Tables 1–4. Calculation of shifted temperatures
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for the process streams in each individual process are necessary where temperatures of cold streams,
Tc, are shifted to perform shifted cold stream temperatures (Tc’) by adding half of the minimum
temperature between processes, ΔTmin,pp, whereas the temperatures of hot streams, Th, are shifted to
perform shifted hot stream temperatures (Th’) by reducing half of the ΔTmin,pp. The value of ΔTmin,pp
for Plants A and C is assumed to be 20 ◦C whereas ΔTmin,pp for Plants B and D are assumed to be
10 ◦C [19]. Multiple utility temperature levels data available at the plants is described in Table 5.

Figure 3. Power variations for Industrial Plants A to D in 24 h operations [8,43].

Figure 4. Total electricity consumption for the four industrial plants.
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Table 1. Stream data for Industrial Plant A with ΔTmin,pp 20 ◦C [19].

Stream Ts (◦C) Tt (◦C) ΔH (MW) mCP (MW/◦C) Ts’ (◦C) Tt’ (◦C)

A1 Hot 170 80 5 0.06 160 70
A2 Hot 150 55 6.48 0.07 140 45
A3 Cold 25 100 15 0.2 35 110
A4 Cold 70 100 1.05 0.04 80 110
A5 Cold 30 65 5.25 0.15 40 75

Table 2. Stream data for Industrial Plant B with ΔTmin,pp 10 ◦C [19].

Stream Ts (◦C) Tt (◦C) ΔH (MW) mCP (MW/◦C) Ts’ (◦C) Tt’ (◦C)

B1 Hot 200 20 0.0005 0.08 195 15
B2 Cold 10 100 4 0.04 15 105
B3 Cold 100 120 10 0.5 105 125
B4 Hot 150 40 8.443 0.08 145 35
B5 Cold 60 110 1 0.02 65 115
B6 Cold 75 150 7 0.09 80 155

Table 3. Stream data for Industrial Plant C with ΔTmin,pp 20 ◦C [19].

Stream Ts (◦C) Tt (◦C) ΔH (MW) mCP (MW/◦C) Ts’ (◦C) Tt’ (◦C)

C1 Hot 85 40 225 5 75 30
C2 Hot 80 40 400 10 70 30
C3 Hot 41 38 105.3 35.1 31 28
C4 Cold 25 65 23.6 0.59 35 75
C5 Cold 55 65 25.8 2.58 65 75
C6 Cold 33 60 6.48 0.24 43 70
C7 Cold 25 60 77 2.2 35 70
C8 Cold 30 240 29.4 0.14 40 250
C9 Cold 25 28 150 50 35 38
C10 Cold 30 100 59.5 0.85 40 110
C11 Cold 18 50 224 7 28 60
C12 Cold 21 200 8.95 0.05 31 210

Table 4. Stream data for Industrial Plant D with ΔTmin,pp 10 ◦C [19].

Stream Ts (◦C) Tt (◦C) ΔH (MW) mCP (MW/◦C) Ts’ (◦C) Tt’ (◦C)

D1 Cold 15 60 149.85 3.33 20 65
D2 Cold 15 80 515 7.92 20 85

Table 5. Stream data for Industrial Plant D with ΔTmin,pp 10 ◦C [19].

Multiple Utilities Temperature (◦C)

HPS 240
LPS 150
HW 50
CW 20

ChW 10

2.2. Step 2: Construct Problem Table Algorithm (PTA) for Each Plant

Heating and cooling streams data need to be further analysed by using PTA. PTA is a numerical
method proposed by Linnhoff and Flower [31] to obtain Temperature Pinch Point, minimum external
heat, QHmin and minimum external cold, QCmin, required. The PTA has similar functions as Composite
Curves (CCs) and Grand Composite Curves (GCCs) in a graphical approach and also provides more
precise values at crucial points. For details on the construction of PTA, readers may refer to Linnhoff
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and Flower [31]. Tables S1–S4 (in Supplementary) Material show completed PTA on Plants A to D.
The construction of PTA is shown below:

1) Column 1 presents shifted temperature in descending order which is obtained from Step 1
whereas Column 2 shows temperature intervals.

2) Column 3 shows minimum heat capacity from Step 1. Downside arrow represents a hot stream which
is a positive value whereas upside arrow represents cold stream which is a negative value. On the
other hand, Column 4 presents the cumulative minimum heat capacity obtained from Column 3.

3) Column 5 shows total enthalpy between temperature interval which shown in Equation (2).
Enthalpy represents energy cumulated in the steam:

ΔH = mCP × ΔT (2)

where ΔH = Total enthalpy between temperature interval; mCP = minimum heat capacity;
ΔT = Temperature intervals.

4) Single utility heat cascade shown in Column 7 follows the same equation as in Equation (3).
The initial value is taken from the highest negative value in initial heat cascade (from Column 6)
but make the value in positive. Values of QHmin and QCmin are obtained from the first and last
row of Column 7.

Hi = Hi−1 + ΔH (3)

where Hi = Current initial heat; Hi–1 = Previous initial heat; ΔH = Total enthalpy on
temperature interval.

5) Single utility heat cascade shown in Column 7 follows the same equation as in Equation (3).
The initial value is taken from the highest negative value in initial heat cascade (from Column 6)
but make the value in positive. Values of QHmin and QCmin are obtained from the first and last
row of Column 7.

PTA results are summarised in Table 6. Based on Table 6, Temperature Pinch Points of all industrial
plants are obtained. The Temperature Pinch Point for Plants A, B, C and D are 35 ◦C, 105 ◦C, 75 ◦C and
20 ◦C. The Temperature Pinch Point will be used in the next step. Meanwhile, the value of QHmin in
Plant A is 9.82 MW and minimum external cold required is unnecessary as the value of QCmin is zero.
Plant B, on the other hand, requires 4.30 MW and 5.74 MW of QHmin and QCmin. Value of QHmin for
Plants C and D are 61 MW and 664.85 MW and value of QCmin for Plant C is 111.42 MW. Minimum
external cooling for Plant D is unnecessary.

Table 6. Summary of PTA for Industrial Plants A to D.

Plant A Plant B Plant C Plant D

QHmin (MW) 9.82 4.30 61 664.85
QCmin (MW) 0 5.74 111.42 0

Temperature Pinch
Point 35 ◦C 105 ◦C 75 ◦C 20 ◦C

2.3. Step 3: Construct the Multiple Utility Problem Table Algorithm (MU PTA) for Each Plant

MU-PTA developed by Liew et al. [19] is an extension of PTA where four columns are added to
target the amounts of various utility levels selected as potential sinks and sources for use in TSCHP.
MU PTA has been used to identify pockets and target the exact amounts of utilities required within a
given utility temperature interval. Multiple utility cascades are performed in two separate regions
which are above and below regions of the Temperature Pinch Point obtained from Step 2 for each
plant. For further details on the construction of MU PTA readers may refer to Liew et al.’s [19] work.
Tables S5–S8 show MU PTA for all industrial plants.
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2.3.1. Multiple Utility Cascades in the Region above the Pinch of Each Plant

At the above region of the Pinch Point, all shifted temperatures (T’) are reduced by ΔTmin,pp/2
for returning the temperature back to normal and ΔTmin,up is added, as shown in Column 2
(in Supplementary Material). The resulting temperature is shown as T”. The temperature for multiple
utility shown in Table 5 is added to Column 2 as well. Implementation of multiple utility temperature
in Column 2 will ease the user to determine the utility distribution at a later stage.

Columns 3 until 6 follow the same method as shown in Step 2. Column 7 shows heat is cascaded
from the highest temperature to the temperature Pinch Point. The cascading is different as compared
with that in Step 2 because the cascading process is done interval-by-interval. The external utility is
immediately added as soon as a negative value is encountered. This cascading process is known as
‘multiple utility heat cascade’. The amount of external utility added is listed in Column 8 where the
amount of external utility is equal to the negative value in Column 7. Once the amount of external
utility is added, heat cascade in Column 7 becomes zero. The procedure is then repeated until reach to
the Pinch Temperature.

The amounts of each type of utility consumed can be obtained once the multiple utility heat
cascades are completed. The heat utility sink or source is shown in Column 9 is obtained by adding
the utility consumed below the utility temperature before the next utility temperature.

2.3.2. Multiple Utility Cascades in the Region below the Pinch of Each Plant

The same methodology is used for multiple utility cascading below the Pinch temperature.
Below the Pinch region, all shifted temperatures (T′) are added ΔTmin,pp/2 and ΔTmin,up subtracted
from them to obtain the temperatures in the utility temperature scale. Multiple utilities are also added
in Column 2. Multiple utilities in Column 7, however, start from the bottom temperature to the Pinch
temperature. Positive heat value must be zeroed out by generating utilities. Negative values are
encountered during multiple utility cascading, as shown in Column 8, and they represent pockets in
the GCC.

The amount of utility can be obtained by addition of the amounts of excess heat from above the
utility temperature to the next utility temperature level. Column 9 presents the amounts of utility
based on different utility temperature.

A summary of MU PTA for all industrial plants is shown in Table 7. Based on Table 7, Plant A
required 5.66 MW of LPS and 4.16 MW of HW as a heat sink to the streams. Plant B required 4.30 MW
of LPS as a heat sink to the streams whereas heat source in the form of HW is generated which has a
value of 3.23 MW. CW and ChW also in a deficit by 2.32 MW and 0.20 MW to cool down the streams.
Plant C required 17 MW of HPS as a heat sink to the streams whereas Plants C and D needed 44 MW
and 327.26 MW of LPS as a heat sink. 100.7 MW of HW in Plant C is in surplus whereas Plant D
required 337.59 MW of HW. CW in Plant C is in deficit by 117 MW.

Table 7. Summary of MU PTA for Industrial Plants A to D.

Utility Plant A Plant B Plant C Plant D

HPS 0 MW 0 MW 17 MW 0 MW
LPS 5.66 MW 4.30 MW 44 MW 327.26 MW
HW 4.16 MW −3.23 MW −100.7 MW 337.59 MW
CW 0 MW −2.32 MW −117 MW 0 MW

ChW 0 MW −0.19 MW 0 MW 0 MW
Temperature Pinch Point 35 ◦C 105 ◦C 75 ◦C 20 ◦C

2.4. Step 4: Construct Total Site Problem Table Algorithm (TS PTA)

Development of TS PTA is an extension of PTA where this step represents the site CC in Total
Site. TS PTA, proposed by Liew et al. [19], is used to determine the amounts of utilities which can
be exchanged among processes. Table 8 shows the completed development of TS PTA in industrial
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plants. The utilities obtained from Step 3 is arranged from highest to lowest temperature as presented
in Column 2. The utilities generated below the Pinch Temperature in Step 2 are added as a net source
as shown in Column 3. Meanwhile, utilities consumed above the Pinch temperature in Step 2 are
determined as a net sink as shown in Column 4. Net heat requirement in Column 5 is the subtraction
of net heat source with the net heat sink. A negative value of the net heat requirement represents a
heat deficit whereas a positive value represents a heat surplus. Column 6 shows cascading of heat
transferred from higher to lower temperatures which follows the Second Law of Thermodynamics.
The heat surplus at a higher temperatures utility can be cascaded to heat deficits at a lower temperature
utility. The initial heat cascade is started from zero, and the net heat requirement is cascaded from top
to bottom. The most negative value in Column 6 is used to investigate the amount of external heat
utility required for the system by making it positive and cascading the net heat requirement again as
shown in Column 7. The Total Site Pinch Point can be obtained where the zero value is the Pinch point
location in this column.

The utilities can be separated into two parts which are regions above and below the Total Site
Pinch Point. The same methods as Step 3 are used and shown in Columns 8 and 9 were at above Total
Site Pinch Point, net heat requirement (in Column 5) is cascaded from the top to the Pinch Point by
assuming no external heat supplied at a temperature above the HPS. The same amount of external
heating utility is added in Column 9 as there is a negative value in the cascade. Below region of Total
Site Pinch Point, net heat requirement of multiple utilities is cascaded from the bottom to the Pinch
Point. Cooling utilities are added as there is a positive value in the cascade until it reaches zero and
represented by negative numbers.

Table 8. TS PTA for all industrial plants.

1 2 3 4 5 6 7 8 9

Utility
Utility

Temperature (◦C)
Net Heat

Source (MW)
Net Heat Sink

(MW)
Net Heat

Requirement (MW)
Initial Heat

Cascade
Final Single

Heat Cascade
Multiple Utility

Heat Cascade

External Utility
Requirement

(MW)

0 636.04 0
HPS 240 0 17 −17 17

−17 619.04 0
LPS 150 0 381.22 −381.22 381.22

-398.22 237.82 0
HW 50 103.93 341.75 −237.82 237.82

−636.04 0 0 Pinch
CW 20 119.32 0 119.32 −119.32

−516.72 119.32 0
ChW 10 0.197 0 0.197 −0.197

−516.52 0.197 0

2.5. Step 5: Estimation of Energy Source from a Trigeneration System

In this step, the energy source from a trigeneration system is preliminarily estimated to show
values of energy required to supply to the demands. Various fuels such as coal, natural gas, diesel and
nuclear as well as renewables can be applied in trigeneration systems. In this work, nuclear energy
is suggested as a trigeneration system fuel since it is zero CO2 emissions. Nuclear energy is a good
supplier of energy for non-electrical applications such as heating and cooling processes for the same
reason as electricity [4]. Figure 5 shows the range of applicability for nuclear reactors. Double extraction
turbine requires the maximum steam temperature of 275.6 ◦C to generate power [39]. A Water Cooled
Reactor (WCR) is thus chosen as the best nuclear reactor because it has the highest temperature of
320 ◦C. Pressurised Water Reactor Nuclear Power Plant (PWR NPP) is one of the types of WCR.
Uranium-235 is used as a fuel to generate nuclear energy for PWR NPP.
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Figure 5. The range of applicability for nuclear reactors [4].

Taking PWR NPP as a trigeneration system, calculation for power rating in the source is shown in
Equation (4). The total daily power consumption is 4068 MWh/day (from Figure 4). The total power
consumption is the cumulative power rating in a day. Generation of power from trigeneration system
is assumed to be 169.5 MW and operate in 24 h since the nuclear power plant is a stable system:

PEg =
∑ PEc

T
(4)

where PEg = Average power generation in MW; ∑ PEc = Total power consumption in MWh; T = total
time in h.

Total thermal energy produced by the trigeneration system then can be estimated based on
power generation, PEg. Equation (5) shows the estimation of total thermal energy produced by the
trigeneration system. Average power generation for the trigeneration system is 169.5 MW and double
extracting turbine efficiency is assumed to be 25% [39]. Based on a calculation by using Equation (5), the
total thermal energy produced by the steam generator is 678 MW. The total thermal energy produced
by the steam generator does not include any additional energy from extra fuel. This means that all
production of Very High-Pressure Steam (VHPS) is used directly to the turbine without undergo relief
valve to the lower temperature of utilities:

∑ TE =
PEg

μt
(5)

where ∑ TE = Total thermal energy produced by trigeneration system in MW; PEg = Average power
generation in MW; μt = Double extracting turbine efficiency.

Remaining waste energy can be determined by using Equation (6) and energy losses are assumed
to be 10% [44]. Based on Equation (6), the remaining waste energy is 440.7 MW:

Ewaste = TE − PEg − (TE × 10%) (6)

where Ewaste = Remaining waste energy in MW; PEg = Average power generation in MW; TE = total
thermal energy produced by the trigeneration system in MW.

The division of remaining waste thermal energy produced by the trigeneration system is based on
the highest temperature of utilities to the lowest temperature of utilities. The remaining waste energy
produced by the trigeneration system starts with HPS and follows with LPS and HW. This means
that 440.7 MW is divided into; (1) 15 MW of HPS, (2) 380 MW of LPS and (3) remaining 45.7 MW of
waste heat which will be converted into HW by using the condensation system. Taking efficiency of
condensation system into consideration, 13.71 MW of HW is produced from 45.7 MW of waste heat.
Out of 13.71 MW, 10.5 MW can be used directly to meet demands whereas the remaining 3.21 MW
of HW can be converted into CW and ChW through the cooling tower and an absorption chiller.
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Production of 0.197 MW of ChW from absorption chiller requires 0.657 MW of HW and the remaining
2.553 MW of HW can produce 0.7659 MW of CW by using the cooling tower by taking the values of
the absorption chiller and cooling tower efficiencies which are 30% into account. Figure 6 shows a
summary of the energy that is formed by the trigeneration system.

Figure 6. Energy balance for a trigeneration system.

2.6. Step 6: Trigeneration System Cascade Analysis (TriGenSCA)

TriGenSCA is introduced in this paper to further target the minimum power, heating and cooling
as well as to optimise the size of utilities in trigeneration system considering storage system is
available to store surplus energy at one time and utilise when there is deficit energy requirement.
The construction of TriGenSCA consists of three major steps which are cascade analysis, calculation
of the new size of the trigeneration system and percentage change between previous and new
trigeneration system size.

2.6.1. Cascade Analysis

Cascade analysis is the first step in developing TriGenSCA. The cascade analysis is used to verify
the estimated size of utilities in trigeneration system. Tables A1–A8 show cascade analysis for the
TSCHP before iteration whereas Tables A9–A16 show cascade analysis for the TSCHP after iteration.
The Table for cascade analysis can be constructed as shown below:

1) Column 1 shows time for 24 h operations with 1 h interval.
2) Column 2 shows power, heating and cooling demands, whereas Column 3 shows power, heating

and cooling generations from the trigeneration system. Power demand data is obtained from
data extraction in Step 1 whereas heating and cooling demands are obtained from TS PTA in
Step 4. For power, heating and cooling generations data are obtained from Step 5.

3) Column 4 presents the net energy requirement where power, heating and cooling generations in
Column 3 is subtracted the power, heating and cooling demands in Column 2. This also indicates
that any available power, heating and cooling source are supplied to the respective power, heating
and cooling demand at the same time interval first and according to the utility types. A positive
value of net energy requirement means that the energy is in surplus whereas a negative value of
net energy requirement means that the energy is in deficit.

4) Column 5 shows the new net energy requirement which presents the transfer of surplus energy
at higher utility temperature to deficit energy at lower utility temperature. The value of surplus
energy at higher utility temperature will not be the same when transferring to deficit energy
at lower utility temperature. This is because the energy is lost due to the efficiency of utility.
HPS and LPS can be condensed by using the condensing turbine to produce power. Energy losses
due to energy conversion are taken into consideration where the efficiency of a condensing
turbine is 33% [40], and absorption chiller and cooling tower are 30% [42]. For example,
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in Tables A11 and A12, the deficit value of 49.79 MW for CW can be reduced by converting
the HW to CW through the cooling tower. Since the efficiency of the cooling tower is 30%, the
energy of 14.94 MW is lost. Positive values in this column show energy in surplus whereas
negative values show energy in deficit.

5) Column 6 shows the analysed system’s energy excesses and deficits through charging and
discharging efficiencies of storage systems by referring to the new net energy requirement.
Excess energy is charged and stored into the storage systems and deficit energy indicates
insufficient energy which requires an additional source of energy from the storage systems
(discharged from storage systems). Charging and discharging efficiencies of power and thermal
storage systems are taken into consideration to indicate energy losses due to charging and
discharging energy using energy storage systems. Inverter efficiency for power is also included to
show the conversion of AC to DC and vice versa. Assumptions have been made where charging
and discharging efficiencies of power by using the lead-acid battery is 90% [37] whereas charging
and discharging efficiencies of heat and cool energy by using thermo-chemical storage system is
58% [38]. Inverter efficiency for power, on the other hand, is 90% [37]. Charging energy for power
in Column 6 (positive value) is obtained by multiplying the positive new net surplus power in
Column 5 by the storage charging and inverter efficiencies. Discharging energy for power, on the
other hand, is obtained by dividing the new deficit power in Column 5 by the storage discharging
and inverter efficiencies. Charging energy for heating is calculated by multiplying the new net
surplus energy by the storage charging efficiency whereas charging cooling energy is obtained by
dividing the new surplus cooling by the charging efficiency. Discharging heat energy is obtained
by dividing the new net deficit heat energy in Column 5 by the discharging efficiency, and for
cooling energy it is obtained by multiplying the new deficit energy by the discharging efficiency.
The calculation of heating and cooling is the contrary due to the opposite storage concept of a
thermal storage system in heating and cooling applications. As stated by [45], excess heat energy
is stored by extraction from the energy producer to the storage whereas cool energy is stored by
extracting heat from the storage to the energy producer.

6) Next, the surplus energy at the time interval can be stored by using power or thermal storage
systems to allow energy to be used in the following time interval. Initial energy for a start-up
is assumed to be zero. Surplus energy is accumulated from highest to lowest time intervals.
Cumulative energy is shown in Column 7 which follows Equation (7). Negative values in
Column 7 represent deficit energy whereas positive values show surplus energy. The cumulative
energy can determine the highest deficits of energy by searching for the highest negative value in
this column:

Ei+1 = Ei + Enr (7)

where Ei+1 = Cumulative energy for the next time interval; Ei = Cumulative energy on time
interval; Enr = New net energy requirement.

7) Column 8 shows new cumulative energy which also follows Equation (6). The initial cumulative
energy in this column is taken from the highest negative value in Column 7 and making the value
positive to represents external energy required in the storage tank to supply the demand. The last
row of this column, on the other hand, shows excess energy available in the storage tank for the
next day.

2.6.2. Calculate the Size of Utility in a Trigeneration System

From the analysis of the data presented in Table A1, it was determined that outsourced energy
required to start-up the system for power, HPS, LPS, HW and CW are 227.5 MWh, 82.76 MWh,
50.43 MWh, 9,407.6 MWh and 1,650.3 MWh. ChW has zero initial energy content which means that no
external energy is required. The outsourced heating and cooling energy needed to start up the system
can be bought from other plants whereas outsourced power can be bought from the grid. Excess energy
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available at t = 24 h can be transferred to the next day to reduce the initial energy required at t = 0 h.
The final energy content at t = 24 h for power is 43.66 MWh. The cascade analysis between trigeneration
system and industrial plants shows imbalance energy between utilities. These energy surpluses can
be reduced if the energy gap between initial energy at t = 0 h and excess energy available at t = 24 h
could be minimised. Two conclusions can be drawn from this analysis. Firstly, the final content of
energy is more than the initial amount of energy shows the capacity of utility in trigeneration system is
oversized. If the final content of energy is less than the initial amount of energy, the capacity of utility
in trigeneration system is undersized.

Equation (8) is derived to calculate the new size of utility (turbine, steam generator, condensation
system, absorption chiller and cooling water) in a trigeneration system:

Seq(new) = Seq −
(Ef inal − Einitial)

T
(8)

where Seq(new) = New estimate size of utility in trigeneration system in MW; Seq = Previous estimate
size of utility in trigeneration system in MW; Efinal = Final energy content in MWh; Einitial = Initial
energy content in MWh; T = total time duration in h.

By using this formula, the new estimated size of utilities is determined. Power, HPS, LPS, HW and
CW generation produced in the trigeneration system has been increased from 169.5 MW to 177.16 MW,
from 15 MW to 18.45 MW, from 380 MW to 382.1 MW, from 10.5 MW to 402.48 MW and from 0.77 MW
to 69.53 MW. The size of the absorption chiller producing ChW remains unchanged.

2.6.3. Percentage Change between the Previous and New Size of a Trigeneration System

The percentage change is derived by using Equation (9) to determine the optimal size of the
trigeneration system which reduces the energy gap between the initial energy required to start up
the system and available excess energy that can be supplied to the next day. An iteration method is
involved in this step. The target of 0.05% is set as a tolerance to make sure the accuracy of the results [8]:

P =

∣∣∣Seq(new) − Seq

∣∣∣
Seq(new)

× 100% (9)

where P = Percentage change between the previous and new size of trigeneration system;
Seq(new) = New estimate size of utility in trigeneration system; Seq = Previous estimate size of utility
in the trigeneration system.

From the calculation, the percentage changes for the first iteration are 4.32% for power, 18.69%
for HPS, 0.55% for LPS, 97.39% for HW and 98.9% for CW. Since the iteration is larger than 0.05%, the
calculation is repeated using the new size of utilities in the trigeneration system. The iteration is stopped
when the percentage change of each utility is less or equal than 0.05%. According to the case study, the
calculation stops at the 12th iteration since all percentage changes of utility are less than 0.05%.

Tables A9–A16 show TriGenSCA after the final iteration. Based on the table data, the outsourced
energy needed for power is 112.68 MWh which means that external power is needed to supply the
demand. The outsourced energy for HPS, LPS, HW, CW and ChW are zero. This means that no external
energy required to supply in the storage tank. On the other hand, final energy content for the power
of 109.75 MWh shows values of available excess energy which can be transferred to the next day
operations. This means that 2.93 MWh of power is in deficit. On the other hand, HPS, LPS and HW are
in deficits of 0.12 MWh, 3.13 MWh and 1.35 MWh. The deficit power can be obtained by converting
the excesses of HPS and LPS through condensing turbines. Excess HW, on the other hand, will be
delivered to the steam generator through a deaerator. Figure 7 shows the TriGenSCA results before
and after iterations in a graphical approach to offer more visualisation insights.

Production of CW and ChW are based on converting HW by using a cooling tower and an
absorption chiller. Equation (10) shows the HW needed to be converted into CW or ChW by using a
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cooling tower and an absorption chiller. The efficiency of the cooling tower and absorption chiller are
assumed to be 30% [42]. Energy production for CW and ChW are 119.32 MW and 0.197 MW. Based on
Equation (10), the energy of HW required for producing CW and ChW are 397.73 MW and 0.657 MW:

EHW(CW/ChW) =
E(CW/ChW)

μCW/ChW
(10)

where EHW(CW/ChW) = Additional HW required to produce CW or ChW in MW; E(CW/ChW) = CW or
ChW energy production in MW; μCW/ChW = Efficiency of absorption chiller or cooling tower.

Total steam energy required to produce HW in the whole system to supply to the demands is
shown in Equation (11). The HW can be directly supplied to the demands or converted into CW and
ChW by using a cooling tower and an absorption chiller. Production of HW is achieved by using
the condensation system, and the efficiency of the condensation system is assumed to be 30% [41].
The energy production for HW application is 302.68MW, whereas HW required to produce CW and
ChW are 397.73 MW and 0.657 MW. The total steam energy required to produce HW is 2,336.89 MW:

EST→HW =
(EHW + EHW(CW/ChW))

μcondenser
(11)

where EST→HW = Total steam energy required to produce HW in MW; EHW = Energy production
of HW in MW; EHW(CW/ChW) = Energy of HW required to converting CW or ChW in MW;
μcondenser = Efficiency of the condensation system.

The power generation after the final iteration is 176.79 MW. Based on Equation (5), the total energy
produced is 707.16 MW. The remaining waste energy is 459.65 MW by using Equation (6). The division
of remaining waste energy is from the highest temperature of utility to the lowest temperature of
the utility. This means that any remaining waste heat energy is divided into: (1) 17.01 MW of HPS,
(2) 381.63 MW of LPS and (3) 61.014 MW of waste heat is converted into HW by using the condensation
system. The production of HW from waste heat is 18.304 MW. Based on Equations (10) and (11), the
total steam required to produce HW for supplying it directly to the demands as well as converting it
to CW and ChW through the cooling tower and absorption chiller is 2,336.89 MW. This means that
excess steam energy of 2,275.88 MW (2,336.89 MW − 61.014 MW = 2,275.88 MW) is required from the
steam generator.

2.7. Step 7: Trigeneration Storage Cascade Table (TriGenSCT)

TriGenSCT is introduced in this step to determine the amount of energy that can be transferred
by the trigeneration system, the amount of energy available for storage and the maximum capacity
of the power and thermal storage systems. The table of TriGenSCT at the final iteration is shown in
Tables A17 and A18 and can be constructed as follows:

1) Columns 1 to 6 follow the same method as cascade analysis in TriGenSCA (as shown in
Tables A9–A16).

2) Column 7 shows the storage capacity of the power and thermal storage systems whereas Column 8
presents the outsourced energy required in the system. The surplus and deficit power and thermal
energy from Column 6 are cascaded cumulatively down the time interval starting at t = 0 h.
The energy is cascading down the time to show the cumulative energy has been stored in the
storage systems. However, when the energy is in deficit, the energy is discharged from storage
systems until no energy is left in the storage systems. The net cascaded energy surpluses are
recorded in the storage capacity in Column 7. Once there is no energy available in the storage
systems, external energy needs to be supplied to meet the energy demands as shown in Column 8
to represent the total amount of external energy supplies needed. The largest cumulative energy
surplus in Column 7 represents the maximum capacity of the power and thermal storage systems.
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Based on Tables A17 and A18, the maximum storage systems for power, HPS, LPS and HW are
180.59 MWh, 0.12 MWh, 3.13 MWh and 1.41 MWh. The values of CW and ChW are zero to show no
storage is needed as all of the CW and ChW energies have been supplied to the demands. The total
amount of external energy supplied needed is obtained from the last row of Column 8. Based on the
case study, only power needs external energy which is 112.7 MWh. The external power can be bought
from the grid.

2.8. Step 8: Total Site Utility Distribution (TSUD)

TSUD was proposed by Liew et al. [19] to visualise the utility flow in the sites. The SCC does not
show the utility distribution when there are several processes involved on the integrated site. Table 9
shows TSUD based on case study performed in this research. Values of energy source and energy
sink of heating and cooling are taken from results obtained in TS PTA (in Step 4). Positive values of
external heat requirement in TS PTA shows the energy sink in Column 4 whereas negative values of
external heat requirement in TS PTA shows the energy source in Column 3. Average power for all
industrial plants, on the other hand, is obtained from Step 1. Power, heating and cooling sources from
trigeneration system are obtained from the final iteration of Step 6. Arrows within the table present
that heat sources can be transferred to heat sinks for the same type of utility. For example, 381.43 MW
of LPS from the trigeneration system is distributed to deficits of energy in all industrial plants. If there
are extra heat sources on higher utility levels, heat can be supplied to the lower utility levels. Heat
energy loss efficiency is taken into consideration in this step where absorption chiller and cooling
tower are assumed to have an efficiency of 30% [42]. Additional energy is transferred to meet demand
load. For example, Plants B and C required a total of 119.32 MW of CW and Plant B needed 0.195 MW
of ChW to cool down the streams. The trigeneration system then needs to supply 397.73 MW of HW
(excess heat supply of 278.41 MW due to energy loss) to Plants B and C in a form of CW through the
cooling tower. On the other hand, 0.66 MW of HW is supplied to Plant B to form ChW through the
absorption chiller (excess of heat supplied of 0.462 MW due to energy loss).

3. Discussion

TriGenSCA is used to determine the minimised power, heating and cooling targets and optimise
the sizing of utilities in the trigeneration system. The final iteration of TriGenSCA shows PWR required
energy of 3,000 MW (72 GWh/d) to overcome a deficit of demand load. The VHPS from the steam
generator needs to be transferred to the lower temperature of utilities. Reference [46] has stated
that 0.45 t of Uranium-235 can create 3,000 MWh/day of thermal energy. This means that PWR as a
trigeneration system with integration requires 10.8 t of Uranium-235 as a fuel. Figures 8–10 show that
the final network of three different systems in the same demand load. Analysis has been made by
comparing between conventional PWR producing power, heating and cooling in a separate system,
PWR as a trigeneration system without integration and PWR as a trigeneration system with integration.

The highest value of the power demand is 245 MW. The power that needs to be generated in a
conventional PWR and PWR as a trigeneration system without integration is the same as the highest
value of the power demand because any HPS and LPS surpluses cannot be cascaded to produce
additional power in a conventional PWR and PWR as a trigeneration system without integration.

As a result, PWR as a trigeneration system without integration and conventional PWR producing
power, heating and cooling in a separate system dump an excess power of 1,656 MWh/day. On the
other hand, PWR as a trigeneration system with integration can only produce excess HPS, LPS and HW
of 0.12 MWh, 3.13 MWh and 1.35 MWh. The power deficit of 1.07 MWh can be obtained by converting
3.13 MWh of HPS and 0.12 MWh of LPS using a condensing turbine with an efficiency of 33% [40].
The remaining power deficit of 1.86 MWh can be bought from the local grid. The excess 1.35 MWh
of HW, on the other hand, is sent back to the steam generator through the deaerator. Production of
power, heating and cooling in a separate PWR system needed more Uranium-235 as a fuel for energy
source as compared with PWR as trigeneration with and without integration.
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The amount of Uranium-235 required as a fuel in the conventional PWR system is 12.9 t whereas
PWR as a trigeneration system without integration requires 10.95 t of Uranium-234 as a fuel. The total
energy required for a conventional PWR system to produce the same energy as the PWR with
trigeneration system is 3,598 MW or 86,352 MWh/day. PWR as a trigeneration system without
integration requires a total energy of 3,040 MW that translates into approximately 73,000 MWh/day.
Energy losses on the whole system are shown in Equation (12). Based on Equation (12), the energy
losses per day for a conventional PWR producing power, heating and cooling is the highest value
which is 64,000 MWh, followed by PWR as a trigeneration system without integration (53,000 MWh)
and PWR as a trigeneration system with integration (50,000 MWh):

Eloss = (TE − Euse f ul)× 24 hours + Eexcess (12)

where Eloss = Energy losses MWh/day; TE = Total energy required in MW; Euseful = Useful energy
produced by trigeneration system in MW; Eexcess = Excess energy MWh/day.

Figure 8. Final network for a conventional PWR that separately produces power, heating and cooling.

Figure 9. Final network for a PWR as a trigeneration system without integration.
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Figure 10. Final network for a PWR as a trigeneration system.

In terms of cost, the equivalent annual cost is calculated as the annual cost of owning, operating
and maintaining an asset over its entire life. The equivalent annual cost can evaluate the cost of each
system as well as optimise the systems for the lowest life-cycle cost. Equation (13) shows the equivalent
annual cost. Operational and maintenance costs for fuel and non-fuel of PWR are 0.49 USD/kWh and
1.37 USD/kWh [47]. The initial investment for PWR is assumed to be 770 USD/kW, and life-cycle
of PWR is 30 y [48]. The rate of return is assumed to be 10%. For PWR as a trigeneration system
with integration, the initial investment for power and HW storages are taken into consideration
where storage for HW is assumed to be 70 USD/kWh by using thermo-chemical storage and power
is assumed to be 100 USD/kWh by using lead-acid battery [49]. Based on Table A18, maximum
storage systems needed for power, HPS, LPS and HW are 180.59 MWh, 0.12 MWh, 3.13 MWh and
1.41 MWh. Cost for buying power from the local grid due to insufficient power in the trigeneration
system with integration is also considered in an operational cost where the price of power is assumed
to be 0.1 USD/kWh [50]. Based on the calculation using Equation (13), conventional PWR has the
highest value of equivalent annual cost which is MUSD 364/year followed by PWR as a trigeneration
system without integration (MUSD 307/year) and PWR as a trigeneration system with integration
(MUSD 262/year):

EAC = ICinitial ×
i(1 + i)n

(1 + i)n−1 + OM × 365 days (13)

where EAC = Equivalent annual cost in USD/year; i = the rate of return; n = life-cycle of PWR in year;
ICinitial = Initial investment cost in USD; OM = Operation and maintenance costs in USD.

Table 10 summarises the three different systems at the same demand load. Based on the table,
PWR as a trigeneration system with integration is the best choice in terms of cost and also energy as
compared with PWR as a trigeneration system without integration and conventional PWR producing
separate power, heating and cooling. PWR as a trigeneration system with integration can create
a savings of 28% for the equivalent annual cost and 17% of energy production as compared with
conventional PWR producing power, heating and cooling. For energy loss, trigeneration PWR with
integration can save up to 22% whereas trigeneration PWR without integration can save up to 17%.
PWR as a trigeneration system without integration can only create a saving of 16% for equivalent
annual cost and 16% for energy production when a comparison is made with a conventional PWR
system. Moreover, trigeneration PWR with integration only required external power of 1.86 MWh
as compared with trigeneration PWR without integration and conventional PWR which produce an
excess power of 1,656 MWh. Excess power in trigeneration PWR without integration and conventional
must be dumped as it cannot be used to serve a load [51]. This will create a waste if the power is in
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excess. As compared with trigeneration PWR with integration, deficit power can be bought from the
power grid. Trigeneration PWR with integration is the best choice in term of cost and energy saving as
compared with trigeneration PWR without integration and conventional PWR.

Table 10. Comparison between conventional PWR, PWR as a trigeneration system with and
without integration.

Trigeneration PWR
without Integration

Trigeneration PWR
with Integration

Conventional PWR

Energy loss (MWh/day) 53,000 50,000 64,000
Energy production (MWh/day) 73,000 72,000 86,352

Amount of Uranium-235 (t) 10.95 10.83 12.9
Power Energy in excess (+)/deficit (−) (MWh) 1,656 −1.86 1,656

Equivalent annual cost (MUSD/year) 307 262 364

4. Conclusions

This paper described a novel insight-based Pinch Analysis numerical technique for targeting
the minimum cooling, heating and power for a centralised trigeneration system integrated with
several industrial sites generating the same utilities. A summary of the contributions of this work is
listed below:

1) A new methodology has been developed to minimise power, heating and cooling targets as
well as to optimise sizing of utilities in trigeneration system which called as Trigeneration
System Cascade Analysis (TriGenSCA). The TriGenSCA is capable of determining the power,
heating and cooling capacity of utilities in a trigeneration system. Moreover, TriGenSCA can also
determine the maximum energy storage systems of power, heating and cooling, simultaneously.
Development of this tool also enables designers to reduce the utility size when it is oversized and
increase the utility size when it is undersized. This gives a benefit on distributing heat sources to
the heat sinks under optimum conditions. With the predicted size of utilities that can be obtained,
the users could perform simple costing on the system in the preliminary design phase.

2) TriGenSCT has been successfully developed to determine the amount of energy that can
be transferred by a trigeneration system, the amount of energy available for storage and
the maximum capacity of storage systems for power and thermal energy can be obtained.
The TriGenSCT provides useful tools for energy managers, electrical and power engineers to
design an optimal trigeneration system.

3) TSUD has been modified by considering power, heating and cooling utilities to visualise the
utility flow in the sites. TSUD shows that higher temperature of utilities can be transferred to
lower the temperature of utilities as well as converting HPS/LPS to power and HW to CW and
ChW. This tool also able to give a visual on the transition of energy from the heat source to the
heat sink.

The current work only considers non-intermittent centralised trigeneration system. It is envisioned
that the TrigenSCA framework can be extended to cater for at least two other vital applications. First,
it can be further developed for designing intermittent systems involving wind and solar energy.
Secondly, it can be extended to consider transmission energy losses in Total Site system to achieve an
actual value of utility in a trigeneration system.

Supplementary Materials: The following are available online at http://www.mdpi.com/1996-1073/12/6/1030/s1,
Table S1: Problem Table Algorithm for Industrial Plant A, Table S2: Problem Table Algorithm for Industrial Plant
B, Table S3: Problem Table Algorithm for Industrial Plant C, Table S4: Problem Table Algorithm for Industrial
Plant D, Table S5: Multiple Utility Problem Table Algorithm for Industrial Plant A, Table S6: Multiple Utility
Problem Table Algorithm for Industrial Plant B, Table S7: Multiple Utility Problem Table Algorithm for Industrial
Plant C, Table S8: Multiple Utility Problem Table Algorithm for Industrial Plant D.
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Appendix A

Table A1. TriGenSCA before iteration from time 1 to 12 h.

1 2 3

Time (h)

Demand (MW) Generation (MW)

Power
Heating Cooling

Power
Heating Cooling

HPS LPS HW CW ChW HPS LPS HW CW ChW

1 120 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
2 123 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
3 180 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
4 230 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
5 125 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
6 95 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
7 145 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
8 169 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
9 202 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
10 205 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
11 245 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
12 205 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197

Table A2. TriGenSCA before iteration from time 13 to 24 h.

1 2 3

Time (h)

Demand (MW) Generation (MW)

Power
Heating Cooling

Power
Heating Cooling

HPS LPS HW CW ChW HPS LPS HW CW ChW

13 225 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
14 163 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
15 210 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
16 165 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
17 118 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
18 113 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
19 123 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
20 142 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
21 200 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
22 205 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
23 170 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
24 190 17 381.22 237.82 119.32 0.197 169.5 15 380 10.5 0.76 0.197
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Table A3. TriGenSCA before iteration from time 1 to 12 h.

1 4 5

Time (h)

Net Energy Requirement (MWh) New Net Energy Requirement (MWh)

Power
Heating Cooling

Power
Heating Cooling

HPS LPS HW CW ChW HPS LPS HW CW ChW

1 49.5 −2 −1.22 −227.35 −118.55 0 49.5 −2 −1.22 −227.35 −118.55 0
2 46.5 −2 −1.22 −227.35 −118.55 0 46.5 −2 −1.22 −227.35 −118.55 0
3 −10.5 −2 −1.22 −227.35 −118.55 0 −10.5 −2 −1.22 −227.35 −118.55 0
4 −60.5 −2 −1.22 −227.35 −118.55 0 −60.5 −2 −1.22 −227.35 −118.55 0
5 44.5 −2 −1.22 −227.35 −118.55 0 44.5 −2 −1.22 −227.35 −118.55 0
6 74.5 −2 −1.22 −227.35 −118.55 0 74.5 −2 −1.22 −227.35 −118.55 0
7 24.5 −2 −1.22 −227.35 −118.55 0 24.5 −2 −1.22 −227.35 −118.55 0
8 0.5 −2 −1.22 −227.35 −118.55 0 0.5 −2 −1.22 −227.35 −118.55 0
9 −32.5 −2 −1.22 −227.35 −118.55 0 −32.5 −2 −1.22 −227.35 −118.55 0
10 −35.5 −2 −1.22 −227.35 −118.55 0 −35.5 −2 −1.22 −227.35 −118.55 0
11 −75.5 −2 −1.22 −227.35 −118.55 0 −75.5 −2 −1.22 −227.35 −118.55 0
12 −35.5 −2 −1.22 −227.35 −118.55 0 −35.5 −2 −1.22 −227.35 −118.55 0

Table A4. TriGenSCA before iteration from time 13 to 24 h.

1 4 5

Time (h)

Net Energy Requirement (MWh) New Net Energy Requirement (MWh)

Power
Heating Cooling

Power
Heating Cooling

HPS LPS HW CW ChW HPS LPS HW CW ChW

13 −55.5 −2 −1.22 −227.35 −118.55 0 −55.5 −2 −1.22 −227.35 −118.55 0
14 6.5 −2 −1.22 −227.35 −118.55 0 6.5 −2 −1.22 −227.35 −118.55 0
15 −40.5 −2 −1.22 −227.35 −118.55 0 −40.5 −2 −1.22 −227.35 −118.55 0
16 4.5 −2 −1.22 −227.35 −118.55 0 4.5 −2 −1.22 −227.35 −118.55 0
17 51.5 −2 −1.22 −227.35 −118.55 0 51.5 −2 −1.22 −227.35 −118.55 0
18 56.5 −2 −1.22 −227.35 −118.55 0 56.5 −2 −1.22 −227.35 −118.55 0
19 46.5 −2 −1.22 −227.35 −118.55 0 46.5 −2 −1.22 −227.35 −118.55 0
20 27.5 −2 −1.22 −227.35 −118.55 0 27.5 −2 −1.22 −227.35 −118.55 0
21 −30.5 −2 −1.22 −227.35 −118.55 0 −30.5 −2 −1.22 −227.35 −118.55 0
22 −35.5 −2 −1.22 −227.35 −118.55 0 −35.5 −2 −1.22 −227.35 −118.55 0
23 −0.5 −2 −1.22 −227.35 −118.55 0 −0.5 −2 −1.22 −227.35 −118.55 0
24 −20.5 −2 −1.22 −227.35 −118.55 0 −20.5 −2 −1.22 −227.35 −118.55 0

Table A5. TriGenSCA before iteration from time 1 to 12 h.

1 6 7

Time (h)

Charging (+) and Discharging (−) Energies (MWh) Cumulative Energy (MWh)

Power
Heating Cooling

Power
Heating Cooling

HPS LPS HW CW ChW HPS LPS HW CW ChW

0 0 0 0 0 0
1 40.10 −3.45 −2.10 −391.98 −68.76 0

40.10 −3.45 −2.10 −391.98 −68.76 0
2 37.67 −3.45 −2.10 −391.98 −68.76 0

77.76 −6.89 −4.20 −783.96 −137.52 0
3 −12.96 −3.45 −2.10 −391.98 −68.76 0

64.79 −10.35 −6.30 −1175.94 −206.28 0
4 −74.69 −3.45 −2.10 −391.98 −68.76 0

−9.89 −13.79 −8.41 −1567.93 −275.04 0
5 36.05 −3.45 −2.10 −391.98 −68.76 0

26.15 −17.24 −10.51 −1959.91 −343.81 0
6 60.35 −3.45 −2.10 −391.98 −68.76 0

86.50 −20.69 −12.61 −2351.89 −412.57 0
7 19.85 −3.45 −2.10 −391.98 −68.76 0

106.34 −24.14 −14.71 −2743.87 −481.33 0
8 0.41 −3.45 −2.10 −391.98 −68.76 0

106.75 −27.59 −16.81 −3135.85 −550.09 0

205



Energies 2019, 12, 1030

Table A5. Cont.

1 6 7

Time (h)

Charging (+) and Discharging (−) Energies (MWh) Cumulative Energy (MWh)

Power
Heating Cooling

Power
Heating Cooling

HPS LPS HW CW ChW HPS LPS HW CW ChW

9 −40.12 −3.45 −2.10 −391.98 −68.76 0
66.62 −31.04 −18.91 −3527.83 −618.85 0

10 −43.83 −3.45 −2.10 −391.98 −68.76 0
22.79 −34.48 −21.01 −3919.81 −687.61 0

11 −93.21 −3.45 −2.10 −391.98 −68.76 0
−70.42 −37.93 −23.11 −4311.8 −756.37 0

12 −43.83 −3.45 −2.10 −391.98 −68.76 0

Table A6. TriGenSCA before iteration from time 13 to 24 h.

1 6 7

Time (h)

Charging (+) and Discharging (−) Energies (MWh) Cumulative Energy (MWh)

Power
Heating Cooling

Power
Heating Cooling

HPS LPS HW CW ChW HPS LPS HW CW ChW

−114.24 −41.38 −25.22 −4,703.78 −825.13 0
13 −68.52 −3.45 −2.10 −391.98 −68.76 0

−182.76 −44.83 −27.32 −5,095.76 −893.89 0
14 5.27 −3.45 −2.10 −391.98 −68.76 0

−177.50 −48.28 −29.42 −5,487.74 −962.65 0
15 −50 −3.45 −2.10 −391.98 −68.76 0

−227.50 −51.72 −31.52 −5,879.72 −1031.41 0
16 3.65 −3.45 −2.10 −391.98 −68.76 0

−223.85 −55.17 −33.62 −6,271.7 −1,100.17 0
17 41.72 −3.45 −2.10 −391.98 −68.76 0

−182.14 −58.62 −35.72 −6,663.68 −1,168.94 0
18 45.77 −3.45 −2.10 −391.98 −68.76 0

−136.37 −62.07 −37.82 −7,055.66 −1,237.7 0
19 37.66 −3.45 −2.10 −391.98 −68.76 0

−98.71 −65.52 −39.92 −7,447.65 −1,306.46 0
20 22.28 −3.45 −2.10 −391.98 −68.76 0

−76.43 −68.97 −42.02 −7,839.63 −1,375.22 0
21 −37.65 −3.45 −2.10 −391.98 −68.76 0

−114.09 −72.41 −44.13 −8,231.61 −1,443.98 0
22 −43.83 −3.45 −2.10 −391.98 −68.76 0

−157.91 −75.86 −46.23 −8,623.59 −1,512.74 0
23 −0.62 −3.45 −2.10 −391.98 −68.76 0

−158.53 −79.31 −48.33 −9,015.57 −1,581.5 0
24 −25.31 −3.45 −2.10 −391.98 −68.76 0

−183.84 −82.76 −50.43 −9,407.55 −1,650.26 0

Table A7. TriGenSCA before iteration from 1 to 12 h.

1 8

Time (h)

New Cumulative Energy (MWh)

Power
Heating Cooling

HPS LPS HW CW ChW

227.49 82.76 50.43 9,407.55 1,650.26 0
1

267.59 79.31 48.33 9,015.57 1,581.50 0
2

305.26 75.86 46.23 8,623.59 1,512.74 0
3

292.29 72.41 44.13 8,231.61 1,443.98 0
4

217.60 68.97 42.02 7,839.63 1,375.22 0
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Table A7. Cont.

1 8

Time (h)

New Cumulative Energy (MWh)

Power
Heating Cooling

HPS LPS HW CW ChW

5
253.65 65.52 39.92 7,447.65 1,306.46 0

6
313.99 62.07 37.82 7,055.67 1,237.69 0

7
333.84 58.62 35.72 6,663.68 1,168.94 0

8
334.24 55.17 33.62 6,271.70 1,100.18 0

9
294.19 51.72 31.52 5,879.72 1,031.41 0

10
250.29 48.28 29.42 5,487.74 962.65 0

11
157.08 44.83 27.32 5,095.76 893.89 0

12

Table A8. TriGenSCA before iteration from 13 to 24 h.

1 8

Time (h)

New Cumulative Energy (MWh)

Power
Heating Cooling

HPS LPS HW CW ChW

113.25 41.38 25.21 4703.78 825.13 0
13

44.74 37.93 23.11 4,311.79 756.37 0
14

50 34.48 21.01 3,919.81 687.61 0
15

0 31.03 18.91 3,527.83 618.85 0
16

3.645 27.59 16.81 3,135.85 550.09 0
17

45.36 24.14 14.71 2,743.87 481.33 0
18

91.13 20.69 12.61 2,351.89 412.57 0
19

128.79 17.24 10.51 1,959.91 343.81 0
20

151.07 13.79 8.41 1,567.93 275.04 0
21

113.41 10.35 6.30 1,175.94 206.28 0
22

69.58 6.89 4.20 783.96 137.52 0
23

68.97 3.45 2.10 391.98 68.76 0
24

43.66 0 0 0 0 0
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Appendix B

Table A9. TriGenSCA after iteration from 1 to 12 h.

1 2 3

Time (h)

Demand (MW) Generation (MW)

Power
Heating Cooling

Power
Heating Cooling

HPS LPS HW CW ChW HPS LPS HW CW ChW

1 120 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197
2 123 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197
3 180 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197
4 230 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197
5 125 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197
6 95 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197
7 145 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197
8 169 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197
9 202 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197
10 205 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197
11 245 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197
12 205 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197

Table A10. TriGenSCA after iteration from 13 to 24 h.

1 2 3

Time (h)

Demand (MW) Generation (MW)

Power
Heating Cooling

Power
Heating Cooling

HPS LPS HW CW ChW HPS LPS HW CW ChW

13 225 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197
14 163 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197
15 210 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197
16 165 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197
17 118 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197
18 113 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197
19 123 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197
20 142 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197
21 200 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197
22 205 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197
23 170 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197
24 190 17 381.22 237.82 119.32 0.197 176.79 17.02 381.63 302.68 69.53 0.197

Table A11. TriGenSCA after iteration from 1 to 12 h.

1 4 5

Time (h)

Net Energy Requirement (MWh) New Net Energy Requirement (MWh)

Power
Heating Cooling

Power
Heating Cooling

HPS LPS HW CW ChW HPS LPS HW CW ChW

1 56.79 0.02 0.42 64.83 −49.79 0 56.79 0.02 0.42 0.10 0 0
2 53.79 0.02 0.42 64.83 −49.79 0 53.79 0.02 0.42 0.10 0 0
3 −3.21 0.02 0.42 64.83 −49.79 0 −3.06 0 0 0.10 0 0
4 −53.21 0.02 0.42 64.83 −49.79 0 −53.06 0 0 0.10 0 0
5 51.79 0.02 0.42 64.83 −49.79 0 51.79 0.02 0.42 0.10 0 0
6 81.79 0.02 0.42 64.83 −49.79 0 81.79 0.02 0.42 0.10 0 0
7 31.79 0.02 0.42 64.83 −49.79 0 31.79 0.02 0.42 0.10 0 0
8 7.79 0.02 0.42 64.83 −49.79 0 7.79 0.02 0.42 0.10 0 0
9 −25.21 0.02 0.42 64.83 −49.79 0 −25.06 0 0 0.10 0 0
10 −28.21 0.02 0.42 64.83 −49.79 0 −28.06 0 0 0.10 0 0
11 −68.21 0.02 0.42 64.83 −49.79 0 −68.06 0 0 0.10 0 0
12 −28.21 0.02 0.42 64.83 −49.79 0 −28.06 0 0 0.10 0 0
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Table A12. TriGenSCA after iteration from 13 to 24 h.

1 4 5

Time (h)

Net Energy Requirement (MWh) New Net Energy Requirement (MWh)

Power
Heating Cooling

Power
Heating Cooling

HPS LPS HW CW ChW HPS LPS HW CW ChW

13 −48.21 0.02 0.42 64.83 −49.79 0 −48.06 0 0 0.10 0 0
14 13.79 0.02 0.42 64.83 −49.79 0 13.79 0.02 0.42 0.10 0 0
15 −33.21 0.02 0.42 64.83 −49.79 0 −33.06 0 0 0.10 0 0
16 11.79 0.02 0.42 64.83 −49.79 0 11.79 0.02 0.42 0.10 0 0
17 58.79 0.02 0.42 64.83 −49.79 0 58.79 0.02 0.42 0.10 0 0
18 63.79 0.02 0.42 64.83 −49.79 0 63.79 0.02 0.42 0.10 0 0
19 53.79 0.02 0.42 64.83 −49.79 0 53.79 0.02 0.42 0.10 0 0
20 34.79 0.02 0.42 64.83 −49.79 0 34.79 0.02 0.42 0.10 0 0
21 −23.21 0.02 0.42 64.83 −49.79 0 −23.06 0 0 0.10 0 0
22 −28.21 0.02 0.42 64.83 −49.79 0 −28.06 0 0 0.10 0 0
23 6.79 0.02 0.42 64.83 −49.79 0 6.79 0.02 0.42 0.10 0 0
24 −13.21 0.02 0.42 64.83 −49.79 0 −13.06 0 0 0.10 0 0

Table A13. TriGenSCA after iteration from 1 to 12 h.

1 6 7

Time (h)

Charging (+) and Discharging (−) Energy (MWh) Cumulative Energy (MWh)

Power
Heating Cooling

Power
Heating Cooling

HPS LPS HW CW ChW HPS LPS HW CW ChW

0 0 0 0 0 0
1 46 0.01 0.24 0.06 0 0

46 0.01 0.24 0.06 0 0
2 43.57 0.01 0.24 0.06 0 0

89.58 0.02 0.48 0.11 0 0
3 −3.78 0 0 0.06 0 0

85.79 0.02 0.48 0.17 0 0
4 −65.51 0 0 0.06 0 0

20.29 0.02 0.48 0.22 0 0
5 41.95 0.01 0.24 0.06 0 0

62.24 0.03 0.72 0.28 0 0
6 66.25 0.01 0.24 0.06 0 0

128.49 0.04 0.96 0.34 0 0
7 25.75 0.01 0.24 0.06 0 0

154.25 0.05 1.20 0.39 0 0
8 6.31 0.01 0.24 0.06 0 0

160.56 0.06 1.45 0.45 0 0
9 −30.94 0 0 0.06 0 0

129.62 0.06 1.45 0.51 0 0
10 −34.65 0 0 0.06 0 0

94.97 0.06 1.45 0.56 0 0
11 −84.03 0 0 0.06 0 0

10.94 0.06 1.45 0.62 0 0
12 −34.65 0 0 0.06 0 0

Table A14. TriGenSCA after iteration from 13 to 24 h.

1 6 7

Time (h)

Charging (+) and Discharging (−) Energy (MWh) Cumulative Energy (MWh)

Power
Heating Cooling

Power
Heating Cooling

HPS LPS HW CW ChW HPS LPS HW CW ChW

−23.7 0.06 1.45 0.67 0 0
13 −59.34 0 0 0.06 0 0

−83.04 0.06 1.45 0.73 0 0
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Table A14. Cont.

1 6 7

Time (h)

Charging (+) and Discharging (−) Energy (MWh) Cumulative Energy (MWh)

Power
Heating Cooling

Power
Heating Cooling

HPS LPS HW CW ChW HPS LPS HW CW ChW

14 11.17 0.01 0.24 0.06 0 0
−71.87 0.07 1.69 0.79 0 0

15 −40.82 0 0 0.06 0 0
−112.68 0.07 1.69 0.84 0 0

16 9.55 0.01 0.24 0.06 0 0
−103.13 0.08 1.93 0.9 0 0

17 47.62 0.01 0.24 0.06 0 0
−55.51 0.08 2.17 0.95 0 0

18 51.67 0.01 0.24 0.06 0 0
−3.83 0.09 2.41 1.01 0 0

19 43.57 0.01 0.24 0.06 0 0
39.74 0.1 2.65 1.07 0 0

20 28.18 0.01 0.24 0.06 0 0
67.93 0.11 2.89 1.12 0 0

21 −28.47 0 0 0.06 0 0
39.45 0.11 2.89 1.18 0 0

22 −34.65 0 0 0.06 0 0
4.81 0.11 2.89 1.23 0 0

23 8.39 0.01 0.24 0.06 0 0
13.19 0.12 3.13 1.29 0 0

24 −16.13 0 0 0.06 0 0
−2.93 0.12 3.13 1.35 0 0

Table A15. TriGenSCA after iteration from 1 to 12 h.

1 8

Time (h)

New Cumulative Energy (MWh)

Power
Heating Cooling

HPS LPS HW CW ChW

112.68 0 0 0 0 0
1

158.69 0.01 0.24 0.06 0 0
2

202.26 0.02 0.48 0.11 0 0
3

198.48 0.02 0.48 0.17 0 0
4

132.97 0.02 0.48 0.22 0 0
5

174.92 0.03 0.72 0.28 0 0
6

241.18 0.04 0.96 0.34 0 0
7

266.93 0.05 1.2 0.39 0 0
8

273.24 0.06 1.45 0.45 0 0
9

242.3 0.06 1.45 0.51 0 0
10

207.66 0.06 1.45 0.56 0 0
11

123.63 0.06 1.45 0.62 0 0
12
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Table A16. TriGenSCA after iteration from 13 to 24 h.

1 8

Time (h)

New Cumulative Energy (MWh)

Power
Heating Cooling

HPS LPS HW CW ChW

88.98 0.06 1.45 0.67 0 0
13

29.65 0.06 1.45 0.73 0 0
14

40.82 0.07 1.69 0.79 0 0
15

0 0.07 1.69 0.84 0 0
16

9.55 0.08 1.93 0.9 0 0
17

57.18 0.08 2.17 0.95 0 0
18

108.85 0.09 2.41 1.01 0 0
19

152.43 0.1 2.65 1.07 0 0
20

180.61 0.11 2.89 1.12 0 0
21

152.14 0.11 2.89 1.18 0 0
22

117.49 0.11 2.89 1.23 0 0
23

125.88 0.12 3.13 1.29 0 0
24

109.75 0.12 3.13 1.35 0 0

Table A17. TriGenSCT after iteration from 1 to 12 h.

1 7 8

Time (h)

Storage Capacity (MWh) Outsourced Energy Needed (MWh)

Power
Heating Cooling

Power
Heating Cooling

HPS LPS HW CW ChW HPS LPS HW CW ChW

1 46 0.01 0.24 0.06
2 89.57 0.02 0.48 0.12
3 85.78 0.02 0.48 0.18
4 20.26 0.02 0.48 0.23
5 62.21 0.03 0.72 0.29
6 128.46 0.04 0.95 0.35
7 154.21 0.05 1.19 0.41
8 160.52 0.06 1.43 0.47
9 129.57 0.06 1.43 0.53
10 94.92 0.06 1.43 0.59
11 10.89 0.06 1.43 0.64
12 0.06 1.43 0.7 −23.77
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Table A18. TriGenSCT after iteration from time 13 to 24 h.

1 7 8

Time (h)

Storage Capacity (MWh) Outsourced Energy Needed (MWh)

Power
Heating Cooling

Power
Heating Cooling

HPS LPS HW CW ChW HPS LPS HW CW ChW

13 0.06 1.43 0.76 −59.34
14 11.17 0.07 1.67 0.82
15 0.07 1.67 0.88 −29.66
16 9.55 0.07 1.91 0.94
17 57.17 0.08 2.15 0.1
18 108.84 0.09 2.39 1.05
19 152.41 0.1 2.62 1.11
20 180.59a 0.11 2.86 1.17
21 152.11 0.11 2.86 1.23
22 117.46 0.11 2.86 1.29
23 125.84 0.12 3.1 1.35

24 109.7
b

0.12
c,d

3.1
c,d

1.41
c,e

Total external energy needed −112.7
a maximum power energy storage; b power supply to the next day operation; c maximum thermal energy storage; d

convert to power; e to steam generator.
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Abstract: Nowadays, thermochemical biomass conversion appears to be a very promising way to
process heat and steam generation, for use in a cogeneration unit engine, or for example in gas
turbines producing electrical energy. The biggest problem regarding using the syngas in internal
combustion engines, are pollutants, which have quite an inauspicious influence on their proper
working. This article deals with the establishment of the distribution size of solid particles captured
by the fiber filters in the syngas with a suitable cleaning design. Gas was produced in the fixed-bed
“Imbert” type generator. Filter cake, which contained pollutants, was captured on a filter and then
analyzed. Based on single total solid particles (TSP) components, we conclude that this includes its
partial elimination.

Keywords: gasification; biomass; total solid particle

1. Gasification of Biomass

In recent years, biomass, as a renewable source of energy, has attracted rising attention around
the world [1].

The thermochemical transformation of biomass (pyrolysis, gasification) seems to be one of
the most promising routes towards the utilization of renewable sources of energy to obtain energy.
These renewable forms of energy present many ecological benefits. With respect to thermochemical
conversion technologies, fixed-bed [2] or fluidised bed [3] gasification attracts the greatest attention
because it offers higher process efficiency than combustion and pyrolysis.

The process of conversion of solid carbonaceous fuel to flammable gas by partial oxidation is
known as gasification. The resultant gas, which is sometimes called process gas, is much more versatile
in its use than the original solid biomass [4]. The great advantages are that the synthesis gas can be
stored and transported, and its final use can be independent of the production process [5]. During final
processing the synthesis gas can be combusted to produce process heat and steam or used in gas
turbines for the production of electricity.

In terms of a gasification medium, the technology can be divided into gasification by air, oxygen,
water vapors, CO2, or other various combinations [6].

2. Problems of Gasification Technologies and Their Solutions

Currently, during the development of new technologies for transforming the energy content
of biomass as a renewable energy source to its more sophisticated form, attention is focused on
the development of new technological equipment for more efficient gasification, or thermochemical
conversion. In this technological segment, the majority of research work is aimed at the cleaning of raw
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generator gas, because tar and solid pollutants (SP) present in the raw gas are the main undesirable
components in the gas, limiting its use in combustion motors or cogeneration unit turbines [7].

The increase in production efficiency sets ever growing demands for gas cleaning [8]. The benefits
of gasification also include the possible reduction of emissions, emissions of compounds of Sulphur,
chlorine, and nitrogen, but also persistent organic pollutants (POP), e.g., polychlorinated benzodioxines
and benzodifuranes (PCDD, PCDF). Reduction of emissions is achieved by removing these compounds
and their precursors directly from the produced gas prior to combustion. The volume of gas is smaller
compared to the volume of produced flue gases; the concentration of pollutants is higher, and more
efficient removal in smaller technological equipment is possible. Pollutants are present in a reduced
form; their aggressiveness towards equipment is significantly lower.

2.1. Undesirable Substances

The choice of a suitable procedure for cleaning depends on the technology selected for its
properties and content of undesirable components [9]. Undesirable components are formed from
inorganic components of fuel or incomplete conversion of material. They cause abrasion, corrosion,
formation of sediments, and degradation reactions, e.g., in catalyzers, or they represent ecological
loads [8].

The volume of contaminating substances in the gas generated during gasification is directly
dependent on the contamination of solid fuel. The volume of undesirable substances in biomass and
the conversion process can be significant, e.g., N, P, K, Si, Ca, Mg, S, Na, Cl [6]. The main portion of
heavy and alkali metals (potassium 80%) tend to stay in the solid phase during fuel conversion [10].

The following pollutants are formed during the gasification process:

• Solid pollutants (SP) are defined as substances in the resultant gas formed by unreacted biomass
fraction and ash matter (inorganic substances). A certain proportion is also formed by soot, and
its removal is problematic due to the presence of tar [11]. When the gas is cooled, there is a risk of
more solid particles forming. Wet scrubbing, high-temperatures barrier filters [12], cyclones, and
electrostatic separators are used for removal purposes [13].

• Tars can be defined as organic substances which are produced on the basis of thermal or partial
oxidation of any organic material [14]. Generally it is presumed that tars are largely composed of
polycyclic aromatic hydrocarbons (PAH). Tar substances can be classified as primary, secondary, or
tertiary, according to the operating conditions under which they originated. Primary tars, which
contain oxygen in substantial volumes, are formed by the decomposition of biomass building
blocks. Secondary and tertiary tars are formed by the destruction of primary tar substances and
the recombination of fragments [15]. During these processes, oxygen and particles of hydrogen
are removed [16].

• Compounds containing nitrogen
• Alkaline compounds
• Sulphur
• Chlorine

2.2. Gas Utilization

Gas can be combusted in a burner, combustion engine, or gas turbine. If gas is combusted in a
burner, only heat is generated. The dust is removed from gas in cyclones. During combustion in an
engine or turbine, the benefit is electricity and waste heat. If the gas is a fuel for a combustion turbine,
it must be de-dusted. Tars do not need to be removed because the temperature in the turbine chamber
is way above the tar dew point. Tar removal is required when the gas is used in a combustion engine.
The demands for gas quality are increasing from gas motors to fuel cells. Tables 1 and 2 show the
general requirements for gas quality for a gas turbine and for compression ignition and spark ignition
engines. Table 3 shows the limits of pollutants for Molten Carbonate Fuel Cells (MCFC) operation.
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Table 1. Requirements for gas quality for gas turbines [17].

Parameter Value

Minimum heating value (MJ.mn
−3) 4–6

Minimum hydrogen content (% vol.) 10–20
Maximum supply temperature (◦C) 60–450

Maximum concentration of alkali (ppb) 20–1000
Tar at inlet temperature In gaseous phase or none

Sulphur (ppm) <1
HCl (ppm) <0.5

Maximum content of solid particles (ppm)
Average >20 mm <0.1

10–20 mm <1
4–10 mm <10

Table 2. Requirements for gas quality for compression ignition and spark ignition engines [17].

Parameter Value

Maximum hydrogen content (% vol.) 7–10
Maximum relative humidity (%) 80

Maximum supply temperature (◦C) 40
Maximum ammonia content (mg/10 kWh) 55

Maximum tar content (mg·mn
−3) <100

Maximum halogens content (mg/10 kWh) <100
Maximum content of sulfur recalculated to H2S (ppm) 2000

Maximum content of solid particles (mg·mn
−3) 5–50

Table 3. Pollutant limits for Molten Carbonate Fuel Cells (MCFC) type fuel cells [18].

Parameter Value

Maximum sulfur content (ppm) <0.1
Maximum ammonia content (% vol.) <0.1

Maximum hydrogen cyanide content (ppm) <0.1
Maximum chlorides content (ppm) <0.1
Maximum fluoride content (ppm) <0.1

Maximum tar content (ppm) <2000
Maximum particle size (μm) <0.01

Maximum lead content (ppm) <1

2.3. SP Removal

To remove mechanical impurities and tar droplets originating from condensation, separators are
used, with gravitational settlement, centrifugal forces, filtration, scrubbing, and electrostatic trapping
in a high-tension electric field. According to the principle of their action, they are divided into:

• Inertial (momentum),
• Gravitational (horizontal, vertical and spherical),
• Centrifugal (cyclone),
• Filtration, combined.

The mutual comparison of the respective types of equipment with the size of the particles of
trapped aerosols is shown in Figure 1. When choosing the type of separator, it is necessary to take into
account that certain types of particles agglomerate in larger aggregates, which facilitate the cleaning
of gases.
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Figure 1. Comparison of types of separators for trapping aerosol particles [19].

Today, the removal of tar from generator gas, due to the physiochemical properties of organic
substances which form it, is often performed in technological practice by applying modified
physiochemical processes developed in the past for gasification and carbonization of coal. Organic
substances, which are similar in nature to the compounds forming tars, are used as the washing liquid
in these processes. The advantage of applying organic substances in comparison to water washing
is the fact that at temperatures of around 50 ◦C, a much lower tar content in the gas can be achieved
downstream of the washer without condensation of water vapor from the gas and problematic water
solutions or emulsions.

However, in these cases, pursuant to the rules of thermodynamic equilibrium, the increasing
content of tar in the washing liquid increases the residual concentration of tar in the gas. This means
that in the case of concentration of tar in the absorption medium, the concentration of residual tar
components in the gas starts to increase. During gasification of biomass, the saturated absorption
solution in small equipment typically does not regenerate but is combusted or gasified. This leads to
increased operating costs. Several practical applications under various trade abbreviations are known.
The best known and longest used application is cleaning of gas from an 8 MWt fluid gasification
generator with a circulation bed of cogeneration units in Güssing (Austria), where the content of tar in
the gas is reduced from 1500 mg·m−3 to 10–40 mg·m−3 (at a temperature under 50 ◦C). Such cleaned
gas is combusted in the cogeneration unit engine with an output of 2 MWe, and the used bio-diesel is
combusted in the combustion section of the generator [20].

Reduction of the tar content in gas also enables optimization of the operating parameters of
generators with a fluid bed with catalytically active material operating at temperatures over 900 ◦C.

The generation of gas with low tar content can also be achieved during operation of a so-called
dual-stage generator, utilizing the principle of partial oxidation of pyrolysis products represented by
a high content of tar components released in the pyrolysis section of the generator [21]. In addition,
a concurrent generator such as the “Imbert” type, produces gas with low tar content, provided
that technological conditions mainly respecting the biomass properties are complied with. This
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generator in its various modifications, is the most common generator in small cogeneration units in
the Czech Republic.

An often-underestimated factor during the exploitation of similar units is the ingress of fine SP into
the cylinder space of the combustion engine from where their residues after combustion are mainly
pulled into the oil, thereby compromising its lubricating properties, alkalinity, and shortening its
replacement interval. Quantity of SP which exceeds limits set by engine manufacturers also increases
wear of the intake ducting and cylinders and, in the case of the use of a turbocharger, it also causes its
accelerated wear.

The synchronous impact of the above-mentioned factors is one of the reasons for insufficient
economic efficiency of gasification units operated today in the Czech Republic. An improvement in
the situation can be achieved mainly by using more efficient SP removal, preferably using barrier
filters operated above the dew point of tars and water vapors in the gas. In cases where the removal
of tar and SP is performed simultaneously, there is a high risk of formation of a sticky filtration cake,
causing significant problems in its subsequent removal from the filter surface. This process has a
progressive character and the degree of filter surface degradation gradually increases during operation.
A worse condition can only be the penetration of condensed tar into the actual filtration material.
The described problem occurs quite often during starting-up of the gasification technology. Raw hot
gas enters the cold space with the filtration elements, which contains amongst others, much more
tar at engine start-up than during the stabilized operation. Upon contact with the cold filter the gas
immediately cools, tar and water vapor condense, penetrate the filter structure and particles bond to
the filter. After a certain operation period the filter heats up to the necessary temperature, but due to
the polycondensation and polymerization reactions of reactive tar components the filter is permanently
clogged, increasing its pressure loss and preventing its further use, often leading to the failure of the
cleaning system, which then requires replacement of the filtration elements. A similar “result” can
also be achieved quite easily by using cold pressure media for regeneration of the filter during reverse
impulse purging.

The corresponding design of filtration materials and filter designs require knowledge of the
amount, composition, and distribution of SP particles, which must be removed from the generated gas
in certain cases, or the limit of the content of organic substances adsorbed by the trapped solid particles
must be determined. Well known solutions of SP and tars removal from big facilities including hot
filters for removing SP, catalytic decomposition of tars, or other sophisticated devices are not suitable
for small energy units because of their high investment costs.

A certain problem with the operation of generators gasifying wood is the formation of incrusts in
the generator’s fire grate, which limits the discharge of solid residues from the gasifying generator, as
well as the actual operation of the gasification process.

3. Experimental Section

3.1. Gasification Technology

The subject of the study was the determination of distribution of the size of solid particles trapped
by the sleeve filter from gas produced by a gasification generator with a solid bed, type “Imbert”,
necessary for the objective design of the filtration material of the developed filtration sleeve equipment
for removal of SP, their composition, quantity of adsorbed organic substances, and compositions of
incrust from the generator´s fire grate.

The operated generator was fitted with gasification air preheating by waste heat from the reactor
in the installed heat exchanger. This enabled achievement of a gasification air temperature of 200 to
240 ◦C and gasification temperature of 780–830 ◦C. The average consumption of woody biomass was
82 kg/h, the amount of air flow was not measured. The whole experiment lasted for 16 h.

The offtake of gas from this generator was performed from the top section from the tube leading
produced gas from the generator, to the gas cleaning system. A closure valve is located in the top
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section of the generator for its automatic filling using a high-lift container. Gas rising from the generator
through the outlet channels (piping), with a temperature of approximately 250 ◦C, was routed to a
collector connected to the gas pipe, which lead to the hot multi-cyclone and then to the technological
line where the other equipment was located, including the monitored sleeve filter equipped with 15
textile sleeves (Figure 2) with a diameter of 20 cm and a length of 1.2 m. The total amount of trapped SP
during the whole experiment was 10,282.1 g, which corresponds that 0.78 wt.% of fuel was converted
into SP.

Figure 2. Sleeve filter for trapping solid particles (SP).

In compliance with the objectives of this task, one textile sleeve, which was tested for the cleaning
of the generator gas for about one month, was taken for detailed analysis from the tested dry filter
(Figure 3). The solid pollutants were carefully removed mechanically from its outer surface.

Figure 3. Fragment of sample of SP trapped by the filter.

3.2. Fuel

The raw material processed in the generator were coniferous cuttings—maximum length 10
to 15 cm, maximum width 5 cm, and a maximum thickness of 2 cm. Their typical physiochemical
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properties are shown in Table 4. The proportion of fine particles and particles with bark in the
gasified material was negligible. This fuel was used long-term in this unit. It was available,
affordable, and had good quality and properties for gasification. This type of material had a medium
agglomeration-slagging propensity [22].

Table 4. Properties of used fuel.

Parameter Value

Moisture W r (wt.%) 16.73
Volatile combustibles V d (wt.%) 82.99

Fixed carbon F d (wt.%) 16.71
Ash A d (wt.%) 0.30

C (wt.%) 49.86
H (wt.%) 6.14
O (wt.%) 43.38
N (wt.%) 0.31
S (wt.%) 0.01

HHV, wet (MJ·kg−1) 17.59
HHV, dry (MJ·kg−1) 20.52

r values of original wood sample; d dry sample without moisture.

3.3. Analytical Methods

Parameters of the fuel from Table 4 (moisture, volatile, and fixed carbon and ash) were measured
by thermogravimetric analyzer Netzsch STA 449 F1 Jupiter. The heating rate was 10 ◦C/min in a
nitrogen atmosphere up to 900 ◦C. For the amount of ash, there was a change in nitrogen by oxygen
and heating continued up to 1200 ◦C. Ultimative analysis of fuel (amount of C, H, O, N and S) was
measured by analyzer LECO CHN 628 with added module 628 S. Combustion heat was measured by
the calorimeter LECO AC600.

Thermogravimetric analysis (TG) was measured by the analyzer Netzsch STA 449 F1 Jupiter.
The heating rate was 10 ◦C/min in nitrogen atmosphere. The differential thermal analysis DTA was
measured simultaneously, which measures the temperature difference between the standard sample
(aluminium oxide) and the sample during heating.

Composition of the filtration cake inorganic fraction and incrust was measured with apparatus
ARL 9400 XP+ equipped with a Rh lamp with a head Be-oxides window.

The distribution of the trapped particle size was performed by a Fritsch Particle Sizer Analysette
22 apparatus, where the light source is an He-Ne-laser with a wavelength of 633 nm and maximum
measuring range of 0.1–1250 μm. To ensure the homogeneity of the measured sample and reliable
statistics in the illuminated volume, the suspension was permanently mixed in an external mixing
device during measurement using ultrasound, which provided for the separation of the agglomerate.

The measuring of organic substances composition trapped by the filtration cake was necessary
to solve these substances in the solvent. Mechanically separated cake from the surface of the outer
filter layer was inserted into the Soxhlet extractor and washed for four hours by acetone. The obtained
solution was injected into the gas chromatograph Hewlett Packard HP 6890 with a mass detector
Hewlett Packard MSD 5973 (GC-MS).

4. Results

4.1. Analysis of the Composition of the Filtration Cake

The solid pollutants were carefully removed mechanically from its outer surface. The sample of
SP was tested by thermogravimetric analysis—see Figure 4—until 100 ◦C 1.5% by wt. was released
into the stream of carrier gas, until 200 ◦C about 2.5% by wt., until 300 ◦C about 7.5% by wt., and until
400 ◦C about 8% by wt. The simultaneously performed DTA analysis found that there is only one
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significant endothermal effect, detected at approximately 725 ◦C. This effect is probably the melting of
the inorganic fraction of the filtration cake.

Figure 4. Thermogravimetric analysis (TG)/DTA analysis of filtration cake.

The quantity of ash in the SP sample determined by its combustion at 850 ◦C was 37.28% by wt.
The quantity of carbon dioxide in the sample determined using HCl corresponding to the detected
carbonates was 2.7% by wt.

4.2. Composition of Inorganic Fraction and SP Size of the Filtration Cake

The results of the composition of the filtration cake inorganic fraction were performed using
fluorescent X-ray analysis and are summarized in Table 5.

Table 5. Composition of the filtration cake inorganic fraction.

Substance Content (wt.%) Substance Content (wt.%)

Al2O3 16.73 NiO 0.07
BaO 0.83 P2O5 5.54
CaO 16.71 SO3 15.70
CdO 0.30 SiO2 12.93

Cl 0.49 SrO 0.14
Cr2O3 6.14 TiO2 0.08
CuO 9.85 Fe2O3 2.68
K2O 0.31 PbO 0.06

MgO3 0.01 ZnO 1.47
MnO 7.59 Na2O 2.37

Measurement of the distribution of trapped particle size was performed for samples taken in the
middle of four sleeves using the laser technique Analysette. The results are shown in Table 6. Particle
sizes were in the range of 10 μm to 3 mm.
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Table 6. Cumulative particle size distribution of SP trapped by filtration cake.

% Sleeve 1 (g) Sleeve 2 (g) Sleeve 3 (g) Sleeve 4 (g)

1 0.935 0.665 0.692 0.676
2 1.366 0.943 0.976 0.963
5 2.628 1.624 1.670 1.654
10 4.846 2.606 2.795 2.659
15 7.043 3.574 3.921 3.664
20 9.234 4.572 5.000 4.703
25 11.497 5.585 6.704 5.762
30 13.939 6.622 7.110 6.811
35 16.598 7.707 8.159 7.872
40 19.526 8.804 9.252 8.925
45 22.631 9.977 10.389 10.017
50 25.934 11.252 11.628 11.168
55 29.517 12.646 12.972 12.381
60 33.293 14.244 14.481 13.745
65 37.052 16.121 16.228 15.3
70 41.191 18.487 18.325 17.204
75 45.754 21.618 21.000 19.776
80 50.654 25.909 24.461 21.029
85 56.602 31.498 29.001 35.043
90 63.754 37.17 35.792 47.127
95 74.544 46.917 46.012 58.692
98 85.998 55.385 56.700 69.138
99 93.76 60.362 63.296 75.364
100 183.788 102.15 106.200 112.657

4.3. Analysis of Organic Substances Trapped by Filtration Cake

The next part of the research work was related to the identification and quantification of the
components trapped in the filtration cake by the sleeves (Table 7).

Table 7. Composition of organic substances captured on the filtration sleeve.

Identified Substance Content (μg/g)

Benzene 30.4
Toluene 35.9

m + p + o-xylene + ethylbenzene 44.3
Styrene 0

C3-benzene total (sat. + unsat.) 0
Others 1 78.7
BTX total 189.3

Oxygen containing substances total 180.1
Phenol 36.9

Methylphenols 15.1
Dibenzofuranes * 128.2

Nitrogen containing substances 0.0
Indene+indan 2.5
Naphthalene 63.6

Methylnaphthalenes 20.0
Alkylnaphthalenes (alkyl >= C2) 11.8

Biphenyl 15.5
Acenaphthylene 129.7
Acenaphthene 6.6

Fluorene 42.9
PAH; m/z = 165–166 11.6

Phenanthrene 1470.0
Anthracene 314.7
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Table 7. Cont.

Identified Substance Content (μg/g)

Methylfenathrenes+4H-cyclopenta[def]fenanthrene 315.7
Phenylnaphthalenes 118.0

Fluoranthene 2 1987.3
Pyrene 3 1857.6

Benzfluorenes 46.3
Methylfluorantene+methylpyrene 164.7
PAH of 4 circles ** (m/z = 226.228) 4201.4

PAH of 5 circles *** (m/z = 252) 5851.0
PAH of 6 circles **** (m/z = 276) 2214.9

other substances (TAR) 538.5
total TAR (excl. BTX) 19564.5

1 this group includes other substances from the BTX and alkylbenzenes group. 2 together with fluorantene also
includes fenantrylene M = 202 eluted from GC column immediately after it. 3 together with pyrene also includes
aceantrylene M = 202 eluted from GC column immediately before it. * benzofurane, dibenzofuranes, methylbenzofuranes,
naphtobenzofuranes. ** benz[c]fenanthrene, benzo[ghi]fluorantene,3,4-dihydrocyclopenta[cd]pyrene, cyclopenta
[cd]pyrene. *** benzo[j]fluoranthene,benzo[k]fluoranthene,benzo[e]pyrene,benzo[a]pyrene,perylene. **** indeno
[1,2,3-cd]pyrene,dibenzo[a,h]antracene,benzo[ghi]perylene,dibenzo[def,mno]chrysene and other PAH with
M = 278–302.

4.4. Chemical Composition of Incrust

The composition of the incrust (Figure 5) shown in Table 8, where the concentration of the 16 most
significant components from the 79 monitor elements is shown.

Figure 5. Incrust from the grate section of generator.

Table 8. Incrust composition.

Oxide Content (wt.%) Oxide Content (wt.%)

MgO 3.11 MnO 2.02
Al2O3 5.67 Fe2O3 2.71
SiO2 41.78 CuO 0.01
P2O5 4.69 SrO 0.11
SO3 0.06 BaO 0.16
Cl 0.03 Na2O 0.52

K2O 3.73 TiO2 0.53
CaO 34.82 NiO 0.02
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Evaluation of X-ray diffraction analysis assessing only the composition of the crystalline phase of
the incrust is shown in Table 9.

Table 9. X-ray diffraction analysis results.

Score Name Summary Chemical Formula Content (%)

58 Silica SiO2 23
46 Calcite CaCO3 13
46 Calcium lime CaO 17
20 Potassium Aluminium Silicate K2SiAl2O6 8
22 Carbon C 4
31 Silica (other than above) SiO2 1
22 Sodium Calcium Aluminium Carbonate Silicate Ca2Na2Si6Al6O12(CO3)0,5 33

5. Discussion

Fuel from woody biomass is a common commercial fuel but it has a higher amount of ash, e.g.,
woody pellets have only 0.15 wt.% of ash but coniferous cuttings could be contaminated by bark or
pieces of soil.

From Table 5, it clearly follows that the dominant oxide of the inorganic fraction of SP are
aluminum, calcium, and silicon oxide. The second most abundant component is potassium oxide,
followed by manganese oxide, silica, ferric oxide, and sodium oxide. This table also clearly shows that
phosphates and sulphates form an inconsiderable part of ash matter from biomass trapped in the filter.
Chlorides represent only 0.1% by wt. in the monitored sample. A surprising result was the determined
concentrations of heavy metals in the analyzed matter, particularly in terms of the toxicity of fly ash
and its disposal and storage related to transport etc. This involves mainly copper, chrome, zinc, and
manganese oxides.

The determined distribution of particle sizes of solid pollutants trapped by the sleeve filter from
the raw generator gas produced by gasifying wood chips by air, demonstrated that their absolute size
ranges from approximately 0.4 to 185 μm, whereas 99% by wt. of monitored particles were smaller
than 100 μm. The proportion with a diameter up to 1 μm was approximately 1%, and up to 10 μm was
approximately 22%.

The distribution of the individual mass fractions from 10% to 80% did not demonstrate any
significant differences. The difference in particle size between 99 and 100% cannot be considered
decisive due to the genesis of the sample.

Comparison of TG and GC-MS data shows that the results of thermogravimetric analysis do
not correspond fully with the results of the performed identification. The sum of the weight of the
individual identified tar components was substantially lower than the weight of substances released
from the heated filtration cake in a nitrogen atmosphere. This could be caused by chemical sorption of
organic substances on the SP, which could not be removed by the solvent.

The performed analyses of the incrust show that this is made up of mainly inorganic components
of ash from the raw material gasified in the generator [23]. Its formation is defined significantly by
potassium, calcium, and silicon oxides; and also phosphorus, iron, and magnesium oxides in the
amorphous part [24].

Many of the identified oxides are typical components of ash matter forming low melting ash
during combustion, or wood gasification. The relatively high silica content shows that this component
was dosed into the generator with fuel during its preparation. One of its undesirable effects in
the generator´s oxidation zone, where relatively high temperatures are present, is the formation of
crystalline substances creating incrusts. An example of a K2O-CaO-SiO2 phase diagram is shown in
Figure 6, where even the following eutectics can be found [25]:
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K2Si4O9 765 ◦C
K8CaSi10O25 940 ◦C
K4CaSi3O9 950 ◦C
K4CaSi6O15 950 ◦C
K2SiO3 976 ◦C
K2Si2O5 1036 ◦C

To prevent similar undesirable conditions during the operation of cogeneration units, it is
necessary to substantially limit its presence in the woody matter dosed into the generator. This
applies to silica itself contaminating the tree bark or silica present in soil. The thermal conditions of
decomposition of clay minerals must be considered: Kaolinite 450–700 ◦C, montmorillonite 600–700 ◦C,
800–900 ◦C, and illite 450–700 ◦C, 850–950 ◦C.

Figure 6. Detail of the K2O-CaO-SiO2 ternary system [25].
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Abstract: For increased total site heat integration, the optimal sizing and robust operation of a
heat recovery loop (HRL) are prerequisites for economic efficiency. However, sizing based on one
representative time series, not considering the variability of process streams due to their discontinuous
operation, often leads to oversizing. The sensitive evaluation of the performance of an HRL by Monte
Carlo (MC) simulation requires sufficient historical data and performance models. Stochastic time
series are generated by distribution functions of measured data. With these inputs, one can then
model and reliably assess the benefits of installing a new HRL. A key element of the HRL is a stratified
heat storage tank. Validation tests of a stratified tank (ST) showed sufficient accuracy with acceptable
simulation time for the variable layer height (VLH) multi-node (MN) modelling approach. The results
of the MC simulation of the HRL system show only minor yield losses in terms of heat recovery rate
(HRR) for smaller tanks. In this way, costs due to oversizing equipment can be reduced by better
understanding the energy-capital trade-off.

Keywords: total site heat integration; heat recovery loop (HRL); heat storage; Monte Carlo (MC)
simulation; data farming

1. Introduction

In Europe, the food and beverage industry is the fifth largest energy consumer [1], consuming the
highest share of low-temperature heat demand of the total process heat demand [2]. Using renewable
energies and increasing energy efficiency are ways to reduce greenhouse gas (GHG) emissions [3]. First,
the potential to reduce process energy demand can be identified using process integration methods [4].
If the possibilities of increasing the energy efficiency at the process level through direct heat recovery
are exhausted, further energy saving is possible by means of total site heat integration [5], with a
specific focus on low-temperature processes [6] and heat recovery loops (HRL) [7].

In many industries, such as the dairy and beverage industry, the individual processes are operated
non-continuously for product changes and cleaning reasons. This poses additional challenges to heat
recovery, often requiring the use of energy storage. Two approaches to characterizing batch processes
and its flows are the time average model (TAM) and the time slice model (TSM). The TAM indicates
heat recovery potential, which can be achieved by indirect heat transfer and storage based on an HRL.
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Olsen et al. [8] present a systematic thermal energy storage integration method based on the TAM
approach. Their indirect source and sink profile (ISSP) method enables the concrete identification of
suitable sink and source profiles and the dimensioning of intermediate circuits and heat storage [9].
Due to the integration of multiple sink and source streams, the utilization of the storage capacity
increases the overall availability and performance of sources and sinks. For sensible heat storage, there
are closed stratified tanks (ST) and fixed temperature variable mass (FTVM) open storage tanks. FTVM
tanks require a larger storage volume than ST tanks, but they are easier to operate and suitable for
very large circulating volumes and small temperature differences. ST tanks need only half the volume
and can operate at temperatures above 100 ◦C when placed under pressure. Due to the temperature
dependency of fluid density, higher temperature fluid (lower density) forms a hot zone at the top
of the tank, while lower temperature fluid forms one at the bottom. These zones are separated by a
narrow transition area (between hTu and hTl)—the thermocline. For varying source and sink streams,
the volume of fluid in each temperature zone increases or decreases, moving the thermocline vertically
within the storage tank (see Figure 1). A completely loaded or unloaded storage tank, in addition
to other mixing effects, results in a loss of stratification, loss of heat recovery, and even temporary
shutdown of the HRL [10].

Figure 1. Heat recovery loop (HRL) based on a stratified tank (ST) and thermocline control.

Dynamic simulation is necessary for evaluating and proving the performance of an HRL system
in any scenario. This is due to arbitrary production and logistic timing, the changing operation time
of process states, thermal inertias, as well as dynamic interaction. Past models have focused on
either the heat recovery side of the HRL [11] or the ST unit. These models assumed that there was a
perfect interface between the cold and hot area of the ST [12], which is a simplification of practical
installations. Walmsley et al. [13] studied an experimental scale model of an industrial ST, including
the interaction between flows and thermocline movement and growth, but did not incorporate this
element into their HRL models. The growth and movement of the thermocline accelerate the loss of
stratification, reducing the effective heat recovery capacity of the tank over time and leading to reduced
energy savings. Baeten et al. [14] presented a model that incorporates the buoyancy and mixing in
one-dimensional stratified storage tanks in building energy simulations to estimate the uncertainty of
parameters as a function of the storage capacity caused by the storage tank model. Campos Celador
et al. [15] showed that the storage tank model used in such simulations can have major effects on
calculated annual savings and design decisions. Powell and Edgar [16] introduced an adaptive-grid
model with a high-resolution grid in the region of thermal stratification. This ensures higher accuracy
and simulation performance than other one-dimensional models, and has speed advantages over
computational fluid dynamics (CFD) models in repetitive simulations (e.g., for optimization, validation,
control, prediction). Schlosser et al. [17] demonstrated a multi-node (MN) approach can represent
a good compromise between accuracy and simulation time for the high-fidelity simulation of HRL
systems. Numerical diffusion errors were reduced by approximately 35% using a variable layer height
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(VLH) model. The stratification of the physical thermocline growth could be re-established while
still operating the ST by siphoning the mixed thermocline area from the tank [13]. Furthermore,
a control system consisting of a single flow and system control for maintaining stratification was
applied. The system control operated depending on the thermocline position, enabling restratification
after being completely charged or discharged and a single flow control adjusted the individual streams
to the target temperatures Thot or Tcold. This previous simulation study [17] included a typical week of
production for tank sizing and evaluation, taking no account of stochastic changes (e.g., order quantity)
or deterministic influences, such as recipe sequences. As an extension, the present work simulates
several weeks of production, based on synthetic time series with probabilistic influence (e.g. changing
recipes and order amounts) by Monte Carlo (MC) simulation to generate a sensitivity evaluation of the
HRL system. Atkins et al. [10] highlighted the optimal sizing of an ST as a prerequisite for economic
efficiency and operability. Moreover, Meschede et al. [18] applied MC methods to highlight the risk
caused by using a single reference time series for designing energy systems. The MC method helps to
define the mean of the heat recovery rate (HRR) for different tank sizes more precisely, and to better
assess the risk of fluctuating heating and cooling load due to stochastic influences [19]. A prerequisite
for this, however, is an accurate and high-performance VLH model.

The aim of the paper is to improve the design and operation of industrial HRLs by constructing
a comprehensive model of storage and heat exchanger operations, simulated with a MC approach.
Therefore, the first step of this study is to validate the performance and accuracy of the VLH model.
Secondly, the effect of the variability of streams on the sizing approach in terms of heat integration
potential and operability is evaluated by MC simulation, with real process data from the dairy industry.
The MC method considers the sensitivity of stochastic influences (order quantity, sequence of recipes)
and deterministic relations (production process: idling, operation, cleaning in place (CIP)) on the
volatility of sink and source profiles. The results are probability distributions of the HRR for different
storage dimensions of the present case study.

The article essentially contains two objectives: (1) the validation of the accuracy and performance
of the VLH multi-node (MN) model and (2) a risk assessment of the robustness of the ST design
and control by MC simulation, based on the validated model. The validation of the VLH model,
developed by Schlosser et al. [17], is carried out on the basis of the validation experiments introduced
by Walmsley [20] in comparison with a real laboratory tank and a CFD model (Sections 2.1 and 3.1).
The simulation of a VLH model-based HRL, designed according to the ISSP method (Section 2.3),
is realized by stochastically generated time series as input following the MC approach (Section 3.3).
The generation based on cumulative distribution functions (CDF) was developed in the context of this
work (Section 2.2) and applied (Section 3.2) for measurement data of a case study [12]. The results of
Section 3 are summarized in Section 4.

2. Materials and Methods

The following sections describe the methods for validating the VLH model and the evaluation
approach for the HRL dimensioning. The first section presents the different validation experiments
proving the accuracy and performance of the VLH model. Subsequently, the generation of
stochastic time series based on random influences and deterministic correlations is described. Finally,
the evaluation approach of a robust storage sizing based on dynamic simulation is presented.

2.1. Verification and Validation of the Variable Layer Height Model

Verification and validation tests confirm if a model reproduces a certain (physical) behavior
qualitatively and quantitatively correct, or with tolerable deviations. In this context, verification
means checking whether the model correctly implements the derived equations. Verification can
be understood as a qualitative examination of the transformation and the functionality of the
model. Validation quantitatively checks the representation of the original system by the model.
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The quantitatively correct representation of the reference system is determined by subjectively defined
tolerances, so that a model can be described as sufficiently accurate within a certain error deviation [21].

The model is examined in two dimensions–performance and accuracy. To calculate a large number
of probable time series for a production week in an appropriate time frame, sufficient simulation speed
is required. In terms of verification, the functionality is given by using universal physical descriptions.
The validation is based on data from a CFD model, which is validated by a lab-scale, insulated ST
(6.44 L) made of Perspex [20]. In this way, sufficient accuracy of the VLH model can be demonstrated
by various experiments. After the numerical diffusion errors are minimized [17], the position of the
thermocline, characterizing the heat recovery capacity, is used as a measure of the error deviation. As a
validation quality, the following unitless key metrics are developed. The percentage of ideal cases
(PIC) represents the share of the ideal ST case A0 compared to the areas of cold A1 and hot A2 losses of
stratification, as illustrated in Figure 2. PIC quantifies the level of stratification. The PIC number is
defined as:

PIC = 1 − A1 + A2(
A0
2

) (1)

Figure 2. Illustration of variables used to define the validation criteria in a ST.

This results in the following operating ranges [20]:

• The tank is perfectly stratified: PIC = 1
• The tank is fully mixed, all hot or cold fluid: PIC = 0
• The tank is normal operating: 0 ≤ PIC ≤ 1

The position and height of the thermocline htm gives information about the available heat recovery
capacity. The dimensionless height htm,i of the thermocline is determined by the division of the actual
height htm and the total tank height H. Associated with the thermocline thickness Ht the degradation
of the stratification is quantified.

Ht = htu(Ttu)− htl(Ttl) (2)

This work is now based on the validation parameters of the PIC, characterizing the degree
of thermocline degradation. The deviation of the PIC from the experimental values in different
experiments is quantitatively assessed. The height of thermocline htm,i is qualitatively discussed by
means of a targeted loading and unloading profile. The following validation measures are conducted.
The settings and boundary conditions of each experiment are presented in Table 1.
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(1) The Static Mode investigates heat transfer mechanisms during a certain simulation time in a
ST, with ideal stratification at the beginning, without inlet or outlet flows, and with (a) and
without (b) heat losses. The loss of stratification by the numerical and physical diffusion effects is
described by PIC.

(2) Establishment of the thermocline by Charging studies the effect of the inlet flow rate of a charging
process on the level of thermal stratification. In particular, the thermocline thickness and the
location are observed. The tank is completely filled with cold water and warm water is supplied
with different flow rates.

(3) Operating Mode Movement studies the effect a changing charging and discharging flow rates
on the thermal thermocline position based on htm. Moreover, the degradation of stratification
was measured by PIC. The storage tank is alternately loaded and unloaded with 2 L cold, 4 L
warm, and again 4 L cold water at a flow rate of 0.4 L/min.

Table 1. Settings and boundary conditions of validation.

Number
Validation
Experiment

Physical
Modelling

.
Vi T0,hot T0,cold Tamb h0tm H0tm Simulation Time

L/min ◦C ◦C ◦C - m min

1a
Static Mode

Adiabatic - 40 20 0.5 0 200
1b Non-adiabatic - 40 20 15 0.5 0 200

2a

Charging
Constant
charging

with 40 ◦C

0.15

20 20 15 1.0 0

26.7
2b 0.4 10.0
2c 1.0 4.0
2d 2.0 2.0

3 Movement Sequentially
charging 0.4 40 20 15 0.5 0 25

2.2. Generation of Stochastic Time Series for Monte Carlo Simulation

Understanding the variability of the available sources and sinks is prerequisite for an optimized
volume of the required thermal storage and to achieve a balanced system. As already outlined, several
different factors have an influence on the height and temporal course of the heat source and heat
sink processes. Within the framework of a simulation study, reliable and comparable energy savings
considering the dynamic system’s behavior, can be calculated. A sensitivity analysis considers the
influence of fluctuating factors on the target variables robustness of the HRL dimensioning and HRR.
If probabilities are assigned to the stochastic influencing factors, time series that occur with a certain
probability can be generated from the deterministic correlations. The generated time series serve as
input data for the dynamic simulation. Thus, the simulation validates the resulting heat recovery
potential, depending on the tank size, regarding probability. The methodology for generating time
series used in this paper follows the steps shown in Figure 3.

3. Generation of multiple time series (weekly)

2. Statistical analysis of process time series
Determination of CDF for different operating states

1. Data collection 
Measurement data Literature data

Figure 3. Flow chart of the approach for generating weekly time series of the heat source and
sink processes.
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The first step is to collect data. These data are usually measured energy flows and production
quantities. Data from a case study in New Zealand are used for this purpose [12]. The analysis of
all essential influencing parameters of a production week requires a recording of the measured data
with a suitable high temporal resolution. Seasonal effects (e.g., the weather, or availability of milk)
is neglected for the heat recovery problem. If no measurement data is available (e.g., for greenfield
planning), the necessary parameters could be assumed as normally distributed around average values
from literature data or expert opinion.

In the second step, the time series are analyzed for possible deterministic correlations. Since the
flow rate of the streams varies due to process fluctuations and discontinuous operation of the plants,
which are caused by regular cleaning, maintenance work, plant failure, product change, and changing
milk supply. Supply temperatures are generally quite constant, due to robust process control, and do
not represent a major cause of variability in this case. Thus, the sequence of idling, production, and CIP
is mandatory.

Moreover, the probabilistic components of the weekly values are described by CDF based on
cumulative frequency plots. Based on the result of the statistical analysis, multiple weekly time series
are generated in step three.

Due to the interaction of product changes and cleaning constraints on the energy
demand, the streams have different demand profiles. Generally, two operating states can be
distinguished, especially in the food industry: ”on-production”, associated with an energy demand,
and “off-production” (CIP or breakdown), without any energy demand. Duration, frequency,
and amplitude (i.e., production rate) of these operating conditions can be determined by statistical
analysis of process time series. Constant and fluctuating energy demands can be detected. Based on
that, the following three characteristic time series can be derived.

Using dairy case study data [11], the method for generating time series is demonstrated.
The measurement data of two processing months are statistically evaluated to derive the weekly
demand time series. Based on the load profiles in Figure 4, the frequency distributions of the heat
flow rate and of the durations t for the operating states “on-production” and “off-production” are
represented in the form of histograms (Figure 5a). The determinations of the frequency and cumulative
probability distributions are shown in Figure 5, using the time series type (b) for stream Whey A, as an
example. The computations are carried out with MATLAB®(9.3.0.713579 (R2017b), The MathWorks
Inc., Natick, MA, USA).

Figure 4. Characteristic time series for a (a) constant and (b) fluctuating heat flow with time intervals
in off-production and (c) a continuously fluctuating heat flow.
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Figure 5. (a) Histograms and (b) empirical cumulative distribution functions (CDF) of the heat flow
rate, duration of “on-production” and duration of “off-production” for the example of Whey A.

The generation of the time series begins with the decision of whether production is “on” or
“off”. The probability for this decision is calculated by the mean value from the mean duration of
the “on” and “off” periods. The CDF based on the cumulative frequency plots of the heat flow rate
(Figure 5b) over the production period is used to set probable heat flow rate for every time step during
the operating state "on-production", by which the demand is scattered with the corresponding variance.
The distributed durations of the operating states ton for "on-production" and toff for "off-production"
can also be determined from the CDF functions (Figure 5b).

In this context, MC simulations allow the consideration of numerous probabilistic inputs to
determine the distribution of probabilistic results. In line with previous studies [22–24] on the
robustness of energy systems, probabilistic times series based on probability density functions
(PDF) and CDF are used. In this way, representative data can be generated for multiple purposes,
e.g., validation and sensitivity analysis.

2.3. Evaluation of the Robust Heat Recovery Loop-Dimensioning via Dynamic Monte Carlo Simulation

The stochastic time series of the heat sources and sink processes are used as input data for the
thermal simulation of the HRL from Figure 1. In the sensitive simulation study, the tank size is designed
for the average stream data according to the ISSP method. Furthermore, the target temperatures Thot
and Tcold of the intermediate circuits will be varied. Finally, the HRRs for different scenarios are
presented depending on their probability of occurrence. The HRL (Figure 1) simulation model based
on MATLAB/Simulink® consists of heat exchangers, a stratified storage tank, and a control system.
The heat exchangers are modelled according to the ε-NTU [25]. The VLH model based on the MN
approach is chosen as the modelling approach for the ST [17]. The system control is divided into two
parts, as shown below.

The position and width of the thermocline describe the hot and cold zone capacity and therefore
serve as control criteria in the system control. The system control (Figure 6a) specifies various operating
states (i.e., normal operation, loading, unloading) depending on thermocline location in the ST. If the
middle of the thermocline reaches the lower or upper end of the storage tank, this is considered to be
completely loaded or unloaded. The source and sink circuits are then deactivated to regenerate the
stratification. For hysteresis reasons, the sources and sinks remain deactivated until the corresponding
zone again occupies 10% of the storage volume. The single mass flow control (Figure 6b) adjusts
the streams to the target temperatures Thot or Tcold by mass flow control. Moreover, the growth of

235



Energies 2019, 12, 930

thermocline is contained to a certain extent Ht,max by siphoning while the HRL and ST are still in
full operation.

 
Figure 6. (a) System controls depending on the thermocline position and (b) single mass flow control
adjusting Thot and Tcold.

For evaluating the quality of the HRL system, an energetic target value for the maximum heat
recovery (MHR) potential is determined according to the TAM method. The design of the HRL is
carried out according to the ISSP method. Based on average stream data of a repetitive stream-wise
repeat operation period (SROP) of one week, the hot and cold streams are defined. The stream
data consist of average load, supply, and target temperatures. Considering a minimum temperature
difference ΔTmin, the hot and cold composite curves (CC) are formed. The overlapping area indicates
the heat recovery potential (Figure 7a).

Figure 7. From (a) the indirect source and sink profile (ISSP) to (b) the HRL dimensioning.

Depending on the form and position of the CCs, the temperatures of the intermediate circuits,
as well as Thot and Tcold, can be read directly, in addition to the number of intermediate circuits
(Figure 7b). With known temperature difference (Thot − Tcold) between the hot and the cold side of the
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tank and the maximum product of the difference between heat sources
.

QSources and heat sinks
.

QSinks
for a certain time t, the water-based storage volume can be calculated.

V =
max((∑

.
QSources − ∑

.
QSinks) · t)

1.16 kWh
m3·K · (Thot − Tcold)

(3)

The resulting tank size is highly dependent on the time of the occurrence of sinks and sources.
Therefore, the design on the basis of one measuring profile can lead to a decrease of the HRR, or worse,
to a standstill. A reliable estimation of energy savings and assessment of the tank size is only possible
with a sensitivity analysis. The simulation of multiple weekly time series with random thermocline
positions at the start of production evaluates the reliability and robustness of the chosen tank size.
The model is also simulated applying different tank sizes. Finally, the probability distribution of the
heat recovery potential for different tank sizes is evaluated based on the MC analysis.

3. Results

In the following sections, the results of the validation, the HRL sizing, and the sensitive simulation
study applied to the dairy case study are presented.

3.1. Validation of the Variable Layer Height Model

The experiments described in Section 2.1 are performed for the laboratory tank, the CFD, and the
VLH multi-node (MN) model. For each experiment and each model, temperature curves are compared
for characteristic points over the dimensionless storage height. The degree of destratification is
represented by the PIC value.

(1) (a) Static Mode: Numerical diffusion effects are reduced to an acceptable degree, as shown in
the previous study [13]. For the lab tests, the heat losses cannot be eliminated completely by the
thermal insulation. For all experiments (Figure 11a–c), the thermocline grows with the simulation
duration due to numerical diffusion effects. The deviation from the ideal stratification (black line)
measured by the PIC values thus also increases, as shown in Figure 11d. Using the VLH model,
the influence of numerical diffusion is even lower than when using the CFD model.
(b) Incoming or outgoing mass flows are still deactivated. Heat losses, on the other hand,
are taken into account, which leads to the following destratification for different simulation
times in Figure 8a–c. The destratification of the three models takes place to a similar extent in
Figure 8d. Since no vertical heat conduction effects are taken into account for the MN approach,
the stratification can only degrade evenly over the height (Figure 8b).

(2) Establishment of the Thermocline by Charging: From a flow rate of over 1 L/min, turbulence
causes destratification (Figure 10a,c). Therefore, the Courant condition has to be met, which states
that a fluid particle should not move further than a node per time step. The destratification of
the three models takes place to a similar extent until 1.0 L/min (Figure 10d). The degradation
of the stratification of the CFD model and the lab-scale tank grows above this. On the other
hand, the VLH model does not take turbulent flow forms into account, as seen in Figure 10b.
For this reason, it can only be operated without restrictions up to a maximum inflow velocity of
0.002 m/s.

(3) Operating Mode Movement: The thermocline initially moves upwards from its initial state
by being filled with cold water (2 L). All models reach the expected position for the ideal
behavior (black dotted lines in Figure 9a–c). After filling with warm water (4 L) the thermocline
moves to the expected lower position. The storage tank is now filled to 81% with warm water.
Subsequently, the predetermined heights are reached again when the tank is filled with cold
water (4 L). The degradation of stratification generated by the flow rate can best be mapped by
the VLH MN model (Figure 9d).
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Figure 8. Destratification of the (a) lab, (b) VLH model and (c) CFD model due to heat losses for the
Static Mode, compared based on the (d) PIC value.

Figure 9. Thermocline Movement for a targeted tank charging sequence in comparison to the ideal
position for the (a) lab, (b) VLH model and (c) CFD model, compared based on the (d) PIC value.

Moreover, the scalability from lab-scale sizes to industrial-scale has to be shown. Therefore,
the lab-scale tank and the VLH model have the same aspect ratio (height/width) as common industrial
applications. Moreover, the stratification is influenced by the flow characteristics, especially the
residence time in the tank. The maximum flow velocity for the laboratory tank was 0.002 m/s, which
can also be found in industrial applications. The modelled ST should be in between this range. For this
reason, sufficient scalability is given.
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Figure 10. Influence of turbulent flows on stratification of the (a) lab, (b) VLH model and (c) CFD
model during Charging, compared based on the (d) PIC value.

Figure 11. Comparison of the (a) lab tank, (b) variable layer height (VLH) multi-node (MN) model and
(c) computational fluid dynamics (CFD)-modelled tank in terms of the (d) PIC value for an adiabatic
Static Mode.

3.2. Stochastic Time Series of Dairy Plant

For the case study, representative process data of the milk processing industry have been
assembled into an exemplary complete system. This results in load profiles of the sources and
sinks for a mean SROP, as seen in Table 2.
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Table 2. Stream table of dairy case study, producing milk powder and cream [11].

Process Type
Tsupply Ttarget

.
Woperating

.
Hoperating

.
Waverage

.
Haverage

◦C ◦C kW/K kW kW/K kW

Utility Hot 1 50 30 10 195 8 160
Casein Hot 2 50 20 49 1477 32 956

Dryer A Hot 3 55 10 143 6415 139 6266
Dryer B Hot 4 55 10 75 3368 73 3290
Dryer C Hot 5 55 10 45 2020 44 1973

Milk Treatment Cold 1 10 55 90 4057 90 4057
Whey Cold 2 12 50 20 763 16 601

Site Hot Water Cold 3 15 65 160 7987 160 7987

Using the approach for generating time series, explained in Section 2.2, various load profiles can
be generated for a SROP, as presented in Figure 12 for the example of Whey A.

Figure 12. (a) Original time series of Whey A compared to the (b) generated one.

Profiles can be generated in the same way for all streams from Table 2. Figure 13 shows four
examples of the accumulation of total sources and sink streams. This results in multiple total sink and
source streams, which represent randomly arranged operating states and loads, as seen in Figure 13.
These can overlap in any imaginable way.
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Figure 13. (a) Original and (b–d) exemplary total available source and sink streams of one stream-wise
repeat operation periods (SROPs).

3.3. Evaluation of the Robust Heat Recovery Loop-Dimensioning via Monte Carlo Simulation

Figure 14 shows the exemplary dimensioning of the HRL (temperature and tank size) by ISSP
for the mean values. A tank volume of 1000 m3 is calculated. Since the concurrency of the sources
and sinks is highly variable, the sizes 50, 100, 300, 500, and 2000 m3 are investigated by the sensitivity
analysis. For all simulations, a height/diameter aspect ratio of 3/1 is chosen.

 
Figure 14. (a) Heat recovery potential according to the time average model (TAM) and (b) HRL sizing
by the ISSP method.

The simulation tool uses the storage temperatures, size, and loop temperatures targeted from the
ISSP design. Next, the HRL is simulated for different sink and source profiles dictated by the control
system. The simulation of multiple time series for each tank size with random thermocline positions at
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production start takes place. The distribution of the resulting HRRs for the different storage sizes and
simulation runs are shown in Figure 15. The HRR is calculated by the ratio of recovered heat to the
target value. For the case study with a minimum temperature difference of 5 K, a heat recovery target
of 1250 MWh corresponds to the overlapping area of the hot and cold CC in Figure 14a.

 
Figure 15. Distribution (bars) and CDF (stairs) of the heart recovery rate (HRR) for (a–f) different tank
sizes from 50 m3 to 2000 m3.

Regarding the number of runs that must be carried out to achieve a distinctive probability
distribution, some approaches use a convergence criterion to determine the number of simulations.
In this paper, 200 simulations are run to generate probable time series, since this number shows
reasonable distributions within an appropriate computing time. Storage tanks with > 1000 m3

(Figure 15f) do not achieve any further heat recovery. A high HRR can be achieved with much
smaller tanks. Only the standard deviation increases significantly with decreasing size.

In total, all tank sizes in combination with the system control are suitable to achieve HHR over
90%. With decreasing storage volume at the same aspect ratio, tank height and diameter are reduced.
As a result, the incoming and outgoing flow velocities temporarily rise above the limits of the validity
range, which is avoided by limiting the mass flow by the control system. For this reason, the yields
decrease further for smaller tank sizes.
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4. Discussion

Previous studies [17] showed that a VLH MN modelling approach reduces thermocline growth,
due to numerical diffusion effects while performing with suitable execution time and accuracy.
The conducted validation tests confirm this and show lower thermocline growth than a CFD model.
However, it should be noted that vertical heat conduction effects are not considered in the MN
approach. Furthermore, the validity range of the MN approach must be restricted regarding the flow
velocity, since turbulent flow effects are not taken into account. However, these operating points
are to be avoided anyway for a stable HRL operation. In addition, scalability from lab-scale sizes to
industrial-scale can be assumed based on the same aspect ratio (height/width).

The recording of thermal energy data for the design and evaluation of HRLs often requires a
good deal of effort and is not representative of the whole operating range. One way to compensate
for this is to generate one’s own time series data, also called data farming. The representativeness
of the generated time series increases with the increase in basis data. Figure 5a shows a left-shifted
distribution of the loads. The distributions of the durations for “on-production” and “off-production”
states, on the other hand, scatter wider. If no measurement data is available, input data can be
randomly distributed around expert values.

Recent study [19] had shown the relevance of risk evaluation due to the variability of streams by
MC simulation methods when assessing the sensitivity of the results. The results of this study confirm
this. Although the design methods provide a storage capacity of 1000 m3, the results for 50 m3 only
show a HRR reduced by less than 1%. Even the insignificant further variance of the values suggests a
stable operation of the HRL in combination with the existing control system over a wide operating
range. A prerequisite for the extensive simulation runs is an accurate and high-performance VLH
model. Based on this work, an evaluation method for robust system sizing, stable operation control,
and reliable energy-saving prognosis is developed, which is applicable also to other thermal systems.
Future work will investigate the robustness of heat recovery systems based on heat pumps with STs.

5. Conclusions and Outlook

The validation shows suitable accuracy and performance of the VLH model with reduced
numerical diffusion effects, restricted by the validity range for non-turbulent piston flow. Furthermore,
a method is developed that generates stochastic time series for a sensitivity analysis with few input
values. A suitable form of sensitivity analysis is the MC simulation assessing the risk. The robustness
of the HRL system is aided by the control system. The method also avoids oversizing in any of the
probable operation states. The simulations show that the tank size has only a small influence on
the HRR, since the mean value varies only between 95.48% and 95.90% for tank sizes of 50–2000 m3.
The standard deviations are very small (< 0.54%) but increase with decreasing storage size. This leads
to the conclusion that a 50 m3 tank reduces the HRR by less than 1%, with a minimally larger variance,
compared to the 1000 m3 and 2000 m3 tanks. Furthermore, it is now possible to better forecast reliable
energy saving.

The usage of the VLH model for a model predictive control strategy is planned for future works.
In addition, an evaluation benchmark for the verification of a sufficiently large sample of time series
for a convergent result should be introduced.
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Nomenclature

A Area
CC Composite curve
CFD Computational fluid dynamics
CDF Cumulative distribution functions
CIP Cleaning in place
FTVM Fixed temperature, variable mass
.

H Heat flow
HRL Heat recovery loop
HRR Heat recovery rate
H/htm Medium height of the thermocline
H/htl Lower height of the thermocline
H/htu Upper height of the thermocline
ISSP Indirect source and sink profile
.

m Mass flow
MC Monte Carlo
MHR Maximum heat recovery
MN Multi-node
NTU Number of transfer units
PIC Percentage of ideal case
.

Qi Thermal load
SROP Stream-wise repeat operation period
ST Stratified tank
t Time
TAM Time average model
Tcold Temperature of the cold-water reservoir of a stratified tank
Thot Temperature of the hot-water reservoir of a stratified tank
TSM Time slice model
V Volume
.

V Volume flow
VLH Variable layer height

.
W Heat flow rate
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Abstract: An experimental investigation was conducted to explore the flow boiling heat transfer
characteristics of refrigerants R134A and R410A inside a smooth tube, as well as inside two newly
developed surface-enhanced tubes. The internal surface structures of the two enhanced tubes are
comprised of protrusions/dimples and petal-shaped bumps/cavities. The equivalent inner diameter
of all tested tubes is 11.5 mm, and the tube length is 2 m. The experimental test conditions included
saturation temperatures of 6 ◦C and 10 ◦C; mass velocities ranging from 70 to 200 kg/(m2s); and
heat fluxes ranging from 10 to 35 kW/m2, with inlet and outlet vapor quality of 0.2 and 0.8. It was
observed that the enhanced tubes exhibit excellent flow boiling heat transfer performance. This can
be attributed to the complex surface patterns of dimples and petal arrays that increase the active
heat transfer area; in addition, more nucleation sites are produced, and there is also an increased
interfacial turbulence. Results showed that the boiling heat transfer coefficient of the enhanced
surface tubes was 1.15–1.66 times that of the smooth tubing. Also, effects of the flow pattern and
saturated temperature are discussed. Finally, a comparison of several existing flow boiling heat
transfer models using the data from the current study is presented.

Keywords: flow boiling; surface-enhanced tube; heat transfer coefficient; flow pattern

1. Introduction

Heat transfer enhancement technologies offer more design options for increasing the thermal
efficiency of a heat transfer unit. Nowadays, high-efficiency compact heat exchangers have received
significant attention in a wide variety of industrial applications. Evaporators and condensers are the
important components of a variety of heating and cooling systems. Hence, high-performance heat
exchange pipes with enhanced surface structures need to be designed as the basic element of a heat
exchanger. Besides, Thermodynamic characteristics of refrigerants also play a vital role in the flow
boiling heat-transfer process. R134A is a widely-used working fluid in refrigerator and automobile
air conditioning, and it is recognized as the best substitute for R12. R410A has replaced R22 in many
applications and it is a kind of near-azeotropic refrigerant (R32/R125 mixture). The thermophysical
properties and environmental protection indexes of R134A and R410A are given in Table 1.
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Table 1. Thermophysical and environment properties of refrigerants R134A and R410A.

Refrigerant
R134A

(Pure Refrigerant)
R410A

(Near-Azeotropic Refrigerant)

Composition C2H2F4 R32, R125, 50/50 (weight percent)
ASHRAE safety A1 A1

ODP 0 0
GWP 1430 2100

Molecular 102 72.6
Pc (kPa) 4066 4950
Tc (◦C) 101.1 72.5

Saturation Properties of Refrigerants

Tsat 6 ◦C 6 ◦C 10 ◦C
Psar (kPa) 361.98 965.29 1088.4

Pr (-), Psar/Pc 0.089 0.195 0.220
ρl (kg/m3) 1274.7 1145.4 1128.4
ρv (kg/m3) 17.72 36.35 41.177

μl (Pa·s) 2.47 × 10−4 1.50 × 10−4 1.43 × 10−4

μv (Pa·s) 1.09 × 10−5 1.25 × 10−5 1.27 × 10−5

kl (W/m·K) 0.089 0.100 0.097
Prl 3.753 1.183 2.315

σ (N/m) 0.01060 0.00813 0.00753
hlv (kJ/kg) 194 219 213

Previously reported studies related to in-tube heat transfer enhancement have been typically
passive enhancement techniques, which modify the surface structures, material composition, or fluid
type to enhance the two-phase heat transfer performance of a single tube or a tube bundle. In this study,
heat transfer enhancement was obtained by using surface-enhanced tubes with surface modifications.
Investigations of enhanced tubes with two-dimensional roughness are common in the open literature,
such as studies on microfin tubes with small helical internal fins [1–6]. However, researches on
three-dimensional enhanced tubes are relatively scarce, to the authors’ knowledge.

Kukulka et al. [7] tested the overall thermal characteristics of four types of three-dimensional
(3-D) enhanced tubes with staggered dimples and petal arrays. These enhanced surface tubes show
superior heat transfer characteristics through the mixed effects of surface structures, which include
increased heat transfer areas and interficial turbulence, secondary flow generation, and boundary
layer disruption. After that, Kukulka et al. [8,9] experimentally studied the tube-side condensation
and evaporation characteristics of flows in these surface-enhanced tubes (namely EHT series tubes).
Guo et al. [10] evaluated the evaporation heat transfer of R22/R32/R410A inside a plain tube, a
herringbone micro-fin tube and a dimpled tube enhanced by petal-shaped patterns (1EHT). Their
results indicate that the 1EHT tube presents good evaporation heat transfer performance for the entire
mass flux range, mainly due to the large number of nucleation sites generated by the special surface
structures. Li and Chen [11,12] studied the condensation and evaporation characteristics of R410A
inside two EHT tubes (2EHT) and one smooth tube. According to their experimental results, an increase
of mass flux results in a rise in the heat transfer coefficient and frictional pressure loss. The 2EHT
tubes exhibited superior heat transfer performance under the same operating conditions. In addition,
the higher evaporation coefficient was found at a relatively low wall superheat. Shafaee et al. [13]
discussed the flow boiling characteristics inside smooth and helically dimpled tubes with R600a as the
working fluid. Ayub et al. [14] investigated the flow boiling heat transfer of refrigerant R134A in a
dimpled tube. In order to create the in-tube annular flow passage, a round plastic rod was inserted in
the test tube. The enhanced tube having the rod exhibited the higher heat transfer coefficient three
times as that of an equivalent smooth tube. Kundu et al. [15] measured the boiling heat transfer
coefficient and pressure loss of R134A and R407C in a 9.52-mm OD smooth tube. Tests were carried
out over the mass flux range of 100–400 kg/m2s, with heat fluxes changing from 3 to 10 kW/m2.
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They found that the flow boiling coefficient raised as the mass flux or heat flux increased. It was also
found that the measured coefficient for R134A was higher than that for R407C at the same mass fluxes.
Lillo et al. [16] analyzed the flow boiling in a stainless-steel smooth tube with an inside diameter of
6.0 mm using R32 and R410A. They noticed that the evaporating coefficient for R32 was larger than
that for R410A under the same test conditions. Greco and Vanoil [17] tested the boiling heat-transfer
coefficients of a horizontal smooth tube using different refrigerants (R22, R134A, R507, R404A and
R410A). Results indicated an increase in heat transfer coefficient with the increment of saturation
temperature and heat flux.

Additionally, the size of channel and flow orientations also play an important role on the flow
boiling heat transfer. Li and Wu [18] presented a micro/mini channel criterion for evaporation heat
transfer. They reported that saturated-flow boiling characteristics in micro/mini-channels could be
different from those in conventional channels. Jige et al. [19] performed an experimental research on
flow boiling in small-diameter tubes using refrigerant R32. Their results show that the heat transfer
coefficient increases with the decreasing tube diameter. Taking into consideration the effect of tube
diameter, Saitoh et al. [20] developed a general correlation for in-tube flow boiling heat transfer by
predicting the dry-out quality, which is based on the Chen-type correlation [21]. Recently, Sira et al. [22]
studied the flow regimes and evaporation characteristics of R134A in a mini-channel having an internal
diameter of 0.53 mm respectively for horizontal and vertical flow orientations. Their results revealed the
importance of flow direction. The higher evaporating coefficient can be obtained when the two-phase
refrigerant flows towards the vertical downward direction. A summary of previous literature is given
in Table 2.

Table 2. Summary of previously published studies on evaporation inside a tube.

Authors Tube do (mm) Refrigerant G (kg/m2s) q (kW/m2) x (-)

Yu te al. [1] Smooth tube/
Micro-fin tube 10.7 R134A 163–408 2.2–56 0.1–0.9

Spindler and
Müller-Steinhagen [2] Micro-fin tube 9.52 R134A/R404A 25–150 1–15 0.1–0.7

Rollmann and
Spindler [3] Micro-fin tube 9.52 R407C/R410A 25–300 1–20 0.1–1.0

Padovan et al. [4] Micro-fin tube 7.69 R134A/R410A 80–600 14–83.5 0.1–0.99

Celen et al. [5] Smooth tube/
Micro-fin tube 9.52 R134A 190–381 10 0.2–0.77

Wu et al. [6] Micro-fin tube 5.00 R22/R410A 100–620 5–31 0.1–0.8

Kukulka et al. [8] 1EHT tube/
3EHT tube 12.7 R410A 80–180 - 0.2–0.9

Kukulka et al. [9] 1EHT tubes/
4EHT tube 9.52 R410A 160–390 - 0.2–0.8

Guo et al. [10]

Smooth tube/
Herringbone

micro-fin
tube/1EHTtube

12.7 R22/R32/R410A 50–150 13.9–36 0.1–0.9

Li and Chen [11,12] Smooth tube/
2EHT tube 12.7 R410A 60–175 - 0.1–0.9

Shafaee et al. [13]
Smooth tube/

Helical dimpled
tube

9.45 R600a 155–470 15.8 0–0.8

Ayub et al. [14] Enhanced
dimpled tube 19.05 R134A 80–200 2.5–15 0.12–0.72

Kundu et al. [15] Smooth tube 9.52 R134A/R407C 100–400 3–10 0.1–0.9

Lillo et al. [16] Smooth tube 6.00 R32 146–507 2.4–41.2 0.02–0.99

Greco and Vanoli [17] Smooth tube 6.00 R22/R134A/R507C/
R404A/R410A 360 11–21 0–1
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Table 2. Cont.

Authors Tube do (mm) Refrigerant G (kg/m2s) q (kW/m2) x (-)

Jije et al. [19]
Horizontal

small-diameter
tube

1.00/2.20/3.50 R32 50–600 5–40 0–1

Saitoh et al. [20]
Horizontal

circular
mini-channel

1.75 R134A 200–1000 1–83 0–1

Sira et al. [22]
Horizontal and

vertical
mini-channels

1.00 R134A 250–820 1–60 0.1–0.9

Only a few previous studies exist for flow boiling inside the 3-D enhanced heat transfer tubes that
are considered in this research. In contrast to micro-fin tubes, these test tubes are two-layer, two-sided,
enhanced surface tubes that are designed using shallow and deep cavities/protrusions, as can be
seen in Figure 1. These surface-enhanced tubes, made of copper, can produce more nucleation sites,
mainly owing to the petal-shaped cavities/protrusions in staggered arrangement. Specifically, the EHT
tube has shallow, petal-shaped cavities in a web-like structure, and staggered deep dimples on the
external surface, while the same enhanced patterns are located on the internal surface of the Re-EHT
tube. Similarly, both the EHT concave and Re-EHT convex exhibit the dimpled protrusions and raised
petal-shaped patterns in staggered rows. As also shown in Figure 1, the primary surface structures
(dimple/protrusion) of the EHT tube and the Re-EHT tube have a height of 1.71 mm/1.81 mm and
a projection diameter of 4.4 mm/4.0 mm. The pitch of dimple is 9.86 mm with a helix angle of
60◦, because of the staggered arrangement of the dimples/protrusions. Using the Nanovea ST400
non-contact profilometer, the EHT tube was found to have a 20% increase in inner surface area
compared with the smooth tube, and the Re-EHT tube indicates a 34% surface area increase. Details of
these test tubes are listed in Table 3.

 

 
(a) EHT tube 

Figure 1. Cont.
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(b) Re-EHT tube 

Figure 1. The external surface structure of the (a) EHT tube and (b) Re-EHT tube.

Table 3. Details of the test tubes.

Tube Type EHT Tube Re-EHT Tube Smooth Tube

Inside diameter of inner tube di (mm) 11.5
Outside diameter of inner tube do (mm) 12.7

Average wall thickness (mm) 0.6
Height of dimple/protrusion (mm) 1.71 1.81 -

Projection diameter (mm) 4.4 4.0 -
Dimpled/protruded pitch (mm) 9.86 9.86 -

Helix angle, deg 60 60 -
Ratio of actual heat transfer area, AE/AS 1.20 1.34 1
Inside diameter of outer tube Di (mm) 17.0

Tube length L (m) 2.0
Tube material Copper

Thermal conductivity (W/m2·K) 379

The main objective of this work is to experimentally study the heat transfer characteristics of
R134A and R410A during flow boiling in two horizontal, surface-enhanced tubes and one smooth tube.
In addition, the effects of flow pattern, mass velocity, and saturation temperature on the flow boiling is
also analyzed and discussed.

2. Experimental Procedure

2.1. Test Apparatus

The schematic diagram of the test apparatus utilized to evaluate the flow boiling heat transfer
characteristics of R134A and R410A inside circular tubes is shown in Figure 2a. It was composed of
three closed circuits: (1) a refrigerant circuit, the major component of the test system; (2) a recycled
water circuit used to exchange heat with the refrigerant and regulate the outlet vapor quality of the
test section by controlling the inlet temperature and mass flow rate of water; and (3) a condensation
section, which is used to cool the saturated refrigerant leaving the test tube at a given temperature.
The refrigerant circuit comprised of a storage tank, a digital gear pump, a Coriolis mass flow meter,
a preheating section, a test section, and several flow regulating valves. Sub-cooling refrigerant in
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the reservoir was sent to the test system by a gear pump regulated by a frequency converter. An oil
separator was used to decrease the mass friction of lubricating oil in the liquid refrigerant. After that, a
Coriolis mass flow meter (with a test accuracy of 0.2% of reading) was fixed to monitor the refrigerant
mass flux. The inlet vapor quality of the test section can be calculated by measuring the water mass
flow rate and water temperatures at the entrance and exit to the pre-heater.

(a) 

(b) 

 
(c) 

Figure 2. Schematic diagram of the (a) experimental system, (b) test section, (c) cross-section of the
test section.
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The two-phase refrigerant entered the test section and was evaporated immediately. The water
circuit consisted of a thermostatic water bath, a centrifugal water pump, a magnetic flow meter, and
several valves. As described in Figure 2b, the test section is a typical horizontal counter-flow-type,
double-pipe heat exchanger with a heated length of 2.0 m. Water flowing in the annulus side of the
test section provided heat energy for the refrigerant from the preheating section. Water mass flux is
measured by a Coriolis mass flow meter with an accuracy of 0.2% of real-time reading. Meanwhile,
the inlet and outlet temperatures of refrigerant were measured with Platinum RTD-100 temperature
transducers with a testing precision of ± 0.1 ◦C. In addition, the inlet and outlet absolute pressure
of the refrigerant side of the test section were measured by two pressure transducers, and the total
pressure loss across the test tube was obtained by a differential pressure gauge. All pressure measure
instruments have a test accuracy of 0.075% of the reading. Then, the two-phase refrigerant entered
the condensation section, where it was sub-cooled to at least 10 °C lower than the given saturated
temperature. Lastly, liquid refrigerant was sent into a reservoir tank with a 50-L capacity.

Figure 2c provides the details of a cross-section of the tested tube. The average wall thickness of
the enhanced surface tube is 0.6 mm. All the test tubes have the same outside diameter of 12.7 mm,
and the maximum inside diameter is 11.5 mm. The outer tube is a smooth copper tube with an inside
diameter of 17 mm. Table 3 lists the main dimensional parameters of the two enhanced tubes and
one plain tube. To minimize the heat loss to surroundings, the entire test section was insulated in a
large PVC circle pipe with an outer diameter of 110 mm. Polyurethane foam (approximately 90 mm
thick) was filled into the gap between the PVC pipe and the outer tube to provide an insulation layer.
Furthermore, a 10-mm-thick rubber foam was used to tightly wrap the PVC pipe.

To evaluate the heat insulation of the entire test section, two single-phase tests were performed
to investigate heat loss using R134A and R410A. Figure 3 illustrates the results of single-phase heat
balance measurements for the test section. It can be seen that the deviations between the water-side
heat flow rate (Qw,ts) and refrigerant-side heat flow rate (Qref,ts) are lower than 5%. This ensures that
the heat loss in the experimental apparatus can be neglected, due to its insignificant influence on the
flow boiling heat transfer.

Figure 3. Heat balance measurements for single-phase flow in the smooth tube.
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2.2. Experimental Test Conditions

For every test, the refrigerant mass velocities (determined by the actual cross-sectional area of
the inner tube, Ac,ref) were varied, while the saturated pressure, water mass flux, inlet, and outlet
vapor qualities of the test section were kept constant. The test range of flow boiling conditions are
summarized in Table 4. All temperature and pressure signals were stored by a 16-bit 20-channel data
collection card, and then the collected data were relayed in real time to a host computer. In order to
ensure the steady state conditions, data points were collected over 200 s with 20-s intervals. During
this period, the deviations of temperature, pressure, and vapor quality were below 0.1 ◦C, 5 kPa, and
0.05, respectively.

Table 4. Experimental conditions.

Parameters Range

Refrigerant R134A R410A
Saturation temperature Tsat, (◦C) 6

Refrigerant mass velocity G, (kg/m2s) 70–200
Heat flux q, (kW/m2) 10–40
Inlet vapor quality xin 0.2

Outlet vapor quality xout 0.8

3. Data Reduction and Uncertainty Analysis

3.1. Data Reduction

In this paper, heat transfer data was reduced in order to calculate the vapor quality, heat flow rate,
and evaporation coefficient. For the test section, the water-side heat transfer rate was calculated by the
heat balance equation

Qw,ts = cp,w,tsmw,ts(Tw,ts,in − Tw,ts,out) (1)

Here, cp,w,ts, mw,ts, Tw,ts,in, and Tw,ts,out represent the specific heat of water taken at the mean bulk
temperature, the mass flow rate of the recycled water, and the water temperatures at the entrance and
exit to the annular channel, respectively. The heat flux q was calculated from Equation (2), by using the
inner surface area Ai based on the maximum diameter di:

q = Qw/Ai (2)

Vapor quality at the test section inlet, xin, can be determined by the heat energy conservation in
the preheating section. The total heat transfer rate in the pre-heater, Qpre, was calculated in Equation (3),
and was composed of sensible heat (Qsens) and latent heat (Qlat):

Qpre = cp,w,premw,pre
(
Tw,pre,in − Tw,pre,out

)
= Qsens + Qlat (3)

Qsens = cp,re f ,premre f

(
Tsat − Tre f ,pre,in

)
(4)

Qlat = mre f hlvxin (5)

xin =
Qpre − cp,re f ,premre f

(
Tsat − Tre f ,pre,in

)
mre f hlv

(6)

where cp,w,pre and mw,pre represent the specific heat and mass flow rate, respectively, of hot water flowing
across the pre-heater. In addition, Tw,pre,in, Tw,pre,out, and Tsat are defined as the water temperatures at
the preheating section inlet and outlet, and the saturation temperature of refrigerant. Additionally,
cp,ref,pre, Tref,pre,in, mref, and hlv are the special heat taken at the mean bulk temperature, inlet temperature,
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mass flow rate, and latent heat of vaporization of the refrigerant flowing through the pre-heater coils,
respectively. As a consequence, the outlet vapor quality of the test section (xout) is defined as follows:

xout = xin +
Qw,ts

mre f hlv
(7)

The logarithmic temperature difference for a tube-in-tube heat exchanger was calculated using
the water and refrigerant temperatures at the inlet and outlet:

LMTD =

(
Tw,ts,in − Tre f ,ts,out

)
−
(

Tw,ts,out − Tre f ,ts,in

)
ln
[(

Tw,ts,in − Tre f ,ts,out

)
/
(

Tw,ts,out − Tre f ,ts,in

)] (8)

Here, Tref,ts,in and Tref,ts,out represent the refrigerant temperatures at the test section inlet and outlet,
respectively. Assuming no fouling thermal resistance, the tube-side evaporating coefficient (hi) can be
calculated using the following correlation:

hi =
1

Ai

[
LMTD
Qw,exp

− 1
ho Ao

− ln(do/di)
2πL·k

] (9)

where k is the thermal conductivity of wall material, and ho is the water-side heat transfer coefficient.
It is worth noting that Ao is the external surface area, decided by the nominal outside diameter (do).

Gnielinski [23] presents a classical correlation that is widely used to predict the single-phase heat
transfer coefficient for smooth tubing or annuli. This correlation is applicable for 3000 < Rew < 5 × 106

and 0.5 < Prw < 2000:

ho =
( f /2)(Rew − 1000)Prw

1 + 12.7( f /2)0.5(Prw2/3 − 1
)(μbulk

μwall

)0.14 kw

dw
(10)

The dynamic viscosity ratio, (μbulk/μwall)0.14
, can be evaluated using the average value of the bulk

temperatures of water and inner wall. The results show the property differences in this study to be
no more than 1%. In addition, dw is the water-side hydraulic diameter, which is equal to the inside
diameter. The fanning friction factor (f ) can be determined from the Petukhov correlation [24] given
by Equation (11). For a smooth tube, the range of application of the prediction correlation is 3000 <
Rew < 5 × 106:

f = (1.58 ln Rew − 3.28)−2 (11)

Since the internal and external surfaces of the EHT tubes are rough, due to the special surface
structures, and the Gnielinski correlation [23] only applies to the smooth tubing, a water-side heat
transfer enhancement factor C, decided by the Wilson plot method [25], was utilized to modify the
Gnielinski correlation [23]. In fact, the factor C is the heat transfer coefficient ratio of the enhanced
surface tubes to an equivalent plain tube. Then, the overall thermal resistance of the double-pipe heat
exchanger for enhanced tubes can be calculated by following equation:

1
C · ho

=
1
U

− do

dihi
− do ln(do/di)

2k
(12)

where U is the overall heat transfer coefficient of the test section.
At a given large mass flow rate of refrigerant, the inner thermal resistance and the wall thermal

resistance can be considered as a constant value. Therefore, the water-side/shell-side heat transfer
coefficient (ho) can be determined by varying the temperature and mass flux of the recycled water.

As depicted in Figure 4, the Wilson plot tests were done using the data points of refrigerants
R134A and R410A. The water-side heat transfer enhancement factor C can be calculated directly by
applying a linear regression method. It is found that the term C is only related to the special surface
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structures, and does not depend on the working fluid. According to the experimental results, the
appropriate value of C is 2.70 for the EHT tube and 2.29 for the Re-EHT tube. This heat transfer
enhancement is attributed to the dimples/protrusions on the tube wall. Something else to note is that
all thermodynamic properties of R134A and R410A were obtained from REFPROP 9.1 software [26].

(a) EHT tube 

(b) Re-EHT tube 

Figure 4. Test results of Wilson plot [23] of the (a) EHT tube and (b) Re-EHT tube.
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3.2. Experimental Uncertainty Analysis

The measurement error strongly depends on the flow boiling conditions and the accuracy of
the thermocouples, pressure gauges and flowmeter. Uncertainties in the measured and calculated
parameters were estimated by an error-delivering algorithm, as described in Moffat [27]. According
to previously published papers, the relative uncertainty (UR) of the experimental parameter can be
calculated using the following equation:

UR =

[
n

∑
i=1

(
∂R
∂Xi

U(Xi)

)2
]1/2

(13)

The relative error of the heat transfer rate supplied by the hot water flowing in the annulus side,
U(Qts), can be calculated from the energy conservation in the test section:

U(Qts) =

√
∂2(mw,ts)

mw,ts2 +
∂2(Tw,ts,in) + ∂2(Tw,ts,out)

(Tw,ts,in − Tw,ts,out)
2 (14)

Then, Equation (15) gives the relative uncertainty of the refrigerant mass velocity U(Gref):

U
(

Gre f

)
=

√√√√∂2
(

mre f

)
mre f

2 + 4
∂2(di)

di
2 (15)

As a result, the measurement uncertainty in boiling heat-transfer coefficient can be expressed in
the following form:

U
(

hre f

)
=
√

U2(R) + U2(Ai) (16)

with

R =
LMTD

Qts
+

1
hw Ao

+
ln(do/di)

2πLkwall
(17)

where R is the overall thermal resistance and LMTD is the logarithmic mean temperature difference.
Besides, kwall is the thermal conductivity of the wall material.

On the basis of the previous results in open literature, the Gnielinski correlation [23] usually leads
to a deviation of up to 10%. Table 5 gives a summary of the experimental uncertainties of the measured
and calculated parameters. The results indicate that the maximal error of the in-tube heat transfer
coefficient is estimated to be 8.34%. Thus, the test system is proven to be reliable and stable.

Table 5. Uncertainties of measured and calculated parameters.

Measured Parameters Uncertainty

Diameter ±0.05 mm
Length ±0.5 mm

Temperature ±0.1 K
Pressure, range: 0–5000 kPa ±0.075% of full scale

Differential pressure, range: 0–50 kPa ±0.075% of full scale
Refrigerant mass flow rate, range: 0–120 kg/h ±0.2% of reading

Water mass flow rate, range: 0–600 kg/h ±0.2% of reading

Calculated Parameters Uncertainty

Mass velocity G, (kg/m2s) ±1.17%
Heat flux q (kW/m2) ±2.64%

Vapor quality x ±3.96%
Heat transfer coefficient h (W/m2K) ±8.34%
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4. Results and Discussion

4.1. Single-Phase Heat Transfer

Figure 5 shows the experimental Nusselt number (Nu) of R134A during flow boiling in the two
enhanced tubes and one smooth tube, versus the Reynolds number (Re). Results indicate that the
Nusselt number of the Re-EHT tube is about 34% higher than that of the smooth tube, and the EHT
tube exhibits an impressive 50% increase in Nusselt number. The enhancement of the heat transfer
characteristics can be attributed to the stronger interfacial turbulence effect and boundary layer
disruption caused by the protrusions/dimples and staggered petal arrays. The solid line represents
the Nu-Re curve of the smooth tube predicted by the Dittus-Boelter correlation [28], and the dashed
line represents the predictions provided by the Gnielinski correlation [23]. As a result, both the
two widely-used single-phase heat transfer models show well-accepted predictive ability, showing a
maximum deviation error of 10%.

Figure 5. Variation of Nusselt number with Reynolds number for single-phase heat transfer in two
enhanced tubes and one smooth tube.

4.2. Flow Pattern Analysis

The Wojtan et al. [29] flow pattern map has been widely used for boiling flow heat transfer in
horizontal smooth tubes. Figure 6 shows the predicted flow pattern in this study for R134A and
R410A, at Gref = 100 kg/m2s, Tsat = 6 ◦C, and di = 11.5 mm. Obviously, it can be inferred that the main
flow regimes are slug flow, stratified-wavy flow, intermittent flow, and annular flow. In the smooth
tube tested, the flow patterns are the slug flow and stratified-wavy flow, using R134A and R410A
as the working fluid at low mass fluxes. When Gref > 150 kg/m2s, the intermittent low and annular
flow will occur according to the flow pattern map in the vapor quality range of 0.2–0.8. The local
dry-out could appear as the mass velocity and vapor quality increases, when Gref > 200 kg/m2s and
x > 0.9. Similar to the results reported in [4,16,29], evaporating coefficients tend to decrease with the
increment of the vapor quality. For the boiling heat transfer process, nucleate boiling is dominant
in the low-quality region, while the contribution of convective boiling increases as the mass velocity
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increases. Intermittent and annular flow patterns are usually considered as the optimal heat transfer
patterns due to the smaller internal thermal resistance caused by the thin liquid film. The transition
vapor quality from intermittent flow to annular flow, xIA, can be determined by the Kattan-Thome
model [30] and is given by:

xIA =

{[
0.341/0.875

(
ρv

ρl

)−1/1.75( μl
μv

)−1/7
]
+ 1

}−1

(18)

(a) R134A evaporation with Gref = 100 kg/m2s and q = 17 kW at Tsat = 6 °C 

(b) R410A evaporation with Gref = 100 kg/m2s and q = 18 kW at Tsat = 6 °C 

Figure 6. Flow pattern map of Wojtan et al. [29] for flow boiling in a smooth tube with an inside
diameter of 11.5 mm.
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As a result, the transition quality xIA is 0.316 for R134A and 0.404 for R410A. For R134A, flow
boiling in a horizontal smooth tube, slug flow, and stratified-wavy flow dominate the flow boiling
condition over the mass flux range of 70–150 kg/m2s. In this case, intermittent flow and annular
flow may appear only in the high-quality region. For the case of R410A, the flow mechanism will be
dominated by slug flow and stratified-wavy flow when Gref is less than 140 kg/m2s, while annular
flow and intermittent flow occur at higher vapor quality values when Gref > 140 kg/m2s.

For the EHT and Re-EHT tubes, there is no available information of flow pattern map from the
previous studies. A flow pattern analysis that predicts the flow boiling inside the enhanced tubes
was made. When compared to smooth tubing, the transition from intermittent flow to annular flow
is expected to happen at a lower vapor quality, while the transition line between stratified-wavy
flow and annular flow trends to appear at lower mass velocities and vapor qualities. The primary
dimples/protrusions and secondary petal arrays on the heated surface can pull the liquid film to
distribute around the circumference, and force the bubbles to move towards the center of the tube.
Previous studies [1,2,31] have reported flow boiling flow patterns of horizontal micro-fin tubes. It
was found that the intermittent-to-annular-flow transition quality is lower than that of the smooth
tube under the same operating conditions. The earlier transition of flow regimes in the micro-fin
tube is mainly due to the liquid droplet entrainment effect of spiral mini-channels on the inner wall.
Mashouf et al. [32] carried out a visualization study to observe evaporation flow patterns of R600a
in horizontal dimpled and smooth tubes. At the same mass flux, the flow pattern transition in the
dimpled tube occurred at a lower vapor quality in comparison with the equivalent smooth tube. It
can be concluded that the dimples/protrusions are beneficial to the decrease of transition quality.
Moreover, it is inferred that the intermittent/annular flow regimes dominate the entire test range for
R134A and R410A flow boiling in the enhanced tubes. In a future study, a visualization observation
will be performed to determine the flow patterns of working fluid in the EHT enhanced tubes.

4.3. Flow Boiling Heat Transfer Coefficient

Flow boiling heat transfer characteristics of R134A and R410A inside the three test tubes were
evaluated. Figure 7 depicts the measured heat transfer coefficient and heat flux as a function of
mass velocity at a saturation temperature of 6 ◦C. Experimental results indicate that the evaporating
coefficients increase with a rise in mass flux. The greater vapor velocities enhance the convective
boiling heat transfer with the increasing shear stress on the gas-liquid interface and inner wall, and
the reduced liquid film thickness. In addition, the interaction between the dimples/protrusions and
liquid film near the tube wall also enhances the heat transfer coefficient. Consequently, the boiling
heat transfer coefficient increases with the increasing mass flux.

Compared to the smooth tube, the evaporation coefficients of enhanced tubes are significantly
higher. As indicated in Figure 7a, the heat transfer coefficient of the EHT tube is about 1.25–1.32 times
that of the tested smooth tube, for mass velocities varying from 70–150 kg/m2s, and 1.58–1.66 times
that of the Re-EHT tube. Dimples/protrusions generate periodic vortexes, continue to separate the
boundary layer, and enhance the turbulence between the fluid and wall surface. The strong gas-phase
shear stress caused by the low gas-phase viscosity may drive liquid droplets into the vapor, thereby
generating flow separation and mixing. Moreover, these enhanced surface structures produce more
nucleation sites, causing higher boiling heat transfer coefficients than those found in a smooth tube.
These reasons result in a higher heat transfer coefficient for the EHT tube. However, the Re-EHT
tube shows a superior heat transfer performance under the same mass flux conditions. This higher
efficiency is partially attributed to the larger internal surface area. On the other hand, the surface
tension also plays a vital role in thinning the film thickness in the dimpled tubes. As a consequence,
the heat transfer enhancement of 3-D surface structures of the Re-EHT tube is more efficient than that
of the EHT tube.
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(a) R134A evaporation in the test tubes. 

(b) R410A evaporation in the test tubes. 

Figure 7. Comparison of flow boiling heat transfer coefficient and heat flux between enhanced and
smooth tubes using (a) R134A and (b) R410A.

A comparison of evaporation heat transfer coefficients of R410A between the tested enhanced
and smooth tubes are shown in Figure 7b. The heat transfer enhancement ratio of the EHT tube to the
smooth tube is in the range of 1.15–1.28, and 1.45–1.65 times for the Re-EHT tube. It can be seen from
Figure 7 that the measured coefficient of R134A is lower than that of R410A at the same mass flux.
This phenomenon can be explained by the fact that the liquid-phase thermal conductivity and latent
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heat of R410A are larger when compared with R134A. Additionally, R410A has the higher imposed
heat flux compared to R134A. Steiner and Taborek [33] used the onset of a nucleate boiling (ONB)
criterion to develop a correlation for predicting the minimum heat flux to achieve the ONB during
in-tube evaporation:

qONB =
2σTsathcb

rρvhlv
(19)

In view of the fact that the minimum heat flux at ONB for R410A is lower than that for R134A,
owing to the larger latent heat of vaporization, the importance of nucleate boiling heat transfer for
R410A case exceeds that for R134A case in the present study. Therefore, the heat transfer coefficient of
the Re-EHT tube raises rapidly with the increasing mass flux. This can be explained by the fact that
the forced convective boiling component is more and more important, and that high mass flux induces
liquid entrainment, thereby weakening the thermal resistance. In order to avoid sub-boiling in the
entrance section of test tube, the inlet vapor quality was maintained at 0.2. Besides, the vapor outlet
quality was controlled to 0.8 to prevent local dry-out in the exit section.

4.4. Effect of Saturation Temperature on Flow Boiling Heat Transfer Characteristics

Figure 8 compares the effect of saturated temperature on the average flow boiling coefficients for
a constant inlet quality of 0.2 and outlet quality of 0.8, over the mass flux range of 80–200 kg/m2s,
with heat flux varying between 16 and 35 kW/m2. Tests were conducted at two different saturation
temperatures (6 ◦C and 10 ◦C). Under the same flow boiling conditions, the heat transfer curve of
the Re-EHT tube is higher than that of the EHT tube and the smooth tube. On other hand, these
results indicate that the boiling heat transfer coefficients measured at a saturated temperature of 6 ◦C
are higher than those at Tsat = 10 ◦C under the boiling conditions. The weakened wall shear stress
and gas-liquid interfacial stress may be responsible. In addition, the vapor-phase density increases
with an increase in saturation temperature, which leads to a lower vapor velocity. Furthermore, the
liquid-phase heat conductivity decreases as the saturated temperature increases. This leads to a rise
in internal thermal resistance. For these reasons, a lower saturation temperature is beneficial for the
boiling heat-transfer coefficient. Lima et al. [34] also observed the similar experimental results that
higher heat transfer coefficients were found at lower saturation temperatures.

Figure 8. The effect of saturated temperature on the evaporating heat transfer in the test tubes.
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4.5. Evaluation of Flow Boiling Heat Transfer Correlations

Figure 9 shows the comparison of experimental data and predicted values calculated by four
well-known correlations (Liu and Winterton [35], Gungor and Winterton [36], Kandlikar [37], and
Wojtan et al. [38]). Table 6 summarizes the detailed parameters of these correlations [35–38]. Table 7
lists the deviations between the experimental and predicted results by adopting the mean absolute
error (MAE) and mean relative error (MRE), which are given by

MAE =
1
N

N

∑
i=1

∣∣∣∣ hexp − hcal

hexp

∣∣∣∣× 100% (20)

MRE =
1
N

N

∑
i=1

(
hexp − hcal

hexp

)
× 100% (21)

where N is the total number of experimental data points. In addition, hexp is the experimental heat
transfer coefficient and hcal is the calculated value by using the prediction correlations.

The Gungor and Winterton model [36] tends to over-estimate the experimental results, with a
mean absolute error of 42.26% and mean relative error of −45.43%; the Kandilkar correlation [37] also
exhibits a larger predictive error. Thus, the Gungor and Winterton correlation [36] and the Kandilkar
correlation [37] are not applicable for our experiments. In fact, the refrigerant used in this study is
different from those used in the study of Kandilkar [37], where working fluids only include the water,
R11, R12, R22, R113, R114, R152, ethylene glycol, and nitrogen. Better agreement can be presented by
the prediction correlation of Wojtan et al. [38] and Liu and Winterton [35]. Both of the correlations could
predict 80% of experimental data points within a ±30% error band. The Wojtan et al. correlation [38]
was built based on the mathematical analysis of the liquid film thickness (δ) and dry-out angle (θdry).
The convective boiling heat transfer coefficient (hcb) was developed from the Dittus–Boelter model [28]
by replacing Rel and dh with Reδ and δ. The Liu and Winterton correlation [35] was based on the first
general model developed by Chen [21] for saturated boiling heat transfer, by considering the force
convective term and nucleate boiling term. This correlation is valid for flow boiling heat transfer in
channels with the hydraulic diameters in the range from 2.95 to 32 mm.

htp = Ehcb + Shnb (22)

Here, htp is the two-phase heat transfer coefficient, E is the enhanced factor, S is suppression factor,
and hnb is the nucleate boiling component. It is noticed that the prediction correlation still cannot
accurately estimate the boiling heat transfer coefficient for the present study, since it ignores the effect
of the surface roughness (Rp).

Based on the Liu and Winterton correlation [35], Cooper [39] developed a nucleate boiling heat
transfer correlation, by considering the effect of surface roughness on the interfacial turbulence and
nucleation sites. The modified term is given by

hnb = 55Pr
0.12−0.2lgRp(−lgPr)

−0.55M−0.5q0.67 (23)

For the smooth tube, the surface roughness Rp is considered to be in the range 0.3–0.4 μm, due to
the higher flatness. For the enhanced tubes tested, the three-dimensional surface roughness is in the
range of 1.5–2.5 μm for the EHT tube, and 6–7 μm for the Re-EHT tube.
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(a) Comparison of experimental and predicted results for R134A evaporation in the test tubes. 

(b) Comparison of experimental and predicted results for R410A evaporation in the test tubes. 

Figure 9. Evaluation of four heat transfer correlations for evaporation heat transfer in the tube.
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Table 6. Details of four existing correlations for evaporation heat transfer.

Author Correlation

Liu and Winterton [35] htp =
[
(Ehcb)

2 + (Shnb)
2
]0.5

, hcb = 0.023Rel
0.8Prl

0.4 kl
dh

E =
[
1 + xPrl

(
ρg
ρl
− 1

)]0.35
, Rel =

Gdh
μl

hnb = 55Pr
0.12(− log10 Pr

)−0.55 M−0.5q0.67, S =
(
1 + 0.055E0.1Rel

0.16)−1

Gungor and
Winterton [36] htp = Ehl + Shnb, hl = 0.023Rel

0.8Prl
0.4 kl

dh

hnb = 55Pr
0.12(− log Pr)

−0.55 M−0.5q0.67, E = 1 + 24000Bo1.16 + 1.37
(

1
Xtt

)0.86

S = 1
1+1.15×10−6E2Rel

1.17 , Xtt =
(

1−x
x

)0.9( ρv
ρl

)0.5( μl
μv

)0.1
, Bo =

q
Ghlv

Kandlikar [37] htp = MAX(hcb, hnb)

hcb =
[
1.136Co−0.9(25Frl)

0.3 + 667.2Bo0.7
]

hl

hnb =
[
0.6683Co−0.2(25Frl)

0.3 + 1058Bo0.7
]

hl

hl = 0.023Rel
0.8Prl

0.4 kl
di

, Frl =
G2

gdiρl
2 , Bo =

q
Ghlv

, Co =
(

1−x
x

)0.8( ρv
ρl

)0.5

Wojtan et al. [38] htp =
θdryhv+(2π−θdry)hwet

2π , hv = 0.023Rev
0.8Prv

0.4 kv
di

hwet =
[
(hcb)

3 + (hnb)
3
]1/3

, hnb = 55Pr
0.12(− log Pr)

−0.55 M−0.5q0.67

hcb = 0.0133Reδ
0.69Prl

0.4 kl
di

, Reδ =
4Gδ(1−x)

μl(1−ε)
, δ =

πd(1−ε)

2(2π−θdry)
slug/intermittent/annular : θdry = 0

slug − strati f ied wavy f low : θdry = θstrat
x

xIA

[
(Gwavy−G)

(Gwavy−Gstrat)

]0.61

strati f ied − wavy f low : θdry = θstrat

[
(Gwavy−G)

(Gwavy−Gstrat)

]0.61

Table 7. Prediction accuracy of the heat transfer correlations.

Correlations MAE (%) MRE (%)

Liu and Winterton [35] 18.84 1.98
Gungor and Winterton [36] 42.26 −45.43

Kandlikar [37] 30.00 −27.97
Wojtan et al. [38] 23.81 −15.83

Modified correlation 3.64 0.85

A comparison of the predictions of the modified correlation and experimental data are shown
in Figure 10. All data points of the enhanced and smooth tubes tested are predicted within a ±10%
error band. The modified correlation may not entirely be suitable for all test conditions. For example,
the effects of tube diameter and effective heated length need to be examined further to enlarge the
application range of the modified correlation.

4.6. Performance Factor

On account of the fact that the actual internal surface areas of the tested tubes were different, a
performance evaluation factor (PF) was adopted to evaluate the thermal efficiency of the enhanced
tubes, which can be written as

PF =
he

hs
· As

Ae
(24)

where hS and AS are the heat transfer coefficient and the actual inner surface area of the smooth tube.
Similarly, he and Ae represent the evaporating coefficient and internal surface area of the enhanced
tubes, respectively.
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(

Figure 10. Evaluation of the modified correlation for the boiling heat transfer coefficient of the
tested tubes.

Figure 11a details the variation of the performance factor of R134A during flow boiling in the EHT
and Re-EHT tubes with mass flux. Over the entire test range, the PF values of the enhanced tubes are
kept steady. The performance factor values are about 15% for the EHT tube and 30% for the Re-EHT
tube. Different from the results of R134A case, the PF value of R410A case increases as the mass flux
increases at first, and then gradually tends to be flat when Gref > 150 kg/m2s. In summary, the PF
values of the EHT and Re-EHT tubes are larger than unity, showing a good heat transfer performance.

(a) Performance factor for the enhanced tubes using R134A. 

Figure 11. Cont.
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(b) Performance factor for the enhanced tubes using R410A. 

Figure 11. Performance factor versus mass flux for boiling heat transfer in the enhanced tubes using
(a) R134A and (b) R410A.

5. Conclusions

An investigation on the flow boiling of refrigerants R134A and R410A in two enhanced surface
tubes and one smooth tube was carried out. The effects of flow pattern, mass flux, and saturation
temperature on the boiling heat transfer were discussed. A comparison between experimental data
and predictions calculated by several existing correlations for in-tube evaporation was conducted. The
main conclusions can be summarized as follows:

1. Intermittent/annular flows could be the major flow patterns over the entire experimental range
for R134A and R410A flow boiling in the enhanced tubes in this study (as shown in Wojtan et al.’s
map [29]).

2. The boiling heat transfer coefficients increase with the increasing mass flux. Two enhanced tubes
present better heat transfer performance than the smooth tube. This can be attributed to the
complex two-layer surface structures of enhanced tubes. The dimples/protrusions enhance the
in-tube heat transfer by increasing heat transfer surface area, promoting the interfacial turbulence,
providing more nucleation sites and destroying the boundary layer.

3. An increase in heat transfer coefficient is found at a lower saturation temperature, in view of
the fact that the gas-liquid interfacial and wall shear stresses are weakened as the saturation
temperature increases.

4. Boiling heat transfer coefficients are evaluated using the four widely-used correlations. The
correlations of Wojtan et al. [38] and Liu and Winterton [35] show a good predictive ability.
Considering the effect of the surface roughness, an optimization model was presented, which can
predict all data points within a ± 10% error band.

5. The enhanced tubes showed a good performance factor. Hence, the dimples/protrusions and
petal arrays are the effective surface structures for enhancing the tube-side evaporation. The
Re-EHT tube has the largest potential for boiling heat-transfer enhancement.
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Nomenclature

Ac cross sectional area, m2

Ai inner surface area of test tube, m2

Ao outer surface area of test tube, m2

Bo Boiling number, [-]
cp specific heat, J/(kg·K)
C enhancement factor, [-]
Co convective number, [-]
di inner diameter of test tube, m
do outer diameter of test tube, m
dh hydraulic diameter, m
E enhancement factor, [-]
f Fanning friction factor, [-]
Fr Froude number, [-]
G mass flux, kg/(m2s)
h heat transfer coefficient, W/(m2·K)
hlv latent heat of vaporization, J/kg
k thermal conductivity, W/(m·K)
L tube length, m
LMTD logarithmic mean temperature, K
m mass flow rate, kg/s
M molecular weight, g/mol
Pw wetted perimeter, m
PF performance factor, [-]
Pr Prandtl number, [-]
Pr reduce pressure, [-]
Q heat transfer amount, W
q heat flux, W/m2

r bubble radius, m
Rp surface roughness, m
Re Reynolds number, [-]
S suppression factor, [-]
T temperature, K
U total heat transfer coefficient, W/(m2·K)
x vapor quality, [-]
xIA Transition quality from intermittent flow to annular flow, [-]
Xtt Martinelli parameter, [-]

Greek symbols

σ surface tension, N/m
μ dynamic viscosity, Pa·s
θ angle, [º]
ρ density, kg/m3

ε void fraction, [-]
δ liquid film thickness, m
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Subscripts

ave average
cal calculation
cb convective boiling
dry dry-out
e enhanced
exp experiment
i inner
in inlet
l liquid phase
lat latent heat
nb nucleate boiling
o outer
ONB onset of nucleate boiling
out outlet
pre Preheating section
ref refrigerant
s smooth
sat saturated
sens sensible heat
tp two-phase
ts test section
v vapor phase
wall tube wall
w water
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Abstract: This research was aimed at studying the numerical and experimental characteristics of the
air flow impinging on a dimpled surface. Heat transfer enhancement between a hot surface and the
air is supposed to be obtained from a dimple effect. In the experiment, 15 types of test plate were
investigated at different distances between the jet and test plate (B), dimple diameter (d) and dimple
distance (Er and Eθ). The testing fluid was air presented in an impinging jet flowing at Re = 1500 to
14,600. A comparison of the heat transfer coefficient was performed between the jet impingement on
the dimpled surface and the flat plate. The velocity vector and the temperature contour showed the
different air flow characteristics from different test plates. The highest thermal enhancement factor
(TEF) was observed under the conditions of B = 2 d, d = 1 cm, Er= 2 d, Eθ = 1.5 d and Re = 1500.
This TEF was obtained from the dimpled surface and was 5.5 times higher than that observed in the
flat plate.

Keywords: impinging jet; dimple; Nusselt number; heat transfer; heat exchanger

1. Introduction

Heat exchangers, whether large or small, play an important role not only in industry but also
in everyday life. A heat exchanger is any device that can transfer heat from one medium to another.
To achieve a high heat-transfer rate over a smaller area, the impinging technique is quite interesting.
The fluid will be impinged to attack the wall. This can be used to increase or decrease the temperature
of a device, such as by transferring the heat out from electronic hardware. The heat produced from
a CPU can be passed along the fins and out into the surrounding environment. The development is
interesting in terms of the impinging jet characteristics and heat exchanger surfaces. In this research,
our study was focused on the improvement of the heat exchanger surface. This has been developed
from a flat plate to a dimpled surface for generating a vortex and high turbulence intensity on the
surface. This can increase the heat transfer and reduce the pressure drop. In the conventional technique,
ribs or baffles are set on the heat exchanger plate for increasing the heat transfer. However, this can
also increase the pressure drop and the friction factor, leading to the production of a low thermal
enhancement factor (TEF). The TEF indicates the heat-transfer performance as calculated from the
Nusselt number (Nu) and friction factor (f). As such, the TEF represents the ratio of heat transfer and
the power ability of the fluid to flow through the heat exchanger device. A higher TEF cannot be
obtained at a higher heat-transfer rate with a high pressure drop.

Investigations have been conducted widely into the effect of those parameters of an impinging
air jet on the heat transfer in many roughened-surface geometries. Recently, Ries et al. [1] studied
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the heat transfer of a turbulent jet impinging on a 45◦ incline by using a direct numerical simulation
(DNS) method. The results showed that the highest heat-transfer position was not the fluid impinging
point (the stagnation point) but was in fact a little shifted to above the impinging point. Ries et al. [2]
investigated the flow and heat characteristics by experiment of an air jet impinging on a flat plate
inclined at different angles. The highest Nu was found at the stagnation point for the flat plat inclined
at 90◦. Meola et al. [3] investigated convective heat transfer coefficients on a flat plate. They were
focused on the effects of shear layer dynamics. An infrared scanning radiometer and the heated thin foil
technique were used to measure the temperature and determine the Nusselt number. Guerra et al. [4]
found that the local velocity and the temperature distributions were presented as well as longitudinal
turbulence profiles on the impinged plate. Chaudhari et al. [5] measured temperature and pressure on
the impinged plate to find the heat transfer and pressure drop on this plate along in the radial line.
The experiments were focused on the following parameters: Re in the range of 1500–4200. The ratio
of the axial distance between the heated plate and the jet to the jet diameter was in the range of 0–25
in this study. The results of the maximum heat transfer coefficient as a Nusselt number (Nu) were 11
times higher with the synthetic jet than with natural convection. Draksler and Končar [6] numerically
analyzed heat transfer rates using the turbulence models for predictions of heat transfer and the flow
characteristics of an axis-symmetric impinging jet. The results were validated based on the free jet
impingement experiment. Nanan et al. [7] studied the flow and heat-transfer characteristics of swirling
impinging jets on an impinged plate. The results showed that the swirling impinging jets offered higher
heat-transfer rates on impinged surfaces than the conventional impinging jets. Nuntadusit et al. [8]
investigated the effect of using multiple swirling impinging jets (MSIJs) and found that the Nu from
using MSIJs was higher than from using multiple conventional impinging jets. Qiang et al. [9] studied
the low viscosity fluid (non-Newtonian fluid) impinging to the flat plate. The results indicate that
non-Newtonian fluid is the optimum choice to obtain high heat transfer rate for laminar flow.

Tong [10] studied the solving of Navier-Stokes equations by using a finite-volume for investigating
the hydrodynamics and heat transfer of the impingement process. The results showed that
a high maximum Nusselt number also provided the maximum pressure drop on the surface.
M. Goodro et al. [11] showed the effects of array jets impinging on the flat plate in Reynolds numbers
ranging from 8200 to 30,500 and Mach numbers from 0.1 to 0.6. The heat transfer also significantly
increased as the Reynolds number and Mach number increased. Pakhomov and Terekhov [12]
presented the results of numerical investigation into the flow structure and heat transfer of impact
mist jets with a low concentration of droplets.

Ekkad and Kontrovitz [13] focused on heat transfer distributions over a jet impingement
target surface with dimples. They used the transient liquid crystal technique to measure the heat
transfer. Results showed that the presence of dimples on the target surface, in-line or staggered with
respect to jet location, produced lower heat transfer coefficients than the non-dimpled target surface.
Lienhart et al. [14] carried out an experimental and numerical investigation into how the turbulent flow
over dimpled surfaces has an effect on the friction drag. The results showed that the friction factors
of dimpled surfaces were higher than those of flat plates. Kanokjaruvijit and Martinez-Botas [15]
studied heat transfer in an inline array of round jets impinging on a staggered array of hemispherical
dimples. They considered various parametric effects, such as Reynolds number, jet-to-plate distance,
dimple depth and ratio of jet diameter to dimple-projected diameter. A transient wide-band liquid
crystal method was used to measure the heat transfer rate. At a dimple depth of 0.15 and jet-to-plate
distance twice that of the dimple diameter, the results showed that the heat transfer under these
conditions was a significant 70% higher than with a flat plate. Xing and Weigand [16] studied a jet
array impinging on flat and dimpled plates by using the transient liquid crystal method. The best
heat transfer performance was obtained with the minimum cross flow and narrow jet-to-plate spacing,
whether on a flat or dimpled plate. The dimples on the target plate resulted in higher heat transfer
coefficients than with the flat plate. Won et al. [17] combined PIV experiments and modeling to
obtain two-and three-dimensional (3-D) microjet flows. From the 3-D velocity fields, the researchers
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could quantify the flow physics around the impingement between the orifice and the bottom surface.
Kwon et al. [18] used a naphthalene sublimation technique for obtaining local and average Nusselt
numbers on a dimple. The average Nusselt number increased as the turbulence intensity in the mixing
layer over the dimple increased, which affected the dimple depth and the increase in Reynolds number.
Turnow et al. [19] studied the use of Large Eddy Simulation (LES) and Laser Doppler Velocimetry
(LDV) to find vortex structures and heat transfer enhancement mechanisms of turbulence flow over a
staggered array of dimples. LES was used to calculate the flow and temperature fields. The vortex
structure of dimple packages was shown from LDV and LES. The heat transfer rate from a dimpled
plate could be about 200% higher than that of a flat plate.

De Bonis and Ruocco [20] applied the impingement technique for food drying or dehydration.
The heat transfer rate, water activity and moisture depletion were measured in a food substrate using a
turbulent air jet impingement for food heating. Parida et al. [21] studied the jet impingement for cooling
high heat flux (i.e., cutting-edge electronic technologies). The results showed that developments in
cooling methodologies were required to avoid unacceptable temperature rise and to maintain a high
performance. The overall improvement in quality of 150–200%, based on the maximum Nu recorded
both experimentally and numerically, was affected by impingement and associated swirl. Na-pompet
and Boonsupthip [22] were interested in cooling rate impingements of food. They demonstrated
the comparison between experimental data from related publications and numerical simulations.
The results showed that a proper design of the plate position significantly enhanced the overall energy
transfer on the target surface and improved the cooling rate of food model. Alenezi et al. [23] studied
the flow structure and heat transfer of jet impingement on a rib-roughened flat plat. The results
indicates that at the smooth surface with the same rib position, the maximum Nu for each location
was obtained when the rib height was close to the corresponding boundary layer thickness.

According to the previous work, the half-sphere dimpled surface of the heat exchanger plate has
been studied and presented a moderate heat transfer rate. However, the half-sphere shape is difficult
to machine, so the cylindrical dimpled surface was modified for use in this work. The cylindrical shape
not only presents a high heat transfer rate but also presents the vortex of the fluid flow, which can
occur around the dimple edge in order to promote heat transfer between the air and the test-section
plate. In this research, the air is used as an impinging jet for Re = 1500 to14,600. A total of 15 case
studies were investigated, based on different dimple sizes and positions on the impingement plate.

This research work aimed to continue the research carried out in previous work [24].
The researchers aimed to develop a heat exchanger plate to improve the heat transfer from the
impinging jet. The surface was designed and tested in many different cases. However, the experimental
results failed to clearly explain the flow behavior on the test-section plate. This is because a sensor
could not be set atop the plate as doing so would obstruct the flow. Instead, numerical studies were
used to analyze and describe the experiment. In the simulation part, the friction factor (f) value on the
test-section plate was the key variable utilized to present the flow obstacle of that device. In this work,
the test-section plate with a higher f value required a higher pump power to drive the air flow through
the device compared to the test-section plate with a lower f value. However, the TEF was the most
important variable used to compare the heat exchange efficiency of the test-section plate. The TEF
represents both the heat exchange efficiency and the pump power, which were analyzed in terms of
Nu and f, respectively.

2. Experimental Setup

In the experiment, an air compressor with a tank was used to blow the air impinging on the
test-section plate. The air continuously flowed through the orifice. The manometer was connected in
parallel to the orifice for measuring the pressure drop. The pressure drop was converted to air flow
velocity. The adjustable velocity valve was set in front of the test section. Ten Reynolds numbers of air
flow velocity were analyzed in the range of Re = 1500 to 14,600. The air was then injected through the
nozzle jet (diameter = 1 cm) impinging on the test plate (diameter plate = 30 cm). The test plate was
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covered by the flat plate on the top to protect the impinging jet air moving out. The three different
distances between the nozzle jet and test plate were 2, 4 and 6 cm.

The heater was installed on the bottom wall of the test plate to maintain a uniform surface of heat
flux. The electrical output power was controlled by a Variac transformer to obtain a constant heat flux.
In Figure 1, the diameter of the plate (D) is 30 cm. The diameters of the cylindrical dimples are 1 and 2
cm (d) with radial distances between dimples, Er = 2 d and 3 d, and circumferential dimple distances,
Eθ = 1.5 d and 3 d. The depth of the dimples is 0.5 cm. The confinement plates, which are 2, 4 and 6
cm (B), are above the test plate. The details of the geometry of the impingement plate with dimples
and tested conditions are shown in Table 1. There were 15 case studies, shown in Table 2.

Manometer

Watt Meter

Orifice

Electrical
Heater

Data Acquisition

Thermocouple set

Test Section

Air Compressor

Computer
AC-Power Supply  

(a) 

 
(b) (c) 

 
(d) 

1/15-2d-1.5d 1/15-3d-3d 

0.5 cm 

d 

Figure 1. (a) Schematic diagram of experimental apparatus, (b) Details of the impingement dimples on
the surface at Er = 2 d and Eθ = 1.5 d, (c) at Er = 3 d and Eθ = 3 d, (d) The depth of the dimples.

The 16 thermocouples were set in three different radii under the test plate for recording the
average value of temperature at the surface. The experimental apparatus is shown in Figure 2.
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Confinement plate 

Impingement plate 

Thermocouple 

Heater 

Insulate 

Figure 2. Test section.

Table 1. The detail of the geometry of the impingement plate with dimples and tested conditions.

Working Fluid Air

Reynolds number (Re) 1500 to 14,600
Jet diameter (Dj) 1 cm

Plate diameter (D) 30 cm
Depth of dimple 0.5 cm

Dimple diameter (d) Dj and 2 Dj
Dimple distance in the radius (Er) 2 d, 3 d

Dimple distance in the circumference (Eθ) 1.5 d, 3 d
The distance between test plates and jet (B) 2 Dj, 4 Dj and 6 Dj

Table 2. The 15 case studies in detail.

Dimple Diameter/
Plate Diameter (d/D)

Dimple Distance
in the Radius (Er)

Dimple Distance in the
Circumference (Eθ)

The Distance between
Test Plates and Jet (B)

Case Study Name
(d/D-Er-Eθ-B)

Flat - - 2 Flat-2

Flat - - 4 Flat-4 [24]

Flat - - 6 Flat-6

1/5 3 d 3 d 2 1/15-3 d-3 d-2

1/5 3 d 3 d 4 1/15-3 d-3 d-4

1/5 3 d 3 d 6 1/15-3 d-3 d-6

1/5 2 d 1.5 d 2 1/15-2 d-1.5 d-2

1/5 2 d 1.5 d 4 1/15-2 d-1.5 d-4 [24]

1/5 2 d 1.5 d 6 1/15-2 d-1.5 d-6

1/30 3 d 3 d 2 1/30-3 d-3 d-2

1/30 3 d 3 d 4 1/30-3 d-3 d-4

1/30 3 d 3 d 6 1/30-3 d-3 d-6

1/30 2 d 1.5 d 2 1/30-2 d-1.5 d-2 [24]

1/30 2 d 1.5 d 4 1/30-2 d-1.5 d-4 [24]

1/30 2 d 1.5 d 6 1/30-2 d-1.5 d-6

The thermocouple was put in the lower-test section plate. The two RTDs were used to measure
the average temperature of the air outlet. The error of the temperature sensor was not over ±0.2 ◦C.
All temperature sensors were connected to the signal converter. The data was reported to the monitor
and recorded in the computer. The next section was heat at the test-section plate. This was generated
from the heater, in which the constant heat flux could be controlled by variable voltage transformer.
The last section was the insulator, which was installed at the bottom to control the heat direction so
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that it only flowed into the test-section plate. The uncertainty in velocity measurement was estimated
to be less than ±7%, whereas that of wall temperature measurement was about ±0.5%. The maximum
uncertainties of non-dimensional parameters were ±5% for Nusselt number, and ±5% for Reynolds
number [25].

3. Computational Models and Numerical Method

The computational models used in this research can be written as follows:
Transfer of energy:

ρCp
∂T
∂t

+ ρCp
⇀
V · ∇T = ∇ · (K∇T) (1)

Flow continuity:

∇ ·
⇀
V = 0 (2)

Equations (1) and (2) are based on the assumptions of a steady-state air flow and incompressible
flow. The turbulent models used the Navier–Stokes equations with k-ε and RNG, and the energy
equations for solving this present research problems.

Momentum transfer:

ρ
∂
⇀
V

∂t
+ ρ

⇀
V · ∇

⇀
V = −∇p +∇ · (μ+ μt)

[
∇

⇀
V +

(
∇

⇀
V
)T
]

(3)

Transfer of turbulent kinetic energy:

ρ
∂k
∂t

+ ρ
⇀
V · ∇k = ∇ ·

[(
μ+

μt
σk

)
∇k

]
+

μt
2

[
∇

⇀
V +

(
∇

⇀
V
)T
]2

− ρε (4)

Transfer of turbulent energy dissipation rate:

ρ
∂ε

∂t
+ ρ

⇀
V · ∇ε = ∇ ·

[(
μ+

μt
σε

)
∇ε

]
+

C1εεμt
2k

[
∇

⇀
V +

(
∇

⇀
V
)T
]2

− C2ερε
2

k
(5)

The turbulent viscosity:

μt =
ρCμk2

ε
(6)

Equations (1)–(6) [26] were solved using a finite volume and were discretized by the Quadratic
Upstream Interpolation for Convective Kinetics (QUICK) and the Semi-Implicit method for
Pressure-Linked Equations (SIMPLE) algorithms [27]. All the results converge with the residual
values, being less than 10−6.

The friction factor (f), Nusselt number (Nu), and thermal enhancement factor (TEF) are the key
variables in this research. The friction factor can be calculated from the pressure drop on the test plate:

Δp = f
ρL v2

2D
(7)

The Nusselt number can be written as:

NuD =
hD
k

(8)

The TEF is defined as:

TEF =

(
Nub
Nu0

)(
fb
f0

)−1/3
(9)
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Nub and fb stand for the values for the bulk fluid in the dimple plate, while Nu0 and f0 stand for
the values for the bulk fluid in the flat plate [28].

Reynolds Number in this research is calculated from diameter of jet (Dj):

Re =
VDj

υ
(10)

4. Simulation of Flow Configuration

The total area on the circular plate was tested in the experiment, while only a quarter of the
total area was analyzed in the simulation because of the symmetry, as shown in Figure 3. The air at
300 K flows through the inlet section and impinges on the test plate and then flows out at the outlet.
The constant heat flux is set at the test plate. The inlet air flow velocity is set corresponding to Reynolds
numbers of 1500, 4400, 7300, 10,200 and 14,600.

Confinement plate 

Impingement plate 

Inlet 

Outlet 
Symmetry 

Figure 3. Channel geometry and Computational domain of flow.

Fluent in Ansys was used for the simulations in this work. Grids were manually created by the
researcher for defining the gridlines. To resolve the near test plate region, much finer grids were set near
the test plate. The mesh configuration was tested to be sufficient to provide grid-independent results.

5. Results and Discussion

5.1. Effect of Dimples Shape

Figure 4 presents the temperatures on the test plate, air inlet and outlet at an Re of 10,200
(experiment). The lowest temperature was shown to be at the center of test plate and the temperature
slightly increases from the center to the edge along the radius of the test plate. The air from the inlet
flowed onto the test plate and then flowed out. The outlet temperature of the air increased because it
had received the heat from test plate. The flat plate showed a significantly higher temperature at the
surface than the dimpled plate because of the lower levels of heat transferred to the air.

The average Nusselt number (Nu) was calculated from the experiment results and converted to
the heat transfer rate. A higher Nu resulted in a higher heat transfer rate. The results of the flat plate
and the dimple plate (at dimple diameters of (d) = 1 and 2 cm) were compared alongside the Reynolds
numbers, as shown in Figure 5. The results show that Nu increases as the Reynolds number increases.
The Nu of the dimpled plate was higher than that of the flat plate for all Reynolds numbers in the
range. At Re = 14,600, Er = 2 d, Eθ = 1.5 d and B = 2, the Nusselt numbers of the test plate at d = 1 cm
was 100 and d = 2 cm was 60. The Nu at d = 1 cm was about 170% higher than at d = 2 cm.
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Air outlet Air inlet 

Test plate 

Figure 4. Temperature on the test plate, air inlet and outlet of Re at 10,200 (experiment).

Figure 5. Variation of Nu with Re for flat plate and dimpled plate (experiment).

From Figure 6, it can be seen that the local Nusselt number (Nu) distributions on the test plate are
the highest around the center of the plate and they tend to decrease with increasing distance from the
center of the test plate (Er). The local Nusselt numbers of dimpled surfaces were also higher than those
of the flat plate, because the dimpled shape resulted in the vortex, an increase in turbulent intensity
and a larger heat transfer area.

278



Energies 2019, 12, 813

Figure 6. Nusselt number distribution at an Re of 10,200 for the flat plate and dimpled
plate (experiment).

5.2. Effect on the Distance Between Test Plate and Jet (B)

There were three distances between the nozzle jet and test plate (B), which were 2 d, 4 d and 6 d.
The results show that the shorter the distance between the nozzle jet and test plate, the higher the Nu
and Nu, as shown in Figures 5 and 6. Nu values on the same test plate (d = 1 cm, Er = 2 d, Eθ = 1.5 d
and Re = 14,600) were 100, 75 and 45 at B = 2 d, 4 d and 6 d, respectively.

In Figure 7, it can be seen that the local Nusselt number (Nu) of the shortest B (B = 2 d) is the
highest. This is due to the fact that the shortest distance between the nozzle jet and test plate (B) caused
the strongest impingement on the test plate and the highest turbulence intensity.

Figure 7. Variation of Nu with Re for the flat plate and dimpled plate (experiment and simulation).

5.3. Effect of the Distance between Dimples (Er, Eθ)

There were two types of distance between dimples (Er, Eθ), which were Er = 2 d, Eθ = 1.5 d and
Er = 3 d, Eθ = 3 d. In Figures 5 and 6, at the same dimple diameter (d) and the same distance between
nozzle jet and test plate (B), the results show that the Nu at Er = 2 d, Eθ = 1.5 was higher than at
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Er = 3 d, Eθ = 3 d. It means that a lower Er and Eθ indicates a higher Nu, which is similar to the trend
seen for Nu (see Figure 6).

5.4. Simulation of Impinging Jet on Dimple Surface

The flow behavior can be more clearly explained by the simulation data than by the experiment
results, which allows us obtain highly efficient research results. Moreover, the data that cannot be
measured in the experiment can be obtained from a simulation. In this work, the pressure drop on
the test plate was very low and did not really differ in each experiment, which made it difficult to
interpret the data. Therefore, the simulation was used to analyze the results. However, the precision
of the simulation result was the most important factor. In this work, the comparisons between the
experimental and simulation work are shown in Figure 7. It is worth noting that the numerical results
are in good agreement with measurements. The discrepancies in the results were less than ±10%
for all 15 case studies. The pressure drop was the important piece of data and it was converted to
friction factor (f). The friction factor represents how easy or hard it is for the fluid to flow through the
equipment. The equipment that uses high power to move the fluid will present with a high f, which
shows the lower thermal enhancement factor (TEF). The TEF represents the total heat transfer capacity
and can be calculated from Nu and f. A high TEF will be observed in test plates with a high heat
transfer rate.

The friction factor ratios (f/f0) of the dimpled surface and flat plate are shown in Figure 8.
The results show that f/f0 increases as the Re increases. At the same Re, a higher f/f0 will be obtained
at a shorter distance between the nozzle jet and test plate (B), and a higher dimple distance (Er and Eθ).
For example, the highest f/f0 value of 7 (TEF = 0.9) was observed in the test section plate at d = 2 cm,
B = 1 d, Er= 3 d, Eθ = 3 d and Re = 14,600. On the other hand, the highest TEF value of 5.5 (f/f0 = 4)
was observed at d = 1 cm, B = 2 d, Er= 2 d, Eθ = 1.5 d and Re = 1500 (see Figure 9).

Figure 8. Variation of f/f0 with Re of the dimpled plate (simulation).

280



Energies 2019, 12, 813

Figure 9. Variation of TEF with Re for the dimpled plate (simulation).

The air flow characteristics and heat transfer results can be analyzed by using a simulation
technique. Figure 10 shows the 15 kinds of air flow, impinging on the test-section plate. The highest
velocity air flow (long arrow sign) presented itself in the distance between the nozzle jet and test-section
plate. The vortex then occurred near the center of test plate. The shorter B indicates turbulent fluid
flow. The vortex and turbulent flow occur more often on the dimpled plate than the flat plate, which
leads to better heat transfer. On a plate with a bigger dimple diameter (2 cm), the small vortex is
observed above the dimple area at the outlet of the test plate. The cold air cannot be exchanged with
the hot air because the vortex flow blocks the air flow. A small dimple diameter (1 cm) results in a
higher TEF.

Inlet 
 

 

(a) 

 

(b) 

 

(c) 

Confinement plate 

Test plate 

Outlet 

Dimple 

Dimple 

Dimple 

Figure 10. Cont.
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(d) 
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Dimple 

Dimple 

Dimple 

Dimple 

Figure 10. Streamlines at Re = 14,600: (d/D-Er-Eθ-B) (a) 1/15-3-3-2, (b) 1/15-3-3-4, (c) 1/15-3-3-6,
(d) 1/30-3-3-2, (e) 1/30-3-3-4, (f) 1/30-3-3-6, (g) 1/30-2-1.5-2, (h) 1/30-2-1.5-4 [24] and (i) 1/30-2-1.5-6.

The air flow characteristics which resulted from the different Re values in five of the cases studied
(Re = 1500, 4400, 7300, 10,200 and 14,600), at d = 1 cm, B = 2 d, Er= 2 d, and Eθ = 1.5 d, are shown in
Figure 11. The results show that the vortex flow increases as Re increases, resulting in a higher TEF.
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(a) 

(b) 

(c) 

(d) 

(e) 

 Dimple 

Figure 11. Streamlines with d = Dj and B = 2 Dj at (a) Re = 1500, (b) Re = 4400, (c) Re = 7300,
(d) Re = 10,200 and (e) Re = 14,600 [24].

The temperature contours on the test section plate are shown in Figure 12. A higher TEF occurs
at a lower temperature because of the heat transfer of the air from the wall to the air. The lower
temperature of the test section results in a higher TEF. At d = 1 cm, B = 2 d, Er = 2 d, Eθ = 1.5 d, a
higher TEF is observed at the lowest temperature contour.

 

 

(a) (b) 

Figure 12. Cont.
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(g) (h) 

Figure 12. Temperature contours (K) at Re = 14,600: (d/D-Er-Eθ-B) (a) F-2, (b) 1/15-3-3-2, (c) 1/15-3-3-4,
(d) 1/15-2-1.5-4 [24], (e) 1/30-3-3-2, (f) 1/30-3-3-4, (g) 1/30-2-1.5-2 [24], and (h) 1/30-2-1.5-4 [24].

6. Conclusions

Actual experiments were carried out and the results utilized as part of the analysis in the
simulation part. In the simulation, the heat transfer behavior and friction factor value on the test plate
were investigated for the thermal enhancement factor (TEF). TEF can be explained by the heat transfer
efficiency of an impinging jet on the test plate. The optimum conditions in terms of the fluid pump
power and heat transfer value could be obtained.

From the experiment and simulation results, one can conclude that the cylindrical dimpled surface
enhances the TEF. The highest TEF (= 5.5) was found for the configuration with a dimple diameter of d
= 1 cm, a radial dimple distance of Er = 2 d, a circumferential dimple distance of Eθ = 1.5 d, a distance
between test plate and jet of B = 2, and Reynolds number of Re = 1500. The TEF which was obtained in
this work was higher than that obtained in other research, which was about 4.0. This is because the
friction factor ratio in this work (f/f0) was very low, even though the Nu was not different from the
Nu in other work. The most suitable test plate conditions which could be used to obtain a high TEF
are d = 1 cm, B = 2 d, Er = 2 d and Eθ = 1.5 d for Re=1500–14,600.
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Abstract: In this article an approach to incorporate a flexible cost functions framework into the
cost-optimal design of heat exchanger networks (HENs) is presented. This framework allows the
definition of different cost functions for each connection of heat source and sink independent of
process stream or utility stream. Therefore, it is possible to use match-based individual factors to
account for different fluid properties and resulting engineering costs. Layout-based factors for piping
and pumping costs play an important role here as cost driver. The optimization of the resulting
complex mixed integer nonlinear programming (MINLP) problem is solved with a genetic algorithm
coupled with deterministic local optimization techniques. In order to show the functionality of the
chosen approach one well studied HEN synthesis example from literature for direct heat integration is
studied with standard cost functions and also considering additional piping costs. Another example
is presented which incorporates indirect heat integration and related pumping and piping costs. The
versatile applicability of the chosen approach is shown. The results represent designs with lower
total annual costs (TAC) compared to literature.

Keywords: heat exchanger network (HEN); synthesis; optimization; direct heat integration; indirect
heat integration; piping; pumping

1. Introduction

The application of heat integration strategies can have a significant impact on reducing the amount
of utility used by a process and thus improve its economic performance. Against the background of
increasing global competition, environmental specifications, climate change and assumedly increasing
energy costs heat integration using heat exchanger networks (HENs) have a significant importance [1].

Heat integration strategies have been developed to reduce both, capital and operating costs
since decades by now. Pinch technology [2] and mathematical programming [3] have been the two
main approaches and have been improved numerous times by many researchers [4]. Not only single
processes but also total site heat integration has been considered. Initial works have been carried
out by Dhole and Linnhoff [5]. Due to new challenges, in recent years publications have covered
relevant practical issues in a higher degree of detail. As a consequence the problem complexity
increased. The main issues influencing practical implementation of total site integration have been
formulated by Chew et al. [6]. The consideration of further impact factors like safety related issues
has been a major topic in heat integration during the last years [1]. The identification of critical
risk equipment and respective streams for total site heat integration was developed by Liu et al. [7].
Nemet et al. [8,9] developed approaches for including risk assessment already during the HEN
synthesis. Multiperiod HEN synthesis as well as controllability and disturbance propagation have
been studied [10–12]. Due to operational issues and safety concerns direct heat integration is not
always practical to realize [13,14]. Therefore, Wang et al. [14] developed a graphical methodology
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to investigate different connection patterns for total site heat integration. This methodology was
developed further by applying mathematical models to determine the optimal solution for multi-plant
heat integration [15]. Multi-plant heat integration has been further considered by Chang et al. [13,16].
The consideration of plant layout issues is an important factor during optimization. Liew et al. [17]
introduced an improved heat cascade algorithm considering pressure drop and heat loss for utility
targeting in total site heat integration. Pouransari and Maréchal [18] took into account individual
priority levels for different possible connections and Souza et al. [19] included pressure drops in piping
as well as in heat exchangers.

The review given above shows that the various demands on HEN optimization in the literature
are manifold and a huge variety of optimization models are used. In this work our aim is to incorporate
a flexible consideration of cost functions into the cost-optimal HEN synthesis to account for various
fields of application. The most important part is the definition of individual factors for each possible
connection of heat source and sink. Therefore it is possible to represent a multitude of practical
implementation requirements with the same mixed integer nonlinear programming (MINLP) model.
For example, it is possible to consider individual cost functions for different types of heat exchangers
required for different operation conditions and properties of the involved process streams. Depending
on the properties of the process streams the material and thus the costs of the installed heat exchanger
can vary significantly. Peripheral equipment, layout constraints as well as cost of premises can be
taken into account. These cost functions can be directly incorporated without changing the model or
the solution algorithm itself. Concerning the algorithm performance it is the clear aim to be able to
generate valid network structures that are competitive to the best solutions published in literature
by now. Therefore, different approaches are combined. This model was primarily developed for
direct heat integration [1], but is also shown to be applicable for the cost optimization of indirect heat
integration problems.

2. Methodology

The utilized simultaneous cost optimization model is mainly based on a superstructure MINLP
formulation and a hybrid genetic algorithm developed by Luo et al. [20] to solve the problem resulting
from this formulation. A common HEN optimization problem statement is described by a set of Nh

hot process streams, Nc cold process streams, their respective heat capacity flow rates
.

W and heat
transfer coefficients h. The supply and target temperatures (T′ and Tout) of the process streams are
given as well as the hot utility HU and cold utility streams CU with their respective temperature levels.
Furthermore, the cost parameters should be known to perform a cost optimization.

2.1. Fundamentals

The model for HEN optimization in this work is based on counterflow heat exchangers for the
process-to-process heat exchangers as well as the utility heat exchangers. The heat load

.
Q in kW is

calculated as the product of overall heat transfer coefficient U in kW/(m2K), the heat exchanger area
A in m2 and the logarithmic mean temperature difference (LMTD) ΔTm in K:

.
Q = U·A·ΔTm (1)

The overall heat transfer coefficient is calculated via the individual heat transfer coefficients hh
and hc in kW/(m2K) of the connected hot and cold process streams. The thermal resistance of the wall
is neglected:

U =

(
1
hh

+
1
hc

)−1
(2)
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Due to the consideration of counterflow heat exchangers, the LMTD is used as temperature
driving force for heat transfer:

ΔTm =

(
T′

h − T′′
c
)
−
(
T′′

h − T′
c
)

ln
(

T′
h−T′′

c

T′′
h −T′

c

) (3)

The correlations for hot and cold outlet temperatures for the heat exchangers are as follows:

T′′
h = T′

h −
.

Q
.

Wh

(4)

and:

T′′
c = T′

c +

.
Q
.

Wc
(5)

In order to represent different HEN solutions, a stage-wise superstructure proposed by
Yee et al. [21] is used. As an example, a superstructure for two hot process streams j and three
cold process streams k with stages i is shown in Figure 1 including the nomenclature used in the
following equations.

 
Figure 1. Stage-wise superstructure of a heat exchanger network (HEN) with two hot and three cold
process streams.

In each stage of the superstructure each hot stream is possibly connected with each cold stream.
At the end of the streams a utility heat exchanger may be placed to ensure the desired target
temperatures to get reached. Within the superstructure every heat exchanger has a specific index ijk
depending on the positioning:

ijk = (i − 1)·Nh·Nc + (j − 1)·Nc + k (6)

Rearranging Equations (1)–(5) according to the outlet temperatures leads to a formulation which
allows for the numerical calculation of the HEN temperatures:

[
T′′

h,ijk
T′′

c,ijk

]
=

⎡
⎢⎢⎢⎣

(1−Rh,ijk)e
−NTUijk(1−Rh,ijk)

1−Rh,ijke
−NTUijk(1−Rh,ijk)

1−e
−NTUijk(1−Rh,ijk)

1−Rh,ijke
−NTUijk(1−Rh,ijk)

Rh,ijk

(
1−e

−NTUijk(1−Rh,ijk)
)

1−Rh,ijke
−NTUijk(1−Rh,ijk)

1−Rh,ijk

1−Rh,ijke
−NTUijk(1−Rh,ijk)

⎤
⎥⎥⎥⎦
[

T′
h,ijk

T′
c,ijk

]
(7)
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with Rh,ijk being:

Rh,ijk =

.
Wh,ijk

.
Wc,ijk

(8)

and:

NTUijk =
(UA)ijk

.
Wh,ijk

(9)

The corresponding non-isothermal mixing temperature for each process stream after each stage
is calculated based on an energy balance [22]. The maximum number of stages to represent a HEN
during optimization is set to Ns = max{Nh, Nc} [22].

2.2. Objective Function

The objective function is structured in such way that a flexible cost functions framework can get
incorporated in order to consider different implementation related factors like piping and pumping.
A different cost function for every coupling of possible hot and cold process stream matches can be
defined. In addition, different cost functions can get added for each utility heat exchanger. If necessary
they can be further refined for every stage in the superstructure representation of the HEN. The
objective function is based on the proposed structure by Rathjens and Fieg [1] and was further
developed for the present work:

min

{
Nh+Nc

∑
n=1

[
CCU ·max

{ .
Wn

(
T′′

n − T+
out,n

)
, 0
}
+ CHU · max

{ .
Wn

(
T−

out,n − T′′
n

)
, 0
}]

+
Ns

∑
i=1

Nh

∑
j=1

Nc

∑
k=1

zijkXijk+
Nh+Nc

∑
n=1

[zCU,nXCU,n + zHU,nXHU,n]

} (10)

Hot utility and cold utility are used to reach the desired target outlet temperatures Tout,n and
cause costs based on their individual supply costs CHU and CCU . During optimization hot and cold
utility can potentially be applied to each process stream depending on the maximum positive or
negative deviation from the specified bounds of target temperatures. The respective utility which
remains unused will make no contribution to the total annual costs (TAC). The binary variables z state
the existence of a heat exchanger within the superstructure. The match-based costs X are calculated
based on different cost function formulations with a wide range of possible correlations that can get
implemented. The common cases of using a power function with the coefficients a0, a1 and a2 as well
as a general polynomial representation up to 4th degree (coefficients b0, b1, b2, b3 and b4) are included.
More specialized dependencies are covered using exponential (coefficients c0 and c1) or logarithmic
expressions (coefficients d0 and d1):

Xijk =

a0,ijk + a1,ijkξa2,ijk+

b0,ijk + b1,ijkξ + b2,ijkξ2 + b3,ijkξ3 + b4,ijkξ4

c0,ijk + ec1,ijkξ+

d0,ijk ln(ξ) + d1,ijk

(11)

The different cost function formulations given in Equation (11) are chosen because they were able
to represent the cost correlations for practical implementation that were faced when working together
with our industrial partners. In order to be used in the objective function, the dependencies given in
Equation (11) have to get expressed through the individual heat exchanger areas A, the temperature
levels T and heat capacity flow rates

.
W of the involved streams and the heat load

.
Q:
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ξε
{

Aijk,
.

Wh,ijk,
.

Wc,ijk, min
{ .

Wh,ijk,
.

Wc,ijk

}
, max

{ .
Wh,ijk,

.
Wc,ijk

}
, T′

h,ijk, T′
c,ijk, T′′

h,ijk, T′′
c,ijk,

.
Qijk

}
(12)

The expression of cost dependencies through distinct variables was chosen due to ensuring
the universal applicability of the shown approach without extending the programming work for
each different problem. Furthermore these variables can be used with minimal computational
overhead. Because ξ can be chosen out of an amount of alternatives given in Equation (12) the
combinatorial possibilities of representing different cost dependencies are immense. The costs of utility
heat exchangers XHU,n and XCU,n are structured equivalently to Xijk.

2.3. Genetic Algorithm

The genetic algorithm uses the common genetic operations like selection, crossover and mutation.
As optimization variables the parameters (UA)ijk,

.
Wh,ijk and

.
Wc,ijk are used like proposed by

Fieg et al. [22]. The selection is based on the fitness value F. The fitness value represents the quality of
an individual with respect to the objective function. It is based on the relative relation towards the
average costs among all individuals and the minimum TAC of all individuals. The calculation of the
fitness value is given in the following equation:

F =
C−1

TAC + C−1
TAC,min − 2C−1

TAC,avg

C−1
TAC,min − C−1

TAC,avg
(13)

The selection is carried out according to roulette wheel selection. Crossover is split in parameter
crossover and structure crossover. Mutation is carried out on the variable parameters stated above. For
details about the explicit formulations please refer to Fieg et al. [22]. The probability for the application
of a crossover operation is 89% in this work and the probability for parameter crossover was chosen as
23% according to Brandt [23]. The probability for the general mutation is 1%, for parameter mutation
it is 50% with a respective gene mutation probability of 1% [23].

Because of the optimization of the parameter (UA)ijk using the explicit temperature solution
depicted in Equation (7) instead of the heat loads of the heat exchangers, every solution is
thermodynamically feasible. Otherwise occurring temperature or heat load constraints can be omitted.
The binary variable handling and corresponding constraints considering the continuous variables are
adopted from Luo et al. [20]. During optimization the strategy of excessive use of utilities is used [24].
If the specified hot utility temperature is higher than any target temperature of all process streams
and cold utility temperature is lower than any cold target temperature of all process streams, each
network generated throughout optimization is feasible. As a result no outlet temperature constraints
are considered here. Because

.
Wh,ijk and

.
Wc,ijk are also used as optimization variables, these values

have to get constrained to be within a feasible region to hold the constraints given in Equations (14)
and (15):

Nc

∑
k=1

.
Wh,ijk =

.
Wh,j (14)

Nh

∑
j=1

.
Wc,ijk =

.
Wc,k (15)

291



Energies 2019, 12, 784

During optimization
.

W
∗
h,ijk and

.
W

∗
c,ijk can occur that violate the above mentioned constraints.

In order to keep these constraints, the normalization strategy from Fieg et al. is applied [22], which is
shown by the following equations:

.
Wh,ijk =

.
Wh,j

∑Nc
k=1

.
W

∗
h,ijk

.
W

∗
h,ijk (16)

.
Wc,ijk =

.
Wc,k

∑Nh
j=1

.
W

∗
c,ijk

.
W

∗
c,ijk (17)

Furthermore, the structural control strategy proposed by Luo et al. [20] was adapted to ensure
heterogeneity in the population and avoid local optimal solutions.

Structurally forbidden matches are removed automatically from a possible occurrence in the
superstructure by setting the respective (UA)ijk to zero. A simple assignment of high costs for the
specific match is not efficient against the background of fast convergence. This is particularly true for
the second example shown below.

2.4. Local Optimization

Due to the strong nonlinearity of the stated objective function, an algorithm relying only on genetic
operations would take too long to find an acceptable solution. Therefore, deterministic methods are
used for local optimization. In order to generate promising HEN structures in the initialization step
the approach of enhanced vertical heat transfer proposed by Stegner et al. [25] is used. The method
proposed by Stegner et al. [25] adopts ideas known from the conventional vertical heat transfer
concepts from traditional pinch approach but a new form of graphic depiction was implemented. Loop
breaking as one of the heuristic approaches known from pinch technology is considered as well. This
approach was successfully combined with stochastic optimization by Brandt et al. [26].

Furthermore, Newton’s method is utilized for local parameter optimization [22]. Equation (18)

shows the nomenclature in Newton’s method for the variables (UA)∗ijk,
.

W
∗
h,ijk and

.
W

∗
c,ijk to get the

optimized expression:

{
(UA)ijk,

.
Wh,ijk,

.
Wc,ijk

}
=
{
(UA)∗ijk,

.
W

∗
h,ijk,

.
W

∗
c,ijk

}
−

∂CTAC

∂
{
(UA)∗ijk ,

.
W

∗
h,ijk ,

.
W

∗
c,ijk

}
∂2CTAC

∂
{
(UA)∗ijk ,

.
W

∗
h,ijk ,

.
W

∗
c,ijk

}2

(18)

The partial derivatives needed in Equation (18) are calculated numerically using a step size
of 10−4.

3. Examples and Results

In order to show the application of the presented approach two examples have been chosen.
Example 1 is a mid-sized optimization problem for direct heat integration. Example 2 is an optimization
problem for indirect heat integration using a heat recovery loop (HRL).
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3.1. Example 1

Example 1 was first stated by Pho and Lapidus [27] and was named 10SP1. It consists of five
hot and five cold streams. In the first part of the analysis in our work we focus on the cost functions
already used in other publications to achieve comparable results (see Section 3.1.1). In the second part
we focus on additional costs caused by the consideration of piping (see Section 3.1.2).

3.1.1. Example 1a

The 10SP1 problem is well studied and has been used as an optimization case several times so far
with decreasing costs throughout the years by many researchers (e.g., Nishida et al. [28] or Flower and
Linnhoff [29].

During the last two decades the 10SP1 problem has still attracted a considerable amount of
attention. The associated problem data is given in Table 1. Two different formulations for the cost
calculation of the annual costs of heat exchangers for the 10SP1 problem are given in the literature.
The first cost formulation is given in Equation (19):

Xijk/HUn/CUn = 140·A0.6
ijk/HUn/CUn

(19)

The second cost formulation is given in Equation (20):

Xijk/HUn/CUn = 145.63·A0.6
ijk/HUn/CUn

(20)

A summary of the achieved TAC is given in Table 2. Several different approaches were used
to tackle the 10SP1 problem. Lewin et al. [24] used a two-level approach consisting of a genetic
algorithm and a lower level transformation into a linear parametric optimization problem. Lewin [30]
also used an alternative nonlinear programming approach for the lower level optimization. Lin
and Miller [31] used a tabu search algorithm to tackle the 10SP1 problem. Pariyani et al. [32] used
a randomized algorithm for problems with stream splitting and a modified version of a previous
work from Chakraborty and Ghosh [33] for designing networks without stream splitting. Yerramsetty
and Murty [34] used a differential evolution algorithm and Peng and Cui [35] utilized a two-level
simulated annealing algorithm. The latest work of Aguitoni et al. [36] found the best solution for the
cost formulation 1 with a combination of a genetic algorithm and differential evolution.

Table 1. Problem data for example 1a.

Stream T
′

(◦C) Tout (◦C) h ((kW/(m2K)
.

W (kW/K) CU ($/(kWyr))

H1 160 93 1.704 8.79 -
H2 249 138 1.704 10.55 -
H3 227 66 1.704 14.77 -
H4 271 149 1.704 12.56 -
H5 199 66 1.704 17.73 -
C1 60 160 1.704 7.62 -
C2 116 222 1.704 6.08 -
C3 38 221 1.704 8.44 -
C4 82 177 1.704 17.28 -
C5 93 205 1.704 13.90 -

HU 236 236 3.408 - 37.64
CU 38 82 1.704 - 18.12
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Table 2. Results comparison for example 1a.

Sources
Reported TAC ($/yr)

Cost Formulation 1 Cost Formulation 2

Lewin et al. 1998 [24] - 43,452 1 (43,752 1,3)
Lewin 1998 [30] - 43,799 1

Lin and Miller 2004 [31] 43,329 2 -
Pariyani et al. 2006 [32] - 43,439 1 (43,611 2)

Yerramsetty and Murty 2008 [34] - 43,538 1

Peng and Cui 2015 [35] - 43,411 1

Aguitoni et al. 2018 [36] 43,227 2 43,596 2

This work 42,963 2 43,321 2

1 Solution without stream splits. 2 Solution with stream splits. 3 Revised by Pariyani et al. [32].

The optimization procedure with the chosen approach incorporates 375 optimization variables
considering five hot streams, five cold streams and five stages for the superstructure. Each heat
exchanger has the same area-related cost function.

In our work cost formulation 1 was used for the optimization. The minimum TAC found was
42,963 $/yr. The solution is depicted in Figure 2 and shows a configuration of two stream splits as well
as the use of two utility heat exchangers.

 
Figure 2. Grid-diagram representation of the optimal HEN configuration of example 1a (TAC:
42,963 $/yr).

The cost formulation for the optimization is favoring maximum energy recovery (MER) networks.
Therefore, the obtained network recovers the maximum amount of energy and only cold utility is used.
The TAC obtained for example 1a is significantly lower than in the publications cited in relation to
the progress in TAC made over the years. The HEN shown in Figure 2 was also evaluated using cost
formulation 2 and the resulting costs are 43,321 $/a, which is the lowest TAC found for formulation 2 so
far. The results show that the chosen approach is capable of generating competitive results compared to
other approaches presented in literature. Therefore, the consideration of even more complex problem
formulations should be manageable, which is shown in the following parts.

3.1.2. Example 1b

Example 1b is built on the problem definition from example 1a. In addition, piping costs are
considered. The required coordinates for the corresponding streams are taken from Pouransari and
Maréchal [18]. They added arbitrary Cartesian coordinates to the 10SP1 problem stated above. For the
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hot utility coordinates the values from Rathjens and Fieg [1] are used. The additional data is given in
Table 3.

Table 3. Additional Cartesian coordinates for the 10SP1 problem.

Stream x (m) y (m) z (m)

H1 4 3 8
H2 6 7 4
H3 9 8 7
H4 2 2 5
H5 2 8 2
C1 7 4 1
C2 9 3 10
C3 1 4 2
C4 8 6 9
C5 4 5 3

HU 5 5 0
CU 6 9 5

The required inner pipe diameter Di in m for each possible connecting pipe between a heat source
and heat sink is calculated with the correlation for optimal diameter given by Peters et al. [37] for
turbulent flow and Di ≥ 0.0254 m:

Di = 0.363·
.

V
0.45

�0.13 (21)

with the volumetric flow rate
.

V in m3/s, the fluid density � of 983 kg/m3 and a specific heat capacity
of 4.18 kJ/(kgK).

Peters et al. [37] give a diagram for the correlation between pipe diameter and the related costs
per meter of pipe. Due to manually selecting and reading out values from this diagram there might be
a slight deviation from the book values which cannot be further specified. Considering stainless-steel
welded pipe of type 304 [37] results in the following cost correlations with respect to the stream heat
capacity flow rates and heat exchanger areas:

Xijk = 140·A0.6
ijk + Ljk·(

−0.174·
(

min
{ .

Wh,ijk,
.

Wc,ijk

})2
+ 17.773·

(
min

{ .
Wh,ijk,

.
Wc,ijk

})
+ 27.426

)
(22)

and:

XCUn = 140·A0.6
CUn

+ LCUn ,j

(
−0.174·

.
W

2
CUn + 17.773·WCUn + 27.426

)
(23)

with the distance L being:

Ljk/CUn ,j = 2·
(∣∣xj − xk/CUn

∣∣+ ∣∣yj − yk/CUn

∣∣+ ∣∣zj − zk/CUn

∣∣) (24)

The number of optimization variables is 375 as in example 1a. However, the number of potentially
different cost functions is 25 (each match between hot and cold stream). The number of potentially
different cost functions for the hot and cold utility usage is 10 for each utility. The real number of
different cost functions is lower due to the fact that some distances between multiple hot and cold
streams as well as utilities are equal.

The relatively short distances between the heat sources and heat sinks are compensated by the
annualization of the piping costs over a one-year period. As a result the portion of piping costs
becomes around 35% of TAC.

The solution with the lowest TAC found in this work is shown in Figure 3a. It has a TAC of
68,476 $/yr. A structurally different solution which was found during optimization with a less complex
structure but the same utility configuration is shown in Figure 3b.
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(a) (b) 

Figure 3. Grid-diagram representations of: (a) the optimal HEN configuration of example 1b (TAC:
68,476 $/yr); and (b) an alternative HEN configuration of example 1b (TAC: 68,843 $/yr).

As opposed to the solution of example 1a only two stages within the superstructure are taken by
heat exchangers. Furthermore, the number of utility heat exchangers increased to three compared to
the case not considering piping. The results still represent MER networks. Figures 4 and 5 show the
relative orientation of the heat sources and heat sinks towards each other.

  
(a) (b) 

Figure 4. (a) 3D layout representation of the optimal HEN configuration of example 1b, the chosen
line thickness is proportional to the corresponding heat exchanger heat load; and (b) 3D layout
representation of the alternative HEN configuration of example 1b, the chosen line thickness is
proportional to the corresponding heat exchanger heat load.

The configuration containing three utilities was dominant throughout the optimizations. The
consideration of piping costs and thus the changed objective function had a strong influence on the
heat load distribution within the HENs. The comparison between the optimal results of example 1b
and example 1a shows about 14.2% (4016 $/yr) less piping costs, which is counterbalanced by an
increase in installed heat exchanger area of about 16.2% (39.4 m2) and thus an increase in capital costs
for the heat exchangers of 14.7% (1307 $/yr).
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(a) (b) 

Figure 5. (a) 2D layout representation of the optimal HEN configuration of example 1b; (b) 2D layout
representation of the alternative HEN configuration of example 1b.

The favorable design of using cold utility for the streams H3 and H5 is still preferred when
considering piping costs during optimization due to the coordinates chosen by Pouransari and
Maréchal [18]. Furthermore the optimization is dominated by the close arrangement of the streams H3
and C4 as well as the streams H4, H5 and C3. Despite that, the solutions found considering piping
costs already during the optimization are structurally different. Rathjens and Fieg [1] used a different
cost functions formulation and were able to show significantly more local clustering of heat exchange
similar to Figure 5b.

3.2. Example 2

The second example is a heat integration case with indirect heat integration utilizing a HRL with
an intermediate fluid. It was taken from Chang et al. [13]. It is a case study of a heat integration project
in the southern part of China. The example comprises two different plants with a distance L of 1000 m.
One plant is the heat source plant and the other one the heat sink plant with seven process streams
each. The problem data is given in Table 4.

Table 4. Problem data for example 2.

Stream T
′

(◦C) Tout (◦C) h ((kW/(m2K)
.

W (kW/K)

H1 (plant1) 148.1 114.7 1.642 311.9
H2 (plant1) 145.4 105.6 1.451 303.3
H3 (plant1) 141.9 98.4 1.754 302.6
H4 (plant1) 140.8 75.5 1.411 307.4
H5 (plant1) 135.3 55.3 1.531 335.4
H6 (plant1) 133.9 42.2 1.721 330.2
H7 (plant1) 131.9 41.2 1.713 331.3
C1 (plant2) 78.2 135.7 1.518 335.4
C2 (plant2) 69.3 108.5 1.631 323.3
C3 (plant2) 60.5 95.6 1.108 305.6
C4 (plant2) 59.5 90.3 1.501 321.5
C5 (plant2) 50.2 79.5 1.203 381.5
C6 (plant2) 45.9 71.4 1.102 311.5
C7 (plant2) 42.9 65.4 1.102 301.5

CHU = 20 $/(kWyr), CCU = 8 $/(kWyr) [38]; CHX = 11, 000 + 150·AHX [39].
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In addition to the utility costs and the capital costs for the heat exchangers, the costs for pumping
and piping are considered. The detailed equations are given in the following part.

For the calculation of the inner pipe diameter Di for the HRL, Equation (21) is used. The fluid
density of 960 kg/m3 and a specific heat capacity flow rate of 4.2 kJ/(kgK) is assumed.

The outer diameter Dout in m, the specific pipe weight wtpipe in kg/m and the resulting pipe capital
costs Pcul in $/m for schedule 80 steel pipes are calculated according to Stijepovic and Linke [39]:

Dout = 1.101·Din + 0.006349 (25)

wtpipe = 1330·D2
in + 75.18·Din + 0.9268 (26)

Pcul = 0.82·wtpipe + 185D0.48
out + 6.8 + 295·Dout (27)

The resulting capital costs for piping in $ are:

Cpipe = 2·L·Pcul (28)

For the calculation of the pumping capital costs the fanning friction factor f , the Reynolds number
Re and the fluid velocity u in m/s are used to estimate the pressure drop Δp in Pa and the resulting
costs [13,39]. The fluid velocity is calculated according to Equation (29) using the fluids mass flow rate
.

m in kg/s of the intermediate fluid:

u =
4· .

m
�·π·D2

in
(29)

The Reynolds number is calculated assuming a dynamic viscosity μ of 0.0002834 Pa s:

Re =
�·u·Din

μ
(30)

The resulting pressure drop Δp is given by:

Δp = 4· f · L·�·u2

2·Din
(31)

with the fanning friction factor of:

f =
0.046
Re0.2 (32)

The cumulated capital costs for the two pumps Cpump in $ for the HRL are calculated according to
Equation (33), utilizing the corresponding parameters for centrifugal pumps given in Jabbari et al. [40]:

Cpump = 2·
(

8600 + 7310·
( .

m·Δp
�

)0.2)
(33)

The operating costs for pumping Cpump,op in $/yr are composed of the pump efficiency ηpump

of 0.7, the price for electricity Cel of 0.1 $/(kWh) [13], an operation duration t of 8000 h/yr and the
parameters calculated beforehand [13]:

Cpump,op = 2·Cel ·t·
.

m·Δp
�·ηpump

(34)
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The annualization of the capital costs for the heat exchangers, piping and the required pumps is
done using an annualization factor AF in 1/yr. The annualization factor is calculated according to
Chang et al. [13] with an operation time n of five years and a fractional interest rate I of 10% per year:

AF =
I·(1 + I)n

(1 + I)n − 1
(35)

In order to use the superstructure of the utilized optimization model in this work, two
pseudo-streams are added to the problem definition to emulate the HRL. The respective heat transfer
coefficients for the two streams are 1 kW/(m2K) each [13,14]. The resulting superstructure has eight
stages as well as eight hot streams and eight cold streams. In order to represent the cost correlations
described beforehand, they are transferred to a dependency in heat capacity flow rate to get integrated
in the cost functions framework proposed in this work. Therefore, the costs for piping and pumping
are added up and calculated for different mass flow rates. The resulting costs are plotted against heat
capacity flow rates calculated based on the respective mass flow rates. A curve fitting is carried out
afterwards. The deviation from calculating the exact costs based on the equations given above is below
0.0012% considering rounded values for the piping and pumping costs. The resulting correlations are
shown in Equation (36):

Xijk =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

2910.77 + 39.57·Aijk
1, 2 ≤ i ≤ 7, 1 ≤ j ≤ 7, k = 1

(109, 107.62 + 300.52·
.

Wh,j − 0.1019·
.

Wh,j
2

ijk = {57, 505}
+3.7486·10−5

.
·Wh,j

3
− 6.1293·10−9

.
·Wh,j

4
)/2,

2910.77 + 39.57·Aijk
1, 2 ≤ i ≤ 7, j = 8, 2 ≤ k ≤ 8

f orbidden, otherwise

(36)

The utility heat exchangers for the two plants are considered as already installed like it was done
by Chang et al. [13]. Therefore, XHU,n and XCU,n are zero for this example. The first and last stages are
used to include the costs for pumping and piping. The areas of the heat exchangers to emulate the
HRL (ijk = {57, 505}) are chosen to be near infinite by the algorithm to avoid utility usage, thus create
a self-adjusting temperature level and balance the heat transferred from the heat source plant to the
heat sink plant. In order to prohibit direct heat integration between the two plants, all direct matches
are forbidden. Altogether the applied superstructure yields 1536 optimization variables (compared to
1029 for direct heat integration without the pseudo streams). Due to the large number of forbidden
matches (426) in relation to the number of possible matches (512), the number of optimization variables
considered is reduced equivalently. The whole problem is described with only three different cost
functions (see Equation (36)).

Iteration over the mass flow rate yields the optimal configuration for the HRL for example 2
which is shown in Figure 6. The superstructure representation of the solution in Figure 6 is shown in
Figure A1 in Appendix A.

The TAC achieved for the solution shown in Figure 6 is 1.54 M$/yr. The associated annualized
capital costs for the heat exchangers are 0.574 M$/yr (37.2% of TAC) and the utility consumption
causes annual costs of 0.603 M$/yr (39.1% of TAC). The overall piping costs are 0.326 M$/yr (21.1%
of TAC) and pumping costs are 0.038 M$/yr (2.5% of TAC). The solution obtained in this work is
therefore 4.4% cheaper than the solution reported by Chang et al. [13]. These differences are explained
by the non-isothermal mixing model used and the relaxed temperature constraints in this work.
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Figure 6. Plant representation of the optimal HEN configuration found of example 2 including a HRL
(TAC: 1.54 M$/yr).

4. Conclusions

The presented approach to incorporate a flexible cost functions framework to synthesize
cost-optimal heat exchanger networks (HENs) was carried out successfully and showed promising
results. The flexible structured objective function allows for the integration of individual,
match-dependent cost functions. The introduction of pseudo streams in combination with the flexible
cost functions framework allow for the application for various problems. Corresponding optimizations
utilizing different parametrizations have been carried out successfully. The universal applicability was
shown by the execution of optimizations with different areas of application. The presented approach is
applicable for direct as well as indirect heat integration utilizing the same superstructure and the same
genetic algorithm for solving the problems. The use for combined direct and indirect heat integration
is possible if initially forbidden matches get extended with cost information. This work presents results
with lower TAC than other results published in literature beforehand.
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For the practical implementation it is advisable to incorporate factors like piping already during
optimization. The consideration of these factors can have a huge impact of the overall HEN structure
and can lead towards significantly different and more efficient solutions. Local clustering was observed
for some solutions like already reported by Rathjens and Fieg [1].
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Nomenclature

HEN Heat exchanger network
HRL Heat recovery loop
MER Maximum energy recovery
MINLP Mixed integer nonlinear programming
TAC Total annual costs
Δp Pressure drop (Pa)
ΔTm Logarithmic mean temperature difference (LMTD) (K)
ηpump Pump efficiency
μ Dynamic viscosity (Pa s)
� Density (kg m−3)
A Heat transfer area of heat exchanger (m2)
AF Annualization factor (yr−1)
CCU Cold utility cost per unit duty ($ kW−1 yr−1)
Cel Electricity costs ($ kW−1 h−1)
CHU Hot utility cost per unit duty ($ kW−1 yr−1)
CHX Heat exchanger capital costs ($)
cp Specific heat capacity flow rate (kJ kg−1 K−1)
Cpipe Capital costs for piping ($)
Cpump Capital costs for pumps ($)
Cpump,op Pump operating costs ($ yr−1)
CTAC Total annual costs ($ yr−1)
Di Inner diameter (m)
Dout Outer diameter (m)
f Fanning friction factor
F Relative fitness value
h Heat transfer coefficient (kW m−2 K−1)
.

m mass flow rate (kg s−1)
Nc Number of cold process streams
Nh Number of hot process streams
NS Number of stages of a stage-wise superstructure
NTU Number of transfer units
Pcul Pipe capital costs ($ m−1)
.

Q Heat load (kW)
R Ratio of stream heat capacity flow rates
Re Reynolds number
t Plant operation duration (h yr−1)
T Stream temperature (◦C)
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T+
out Upper bounds of target temperature (◦C)

T−
out Lower bounds of target temperature (◦C)

u Velocity (m s−1)
U Overall heat transfer coefficient (kW m−2 K−1)
.

V Volumetric flow rate (m3 s−1)
.

W Heat capacity flow rate (kW K−1)
wtpipe Specific pipe weight (kg/m)
X Match-based costs ($ yr−1)
z Binary variable
c Cold stream
CU Cold utility
h Hot stream
HU Hot utility
i Stage index
ijk Index of heat exchanger in superstructure
j Hot stream index
k Cold stream index
max Maximum
min Minimum
′ Inlet temperature
′′ Outlet temperature

Appendix A

 
Figure A1. Grid-diagram representation of the optimal HEN configuration found of example 2
including a HRL in the superstructure layout (TAC: 1.54 M$/yr).

302



Energies 2019, 12, 784

References

1. Rathjens, M.; Fieg, G. Design of cost-optimal heat exchanger networks considering individual,
match-dependent cost functions. Chem. Eng. Tran. 2018, 70, 601–606. [CrossRef]

2. Linnhoff, B.; Hindmarsh, E. The pinch design method for heat exchanger networks. Chem. Eng. Sci. 1983, 38,
745–763. [CrossRef]

3. Papoulias, S.A.; Grossmann, I.E. A structural optimization approach in process synthesis—II. Heat recovery
networks. Comput. Chem. Eng. 1983, 7, 707–721. [CrossRef]

4. Klemeš, J.J.; Kravanja, Z. Forty years of Heat Integration: Pinch Analysis (PA) and Mathematical
Programming (MP). Curr. Opin. Chem. Eng. 2013, 2, 461–474. [CrossRef]

5. Dhole, V.R.; Linnhoff, B. Total site targets for fuel, co-generation, emissions, and cooling. Comput. Chem. Eng.
1993, 17, S101–S109. [CrossRef]

6. Chew, K.H.; Klemeš, J.J.; Wan Alwi, S.R.; Abdul Manan, Z. Industrial implementation issues of Total Site
Heat Integration. Appl. Therm. Eng. 2013, 61, 17–25. [CrossRef]

7. Liu, X.; Klemeš, J.J.; Varbanov, P.S.; Qian, Y.; Yang, S.; Liu, X.; Varbanov, P.S.; Klemes, J.J.; Wan Alwi, S.R.;
Yong, J.Y. Safety issues consideration for direct and indirect heat transfer on total sites. Chem. Eng. Trans.
2015, 45, 151–156. [CrossRef]

8. Nemet, A.; Klemeš, J.J.; Moon, I.; Kravanja, Z. Safety Analysis Embedded in Heat Exchanger Network
Synthesis. Comput. Chem. Eng. 2017, 107, 357–380. [CrossRef]

9. Nemet, A.; Klemeš, J.J.; Kravanja, Z. Process synthesis with simultaneous consideration of inherent
safety-inherent risk footprint. Front. Chem. Sci. Eng. 2018, 12, 745–762. [CrossRef]

10. Escobar, M.; Trierweiler, J.O.; Grossmann, I.E. Simultaneous synthesis of heat exchanger networks with
operability considerations: Flexibility and controllability. Comput. Chem. Eng. 2013, 55, 158–180. [CrossRef]

11. Rathjens, M.; Bohnenstädt, T.; Fieg, G.; Engel, O. Synthesis of heat exchanger networks taking into account
cost and dynamic considerations. Procedia Eng. 2016, 157, 341–348. [CrossRef]

12. Pavão, L.V.; Miranda, C.B.; Costa, C.B.B.; Ravagnani, M.A.S.S. Efficient multiperiod heat exchanger network
synthesis using a meta-heuristic approach. Energy 2018, 142, 356–372. [CrossRef]

13. Chang, C.; Chen, X.; Wang, Y.; Feng, X. An efficient optimization algorithm for waste Heat Integration using
a heat recovery loop between two plants. Appl. Therm. Eng. 2016, 105, 799–806. [CrossRef]

14. Wang, Y.; Wang, W.; Feng, X. Heat integration across plants considering distance factor. Chem. Eng. Trans.
2013, 35, 25–30. [CrossRef]

15. Wang, Y.; Chang, C.; Feng, X. A systematic framework for multi-plants Heat Integration combining Direct
and Indirect Heat Integration methods. Energy 2015, 90, 56–67. [CrossRef]

16. Chang, C.; Chen, X.; Wang, Y.; Feng, X. Simultaneous optimization of multi-plant heat integration using
intermediate fluid circles. Energy 2017, 121, 306–317. [CrossRef]

17. Liew, P.Y.; Wan Alwi, S.R.; Klemeš, J.J. Total Site Heat Integration Targeting Algorithm Incorporating Plant
Layout Issues. In 24th European Symposium on Computer Aided Process Engineering; Klemes, J., Varbanov, P.S.,
Liew, P.Y., Eds.; Elsevier Science: Burlington, NJ, USA, 2014; pp. 1801–1806.

18. Pouransari, N.; Maréchal, F. Heat exchanger network design of large-scale industrial site with layout inspired
constraints. Comput. Chem. Eng. 2014, 71, 426–445. [CrossRef]

19. Souza, R.D.; Khanam, S.; Mohanty, B. Synthesis of heat exchanger network considering pressure drop and
layout of equipment exchanging heat. Energy 2016, 101, 484–495. [CrossRef]

20. Luo, X.; Wen, Q.-Y.; Fieg, G. A hybrid genetic algorithm for synthesis of heat exchanger networks.
Comput. Chem. Eng. 2009, 33, 1169–1181. [CrossRef]

21. Yee, T.F.; Grossmann, I.E.; Kravanja, Z. Simultaneous optimization models for heat integration—I. Area
and energy targeting and modeling of multi-stream exchangers. Comput. Chem. Eng. 1990, 14, 1151–1164.
[CrossRef]
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Abstract: Community-based off-grid polygeneration plants based on micro-hydropower are a
practical solution to provide clean energy and other essential utilities for rural areas with access to
suitable rivers. Such plants can deliver co-products such as purified water and ice for refrigeration,
which can improve standards of living in such remote locations. Although polygeneration gives
advantages with respect to system efficiency, the interdependencies of the integrated process units
may come as a potential disadvantage, due to susceptibility to cascading failures when one of the
system components is partially or completely inoperable. In the case of a micro-hydropower-based
polygeneration plant, a drought may reduce electricity output, which can, in turn, reduce the level
of utilities available for use by the community. The study proposes a fuzzy mixed-integer linear
programming model for the optimal operational adjustment of an off-grid micro-hydropower-based
polygeneration plant seeking to maximize the satisfaction levels of the community utility demands,
which are represented as fuzzy constraints. Three case studies are considered to demonstrate the
developed model. The use of a diesel generator for back-up power is considered as an option to
mitigate inoperability during extreme drought conditions.

Keywords: off-grid polygeneration; micro-hydropower plant; fuzzy optimization; mixed-integer
linear programming; dual-turbine; multi-objective

1. Introduction

In developing countries, high priority is given to providing access to clean electricity and other
essential utilities in remote communities [1]. Access to such amenities is critical to enhancing the
quality of life and achieving the Sustainable Development Goals (SDGs) [2]. The seventh SDG focuses
on universal access to affordable and reliable energy [3], but as recent as 2014, more than 1 billion
people (i.e., about 15% of world population) still had no access to electricity [4]. The lack of access is
especially true for geographically isolated rural communities, for which grid connectivity may not be
economically or physically viable.

Efforts in providing power to off-grid communities have been pursued to address the rural
electrification issue. From 2008 to 2017, the global off-grid renewable energy capacity has grown
by about 300%, providing about 6.5 GW in total [5]. The integration of various renewable energy
technologies to locally integrated energy sectors (LIES) have been found to significantly reduce
the resource consumption and carbon footprint associated with energy supply [6]. Despite the
dependence to climatic conditions and the inherent variability of renewable energy sources, a hybrid
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power system was proposed to combine renewable energy technologies with conventional energy
sources while minimizing the cost and energy losses [7], and accommodating uncertainties, especially
in remote areas [8]. The development of off-grid renewable energy systems largely varies and
depend on the locally available resources and requirements of the community. In the past decade,
an increase in the demand for solar energy solutions has been observed as solar photovoltaic (PV)
technology matures [5]. However, for areas where access to flowing bodies of water is possible,
micro-hydropower plants are a practical choice for irrigation and to generate electricity for the
community [9]. Micro-hydropower plants are a robust and inexpensive renewable energy option [10].
In the context of hybrid power systems, micro-hydropower plants present a viable renewable energy
option, given the right geographic location with good power generation potential [11]. A typical
off-grid community will also require other utilities, such as purified water for household use. Aside
from access to electricity and clean water, such communities may also require ice to preserve their
produce (e.g., fish or vegetables). Polygeneration systems have been designed previously to provide
such basic requirements [12]. These systems provide an efficient, integrated means to produce multiple
material and energy products, which leads to improved system-wide efficiency and reduced emissions,
waste, and natural resource consumption [13]. Polygeneration is generally defined as the co-production
of various outputs along with electricity; the co-products can include heat (i.e., steam or hot water),
cold energy (e.g., ice or chilled water), purified water, and chemical products [14]. In a polygeneration
system, the interdependencies among integrated process units make the whole system vulnerable
to cascading failures [10]. An operational disruption of such nature arising from any portion of the
system leads to the causal operational disturbance cascading through the entire process network.
Such disruption significantly affects the overall performance of the system causing divergence from
the operational production state of the system [15]. Process systems engineering (PSE) models can
play an important role to minimize production loss while maximizing opportunities to operate at an
abnormal state for a brief period of time. The optimization approach may then be utilized to find the
optimal operational adjustment of a polygeneration system at a perturbed state. A disruptive event,
which can be caused by an external (e.g., natural disaster) or internal (e.g., equipment malfunction)
trigger, can be measured via a dimensionless index known as inoperability [16]. The inoperability
concept may be applied in representing operational disruption using the inoperability input-output
modelling (IIM) framework [17]. In the context of a process network such as the polygeneration system,
the inoperability can be defined as the loss of capacity of a system to operate relative to its normal
state, and is represented by a dimensionless number ranging from a value of 0 (fully operational) to 1
(fully non-operational). This index has been used extensively in the literature. A linear programming
(LP) model has been utilized for the optimal allocation of resources aiming to minimize losses in the
event of a disruption [18]. The IIM theory was further developed in detail presenting case studies of
disruption such as malevolent attacks [19]. The IIM framework has later been used as a sequential
decision support tool for bioenergy systems [20]. It has been extended to deal with energy-related
problems such as the optimization of the energy supply chain [21] and the identification of process
bottlenecks in energy systems [22].

This work focuses on presenting a novel application of the inoperability concept on the
operational adjustment of a community-based off-grid micro-hydropower-based polygeneration
plant. Micro-hydropower plants generate up to 100 kW of electricity [23], which is enough for a
small community with 20 to 30 households. Methods for the design [24], feasibility assessment [25],
and identification of near-optimal solutions [26] for such facilities have been conducted previously.
However, few studies have been conducted for micro-hydropower-based polygeneration systems
for remote communities. An off-grid polygeneration system has been designed by Ray et al. [27] for
an off-grid community in India using an LP model incorporating economic and reliability analysis.
A generic decision support software was developed by Khalilpour and Vassallo [28] for the optimal
design of a polygeneration system for off-grid distributed generation and storage system. However,
neither of these studies incorporated micro-hydropower plants as a technology option. Recent studies
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on the optimal design of a micro-hydropower based polygeneration plant have been conducted
using fuzzy optimization models. Such formulations are characterized by non-sharp boundaries
of feasible regions, such that constraints can be partially satisfied as defined by their membership
functions [29]. A fuzzy LP (FLP) model was developed by Ubando et al. [30] for the optimal design
of an off-grid polygeneration plant using a superstructure that includes a micro-hydropower plant,
a biomass-based Stirling engine, an ice plant, a diesel engine, and a sewage treatment facility. The work
was later extended to a fuzzy mixed-integer linear programming (FMILP) model by Ubando et al. [12]
considering vapor compression and absorption chillers as refrigeration options. However, these
models were developed for system planning and design, and lack the capability to be used for
optimal operational adjustment under abnormal conditions. An off-grid micro-hydropower-based
polygeneration system is susceptible to drought which can reduce water flowrate available for the
turbines; also, mechanical problems with system components may take longer to repair due to the time
delays in bringing spare parts to the site. Kasivisvanathan et al. [15] developed a mixed-integer linear
programming (MILP) model which provided the solution for the optimal operational adjustment of a
gas-fired polygeneration plant for commercial use. In this study, the objective function is to maximize
the operating profit (or minimize economic losses) of the system while employing the inoperability
in each process in cases when the system experiences a disruption. A P-graph approach to the same
problem was later developed by Tan et al. [31]. In the case of a polygeneration plant for a remote
community, it is necessary to consider the demand for each product separately, depending on the needs
of the inhabitants. This aspect is addressed in this work using fuzzy optimization using the approach
developed by Zimmerman [29]. This approach is known as a “symmetric” fuzzy optimization model,
where both constraints and (multiple) objectives are represented by fuzzy membership functions.
FLP has been previously used for the optimal design of systems such as combined heat and power
plants [32], trigeneration plants [33], and integrated biorefineries [34]. It was extended later to fuzzy
MILP (FMILP) for the optimal planning of bioenergy parks [35], multifunctional bioenergy systems [36],
and biofuel supply chain networks [37]. However, these models again focused on system design rather
than abnormal operations.

This study develops an FMILP model for the optimal operational adjustment of a
micro-hydropower-based polygeneration system for off-grid communities. It is assumed that the likely
disruption is in the form of drought with varying intensity, which can be introduced into the model as
an inoperability parameter. Three case studies are used to demonstrate the efficacy of the developed
model under different drought scenarios. The case studies consider different turbine configurations
and the option of having a diesel generator back-up. The rest of the paper is organized as follows.
The formal problem statement is given, followed by the model formulation. Three case studies then
follow. Lastly, conclusions and future prospects are discussed.

2. Problem Statement

The statement of the problem is formally defined similar to that proposed by Kasivisvanathan et al. [15]
and stated as follows:

• An off-grid polygeneration system is assumed to have M number of products and N number of
installed process units.

• The process units are characterized by fixed input-output stream proportions described by either
the yield, efficiency, or the coefficient of performance, depending on the appropriate factor for
each unit.

• Each process unit is defined by a minimum part-load operating level below which unstable or
uneconomical operation occurs. The input-output ratios of streams for each unit remain fixed
for the entire feasible operating range bound by a lower limit (minimum part-load operating
level) and an upper limit (the rated capacity with a safety factor). The operational flexibility of the
off-grid polygeneration system is defined by this operational range. The off-grid polygeneration
system is further assumed to operate at a new steady state mode where the inoperability transpires.
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• For each product stream, a fuzzy membership function is defined to describe the limits on net
output, as dictated by basic requirements of the community inhabitants and are assumed to be
constant. The fuzzy membership functions are assumed to be linear, and can thus be defined by
specifying upper and lower limits. The upper limits signify normal requirements, while the lower
limits signify the bare minimum requirements.

• The problem is to determine the optimal adjustment of operating capacities and allocation of
streams for each process unit given an inoperability on the availability of water (drought scenario).

3. Fuzzy Mixed Integer Linear Programming Model

The basic MILP model for optimizing abnormal operations was developed in a previous work,
and is given in the Appendix A [15]. The weakness of such a formulation is that it places extreme
preference for product streams of higher economic value, often at the expense of the other lower-value
products. While applicable to many commercial or industrial applications, in the case of remote rural
communities, the actual value of basic needs might not be fully reflected in their prices. Instead, a given
community may have a set of subsistence-level requirements for essential supplies, all of which need
to be balanced based on what are deemed as tolerable shortages. These limits can in turn be modelled
as fuzzy membership functions. Thus, the basic MILP model is modified into a fuzzy model to allow
for such balanced rationing of capacity during a crisis [38]. The fuzzy MILP model is composed of the
objective function and the constraints. The objective function of the model is shown in Equation (1):

maximize λ (1)

where λ is the degree of satisfaction which is represented in every membership function in the model.
The λ-value maximizes the lowest degree of satisfaction achieved among all identified fuzzy objectives.
The degrees of satisfaction range from 0 to 1, with 1 signifying complete satisfaction, 0 indicating
undesirable result, and values between 0 to 1 illustrating partial satisfaction of the objective. In Figure 1,
the degree of satisfaction allows the translation of a variable-value shown in the abscissa into values
ranging from 0 to 1 in the ordinate following a linear relation known as the linear membership function.
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Undesirable yyiyi
l yi

u
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i

1

0

(a) (b)

Figure 1. The fuzzy linear membership function for (a) maximization, and (b) minimization.

The optimal operational adjustment of the off-grid polygeneration system is subject to the
following constraints. The technology matrix is introduced to define the optimal product output
of the polygeneration system together with the process scaling vector as shown in Equation (2):

s.t.
A x = y (2)

where A is the technology matrix consisting of elements aij where i represents the product stream and j
represents the technology considered. The technology matrix A is defined by a steady-state operational
material and energy balance which are assumed to be scale invariant. In cases where the material or
energy stream is identified as a raw material to a process, the value in matrix A would be represented
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by a negative value. Similarly, the positive values in matrix A represent the product or by-product
streams generated from a process. The process scaling vector x with all elements equal to 1, indicates
that all processes j in the system are operating in their optimal capacity. As the drought scenario sets
in, the optimal operation adjustment in the off-grid polygeneration will be reflected in the change
in values of x. The product output y of the off-grid polygeneration system represents the optimal
production level of each product stream i. The product demand limits utilize membership functions
which maximize the product output levels of the polygeneration system given a threshold demand
range described in Equation (3). The application of the linear membership function for maximization
was introduced by Zimmermann [39] using a fuzzy set framework:

yi ≥ yi
l + λ(yi

u − yi
l) ∀ i (3)

yi ≤ yi
u + λ(yi

l − yi
u) ∀ i = fuel (4)

where yi
l is the lower threshold limit of each material or energy stream i, and yi

u is the upper threshold
limit of each material or energy stream i. Equation (3) represents the fuzzy linear membership function
for maximizing a product stream. In Equation (3), any value less than yi

l is considered undesirable
while any value greater than yi

u is highly desirable for a product stream yi. The values between
yi

l and yi
u are considered as partially acceptable where degrees of satisfaction are described by a

linear function with a slope of λ. Equation (4) represents the fuzzy linear membership function for
minimizing a product stream which in this case is the fuel. For minimizing the fuel stream in Equation
(4), yl is the highly desired value, yu is the undesirable value, and the values in between are treated as
partially acceptable values. The diagram for the fuzzy linear membership function for maximization
used in Equation (3) and for minimization used in Equation (4) are shown in Figure 1. The introduction
of the drought scenario is described by Equation (5):

yi > (1 − D) yi* ∀ i ∈ R (5)

where D is the drought intensity factor with values ranging from 0% to 100%. A drought intensity
factor of D = 0 represents a no drought scenario signifying full operational flow level of the river
water during normal condition, while a drought intensity factor of D = 1 implies that there is no
river water flowing. The yi* is the normal product output vector which represents the state of fully
operational flow levels for all products i in the subset of R. The subset of R identifies all products
which utilize the river water as raw material. The introduction of the binary variable vector is shown
in Equations (6)–(8):

bjxj
l ≤ xj ≤ bjxj

u ∀ j (6)

bj ∈ {0,1} ∀ j (7)

fl ≤ Σj bj ≤ fu ∀ j ∈ E (8)

The operational capacity limit of each technology j is described by the lower limit operational
capacity xj

l and the upper limit operational capacity xj
u. Equation (7) defines whether a technology j

should operate (bj = 1) or not (bj = 0) during the chosen scenario. The topological binary constraint
for the simultaneous selection of power generating technologies within a subset of E is shown
in Equation (8) where the subset E represents all power generating technologies. The number of
allowable operating technologies is limited by the minimum and maximum number defined by fl

and fu, respectively. The introduction of the binary variable vector b in Equations (6)–(8), enables the
developed model in becoming a mixed-integer linear programming which provided the selection of
the appropriate technology for the off-grid polygeneration system. Lastly, Equation (9) ensures that
the λ-value falls within the range of 0 to 1:

0 ≤ λ ≤ 1 (9)
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It should be noted that equipment capital cost and stream prices are not included in the model.
In the context of operational optimization, all equipment are assumed to have sunk costs, and there
is no longer an option to modify them within any given scenario (Kasivisvanathan et al., [15]). Also,
as the model deals with crisis conditions for remote rural communities, it is assumed that actual
physical requirements for basic needs take precedence over cost considerations during the emergencies
envisioned in this work. The model is solved utilizing Lingo 12.0, linked with MS Excel using the
object linking and embedding (OLE) function of Lingo. The computer hardware used is powered by
an Intel Core i7 processor with 8 GB of random access memory (RAM). Computational time for the
examples in this work was negligible.

4. Case Study

Three case studies are presented to demonstrate the model developed. The first case study focuses
on a basic off-grid community-based polygeneration system using a single turbine micro-hydropower
plant. The second case study uses the same system in Case Study 1, but considers an additional
back-up diesel generator. The third case study considers a dual turbine, instead of a single turbine,
coupled with a back-up diesel generator.

4.1. Case Study 1

The case study considers a community of approximately 500 people requiring electricity, clean
water, and ice. A single-turbine micro-hydropower plant produces 105 kW of electricity. Since this case
study excludes the use of the diesel generator set as a back-up power generator, An ultra-filtration
(UF) water treatment facility is considered to produce the required potable water for the community
inhabitants, while a centralized ice plant provides for the cooling and refrigeration needs. The balanced
process matrix of the case study is shown in Table 1. This matrix also shows the allocation of water
flow to various uses within the community (including irrigation downstream of the micro-hydropower
plant). The water flow allocation to the community shown in the table allows a dedicated water
source for the production of clean water and ice. While a dedicated water flow allocation for
the micro-hydropower plant is quantified in the table for power generation purposes. As per
convention, positive and negative values in the process matrix signify outputs and inputs into any
given process respectively.

Table 1. The balanced process matrix of case study 1.

Product Stream Units WTC 1 WTM 2 UFWT 3 Ice Plant MHP 4 Product/Raw Materials

Clean Water t/day 0 0 20 −5 0 15
Ice t/day 0 0 0 5 0 5

Electricity kW 0 0 −1 −4 105 100
Water to community supply t/day 50 0 −50 0 0 0
Water to microhydro plant t/day 0 52,500 0 0 −52,500 0

Rejected Water t/day 0 0 30 0 0 30
River Water t/day −50 −52,500 0 0 0 −52,550

Diesel t/day 0 0 0 0 0 0
1 Water to Community; 2 Water to Microhydro; 3 Ultra-Filtration Water Treatment; 4 Microhydro Plant.

Under normal conditions, the community requires 100 kW of electricity, 15 t/day of purified
water, and 5 t/day of ice. These values define the upper limits of the fuzzy membership functions
of product requirements. To meet these demands, the polygeneration plant requires a river water
flowrate of 52,550 t/day. Under crisis conditions, it is assumed that the community needs a bare
minimum of 50 kW of electricity, 10 t/day of purified water, and 2 t/day of ice. These values define
the lower limits of the fuzzy membership functions of the product demands. It is also assumed that
the micro-hydropower plant has a minimum part-load operating level equivalent to 45% of its rated
capacity. The drought index represents the fractional reduction of river water flowrate relative to

310



Energies 2019, 12, 636

normal conditions. The case study is then solved at increasing levels of drought, using increments of
10%. The polygeneration system schematic diagram is shown in Figure 2.

Figure 2. The process flowsheet of the polygeneration system of case study 1.

The optimal solutions to Case Study 1 for different drought intensities are shown in Table 2.
The table shows the overall degree of satisfaction, λ, the optimal operating states of the process units,
and the optimal net output levels of the products. As the drought level D increases progressively to
0.50 (which represents 50%), the value of λ, component operating states, and net output all decline.
However, the increments of the λ-value are not evenly distributed due to the effect of the previously
specified fuzzy membership functions of product requirements. For drought intensity levels of at least
D = 0.60 (or 60%), it becomes impossible to find a feasible solution, which means that the bare minimum
requirements of the community cannot be met. The optimal operating states of the polygeneration
plant during a mild drought (D = 0.10) and moderate drought (D = 0.50) are shown in Figures 3
and 4, respectively.

Table 2. The resulting process capacity factor and the optimal production level for case study 1.

Drought
Level, D λ

Optimal Process Scaling Vector, x Optimal Production Level, y

WTC 1 WTM 2 UFWT 3 Ice
Plant

MHP 4 Electricity
(kW)

Clean Water
(t/day)

Ice
(t/day)

0% 1.00 1.00 1.00 1.00 1.00 1.00 100.00 15.00 5.00
10% 0.80 0.92 0.90 0.92 0.88 0.90 90.05 14.01 4.40
20% 0.60 0.84 0.80 0.84 0.76 0.80 80.11 13.01 3.81
30% 0.40 0.76 0.70 0.76 0.64 0.70 70.16 12.02 3.21
40% 0.20 0.68 0.60 0.68 0.52 0.60 60.22 11.02 2.61
50% 0.01 0.60 0.50 0.60 0.40 0.50 50.27 10.03 2.02

1 Water to Community; 2 Water to Microhydro; 3 Ultra-Filtration Water Treatment; 4 Microhydro Plant.
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Figure 3. The optimal configuration of the polygeneration system of case study 1 under D = 0.10
(or 10%).

Figure 4. The optimal configuration of the polygeneration system of case study 1 under D = 0.50
(or 50%).

For D = 0.10, it can be seen that the ice plant process unit had the lowest operability of 88% while
the water treatment facility can still operate at 92% of its normal operating capacity. This scenario was
aggravated when D was up to 0.50 which resulted in the reduction in operating capacity of the ice plant
to 40% and that of the water treatment facility to 60% of normal operating conditions. Furthermore,
it can be noted that the ice plant is affected most since its disrupted state had an even higher disruption
level (e.g., 12% and 60% disruption) than the experienced water reduction of 10% and 50%.

4.2. Case Study 2

Case study 2, on the other hand, considers the effect of the additional back-up diesel generator to
the system in the previous example. This diesel generator can produce supplementary electricity as the
drought level intensifies. The capacity of the diesel generator comes in standard capacity size which in
this case is a 60 kW capacity. The balanced process matrix of the polygeneration system incorporating
the diesel generator is shown in Table 3.
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Table 3. The balanced process matrix of case study 2.

Product Stream Units WTC 1 WTM 2 UFWT 3 Ice Plant MHP 4 DGS 5 Product/Raw
Materials

Clean Water t/day 0 0 20 −5 0 0 15
Ice t/day 0 0 0 5 0 0 5

Electricity kW 0 0 −1 −4 105 60 160
Water to community supply t/day 50 0 −50 0 0 0 0
Water to microhydro plant t/day 0 52,500 0 0 −52,500 0 0

Rejected Water t/day 0 0 30 0 0 0 30
River Water t/day −50 −52,500 0 0 0 0 −52,550

Diesel t/day 0 0 0 0 0 −3.6 −3.6
1 Water to Community; 2 Water to Microhydro; 3 Ultra-Filtration Water Treatment; 4 Microhydro Plant; 5 Diesel
Generator Set.

The remote community is assumed to have access to an emergency stock of diesel fuel. This supply,
as well as the ease of delivery of additional fuel, is the basis for the fuzzy membership function of the
diesel fuel input (in the input-output framework used here, inputs can be treated simply as products
with negative net flowrates). In the case study, the diesel generator can operate from 30% to 100% of
its rated capacity. With the addition of the diesel back-up generator, a binary variable is added to the
model to indicate whether the diesel generator is switched on or off as the drought level intensifies
(see Equations (6)–(8)). This feature leads to an FMILP formulation. The system schematic diagram is
shown in Figure 5.

Figure 5. The process flowsheet of the polygeneration system of case study 2.

The optimal results of case study 2 at different levels of drought intensity are shown in Table 4.
Note that the micro-hydropower plant ceases to operate at a drought level of D = 0.60 and beyond.
The back-up diesel generator begins to operate at a drought level of D = 0.20 (or 20%) and progressively
increases output under dryer conditions. The back-up generator is able to protect the community
from the impacts of severe drought by extending the operational functionality of the polygeneration
system even after the micro-hydropower plant becomes fully inoperable. This switch occurs at a
drought level of D = 0.60 (or 60%), the electricity of the community is solely produced from the back-up
diesel generator set at 90% capacity. This suggests that even at extreme drought conditions where the
micro-hydropower plant fails to operate, a smaller capacity diesel generator set of about 54 kW may
be considered if it is available in the market. The optimal operating states of the polygeneration plant
at D = 0.40 and D = 0.90 are shown in Figures 6 and 7, respectively.
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Table 4. The balanced process matrix of case study 2.

Drought
Level, D λ

Optimal Process Scaling Vector, x Optimal Production Level, y

WTC 1 WTM 2 UFWT 3 Ice
Plant

MHP 4 DGS 5 Electricity
(kW)

Clean Water
(t/day)

Ice
(t/day)

0% 1.00 1.00 1.00 1.00 1.00 1.00 0.00 100.00 15.00 5.00
10% 0.80 0.92 0.90 0.92 0.88 0.90 0.00 90.05 14.01 4.40
20% 0.68 0.87 0.67 0.87 0.81 0.67 0.30 83.88 13.39 4.03
30% 0.68 0.87 0.67 0.87 0.81 0.67 0.30 83.88 13.39 4.03
40% 0.61 0.85 0.60 0.85 0.77 0.60 0.36 80.66 13.07 3.84
50% 0.52 0.81 0.50 0.81 0.71 0.50 0.45 75.82 12.58 3.55
60% 0.03 0.61 0.00 0.61 0.42 0.00 0.90 51.67 10.17 2.10
70% 0.03 0.61 0.00 0.61 0.42 0.00 0.90 51.67 10.17 2.10
80% 0.03 0.61 0.00 0.61 0.42 0.00 0.90 51.67 10.17 2.10
90% 0.03 0.61 0.00 0.61 0.42 0.00 0.90 51.67 10.17 2.10
1 Water to Community; 2 Water to Microhydro; 3 Ultra-Filtration Water Treatment; 4 Microhydro Plant; 5 Diesel
Generator Set.

Figure 6. The optimal configuration of the polygeneration system of case study 2 under D = 0.40 (or 40%).

Figure 7. The optimal configuration of the polygeneration system of case study 2 under D = 0.90 (or 90%).
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4.3. Case Study 3

This case study is similar to the previous one, except that a dual-turbine micro-hydropower plant
is assumed. This dual-turbine micro-hydro plant consists of two smaller turbines rated at 70 kW and
35 kW, which together gives the system greater operational flexibility. The balanced process matrix for
Case Study 3 is shown in Table 5 where the micro-hydropower turbines 1 and 2 are explicitly identified.
With the reduction in the size of the turbine, this translates to a system-wide lower part-load operating
capacity of 15 kW if only the 35 kW turbine is activated at 45% its rated capacity. The minimum
part-load operating level for the 70 kW turbine and the 35 kW turbine of the micro-hydropower plant
is defined as 45% [40]. Each turbine is operated individually allowing for a more flexible means to
electricity generation during drought scenarios. Similar to case study 2, the back-up diesel generator set
will be used as a support for the dual-turbine micro-hydropower plant if the need arises. The process
flowsheet of case study 3 is shown in Figure 8.

Table 5. The balanced process matrix of case study 3.

Product Stream Units WTC 1 WTM 2 UFWT 3 Ice Plant MHT1 4 MHT2 5 DGS 6 Product/Raw
Materials

Clean Water t/day 0 0 20 −5 0 0 0 15
Ice t/day 0 0 0 5 0 0 0 5

Electricity kW 0 0 −1 −4 70 35 60 160
Water to community supply t/day 50 0 −50 0 0 0 0 0
Water to microhydro plant t/day 0 52,500 0 0 −35,000 −17,500 0 0

Rejected Water t/day 0 0 30 0 0 0 0 30
River Water t/day −50 −52,500 0 0 0 0 0 −52,550

Diesel t/day 0 0 0 0 0 0 −3.6 −3.6
1 Water to Community; 2 Water to Microhydro; 3 Ultra-Filtration Water Treatment; 4 Microhydro Turbine 1; 5

Microhydro Turbine 2; 6 Diesel Generator Set.

Figure 8. The process flowsheet of the polygeneration system of case study 3.

The optimal operational adjustment results for case study 3 using various levels of D is shown
in Table 6. The table shows the dynamic operational capacity of the 2 micro-hydro turbines through
varying drought intensity levels. It can be observed that turbine 2 will shut off at drought intensity
levels of D = 0.40 and 0.50 and will operate again at D = 0.70 and 0.80.

315



Energies 2019, 12, 636

Table 6. The resulting process capacity factor and the optimal production level for case study 3.

Drought
Level, D λ

Optimal Process Scaling Vector, x Optimal Production Level, y

WTC 1 WTM 2 UFWT 3 Ice
Plant

MHT1 4 MHT2 5 DGS 6 Electricity
(kW)

Clean Water
(t/day)

Ice
(t/day)

0% 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.00 100.00 15.00 5.00
10% 0.80 0.92 0.90 0.92 0.88 1.00 0.70 0.00 90.05 14.01 4.40
20% 0.68 0.87 0.80 0.87 0.81 0.70 1.00 0.30 97.90 13.39 4.03
30% 0.68 0.87 0.70 0.87 0.81 0.55 1.00 0.30 87.39 13.39 4.03
40% 0.61 0.85 0.60 0.85 0.77 0.90 0.00 0.36 80.66 13.07 3.84
50% 0.52 0.81 0.50 0.81 0.71 0.75 0.00 0.45 75.82 12.58 3.55
60% 0.36 0.77 0.40 0.77 0.65 0.60 0.00 0.54 70.99 12.10 3.26
70% 0.32 0.73 0.30 0.73 0.59 0.00 0.90 0.63 66.15 11.62 2.97
80% 0.23 0.69 0.20 0.69 0.54 0.00 0.60 0.72 61.32 11.13 2.68
90% 0.13 0.61 0.00 0.61 0.42 0.00 0.00 0.90 51.67 10.17 2.10

1 Water to Community; 2 Water to Microhydro; 3 Ultra-Filtration Water Treatment; 4 Microhydro Turbine 1; 5

Microhydro Turbine 2; 6 Diesel Generator Set.

Turbine 1, on the other hand, will continue to operate until it reaches a drought intensity of
D = 0.60 and will shut off at D = 0.70 and beyond. At elevated drought intensity of D = 0.70 and
0.80, the smaller turbine provides better operational flexibility allowing appropriate operational
adjustments. As a supplementary source of power, the back-up diesel generator begins to operate at a
drought intensity of D = 0.20 and is partially operated until a drought intensity level of D = 0.90 at
90% part-load capacity. However, the dual-turbine remains operable over a wider range of conditions
allowing operational flexibility on drought condition while the diesel generator partially operates from
D = 0.20 to 0.90. The optimal configuration of the polygeneration system for case study 3 is shown in
Figures 9 and 10 for D = 0.30 and D = 0.90, respectively.

Figure 9. The optimal configuration of the polygeneration system of case study 3 under D = 0.30
(or 30%).
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Figure 10. The optimal configuration of the polygeneration system of case study 3 under D = 0.90
(or 90%).

The comparison of the production level of electricity, water, and ice for the three case studies
are shown in Figure 11a–c while the diesel fuel consumption for case studies 2 and 3 is shown
in Figure 11d. The contribution of the power generating technologies to electricity production for
each case study are shown in Figure 12. The back-up diesel generator set enabled an extended
production of electricity, water, and ice for the community especially during low to severe drought
intensity levels. The dual-turbine micro-hydro assembly with diesel generator set (Case Study 3)
provides a more stable production of electricity, water, and ice and is found to be superior compared
to the single-turbine micro-hydro plant with diesel generator (Case Study 2) especially for drought
intensity levels from D = 0.60 to D = 0.80. With lower diesel fuel consumption and higher electricity
generation, the dual-turbine micro-hydro plant with diesel generator is ideal for areas where drought
risk is expected.

Figure 11. Cont.
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Figure 11. The optimal polygeneration product output of the polygeneration such as the (a) electricity,
(b) water, and (c) ice, and the raw material such as the (d) diesel fuel.

 

 
Figure 12. The resulting electricity generation contribution for (a) case study 1, (b) case study 2, (c) case
study 3.

5. Conclusions

A fuzzy MILP model has been developed for the optimal operational adjustment of an
off-grid micro-hydropower-based polygeneration system under varying drought intensity scenarios.
The polygeneration system produces electricity, purified water, and ice, which are the basic needs of
an off-grid community. The model accounts for the integration of the process units to give the optimal
operational adjustments needed to partially satisfy the community demands for each product output,
based on fuzzy constraints. Unlike conventional MILP formulations, the fuzzy bounds provide an
optimal solution that gives a more balanced compromise on the reduction of outputs of the facility.
A variant of the model also considers the minimization of the fuel consumption of the back-up diesel
generator set. Case studies that consider different turbine configurations and diesel back-up options
were solved to illustrate the model capabilities. This modelling framework is useful for off-grid
electricity systems which have been established and have failed to take into consideration system
disruptions resulting from the effects of climate change. The model provides decision-makers with a
systematic procedure for identifying the optimal operational adjustment to ensure that the community
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product demands are satisfied during abnormal conditions. Furthermore, the model can provide
insights on the management of external sources of energy.

Future work can apply this model formulation to a broader range of integrated polygeneration
systems and consider multi-period models to accommodate variations in product demands. In addition,
the potential for the use of alternative methods such as fuzzy P-graph [41] to deal with problems of
this class should also be explored together with an examination of the availability and performance of
alternative operating conditions.
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Appendix A

The basic MILP model for optimizing the polygeneration system during abnormal operations is
described by Equations (A1)–(A7) and is similar to the model introduced in [14].

max = cTy* (A1)

A·x = y* (A2)

bTxl ≤ x ≤ bTxu (A3)

b ∈ {0, 1} (A4)

y*river_water = (1 − D) yriver_water (A5)

y* ≥ yl (A6)

fl ≤ bTe ≤ fu (A7)

The objective function (Equation (A1)) is to maximize the profit of the system, excluding capital cost
recovery, where cT represents the price vector for the material or energy streams and y* is the net
output vector during abnormal operations. The model is subject to material and energy balances
(Equation (A2)) dependent on the process operational conditions where A is the balanced process
matrix during normal operating conditions and x is the process scaling vector during abnormal
conditions. The scaling vector is bound by the lower (xl) and upper (xu) operating capacity limits of
each available technology (Equation (A3)) where bT is a binary variable (Equation (A4)) indicating
whether a technology is operational (bi = 1) or not (bi = 0) during abnormal operations. The abnormal
conditions occur when there is insufficient river water (Equation (A5)) defined by the drought intensity
factor, D. Furthermore, a minimum production level (yl) for identified product streams must be met
(Equation (A6)). There is also a minimum (fl) and maximum (fu) number of operational technologies
at any given time (Equation (A7)), vector e represents a column vector with all elements equal to 1.
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Abstract: This paper compares approaches for accurate numerical modeling of transients in the pipe
element of district heating systems. The distribution grid itself affects the heat flow dynamics of a
district heating network, which subsequently governs the heat delays and entire efficiency of the
distribution. For an efficient control of the network, a control system must be able to predict how
“temperature waves” move through the network. This prediction must be sufficiently accurate for
real-time computations of operational parameters. Future control systems may also benefit from
the accumulation capabilities of pipes. In this article, the key physical phenomena affecting the
transients in pipes were identified, and an efficient numerical model of aboveground district heating
pipe with heat accumulation was developed. The model used analytical methods for the evaluation
of source terms. Physics of heat transfer in the pipe shells was captured by one-dimensional finite
element method that is based on the steady-state solution. Simple advection scheme was used for
discretization of the fluid region. Method of lines and time integration was used for marching. The
complexity of simulated physical phenomena was highly flexible and allowed to trade accuracy
for computational time. In comparison with the very finely discretized model, highly comparable
transients were obtained even for the thick accumulation wall.

Keywords: district heating; heat accumulation; pipe; numerical model; Modelica language; Julia
language; performance

1. Introduction

In the next few decades, the district heating (DH) will undergo substantial changes. The major
operational changes associated with the 4th generation of DH are lower temperatures in distribution
grids (the heat-carrier will be liquid water), enhancement of accumulation, and use of heat pumps or
other temperature boosters [1,2]. Utilization of renewable sources and waste heat (both often fluctuate)
aim at the reduction of carbon dioxide emissions and fossil fuel consumption [3]. Consumers, suppliers,
and network providers will become members of the multilevel heat market. The production and
consumption of heat or cold can be shifted between seasons using large long-term thermal storage,
which has a lower relative price than smaller ones [4]. In such a complicated arrangement, the network
must be sufficiently flexible, predictive, and intelligent.

Advanced and holistic operational optimization of the control strategies will become crucial.
Although the operational optimization is usually being performed on already existing grids with given
topologies, the simultaneous optimization of both grid topology and operation may be more beneficial
than a separate approach. In other words, some grid topologies can allow better control strategies
while others do not have to. The ideal control system should take long-term consequences into account
(delays are most often affected by thermal inertia) [5]. The controller has to find the control actions by
minimizing the sum of all the penalties (energy losses, demand mismatches, temporary price, etc.)
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defined inside the models of the individual components. This is called operational optimizations.
It is crucial to fit as many simulations as possible to the control horizon (several minutes) to find the
optimal values of the discrete control variables for the prediction horizon (several hours, days, weeks
or even months). This depends on the models being fast and accurate. Regarding the pipes themselves,
the correct prediction of step change propagation is most important as it determines the delay in
temperature delivery. These delays are not only caused by pure advection through the system.

To ensure the sufficient performance of the model, the relative simulation time (ratio of physical
time and computational time) is to be reduced. This might be achieved by a combination of
several principles, such as lowering the number of used spatial derivatives (e.g., reducing to the
one-dimensional description) or avoiding some of the discretizations altogether by using the analytic
description of heat transfer [6] and friction [7] for all regimes in the pipes. When it comes to the
hydraulic calculations, which are necessary to evaluate mass flows of heat carrier in the branches, it is
usually considered satisfactory to use the static model, since the pressure waves spread significantly
faster than thermal waves. It is also helpful to derive specific solutions that take advantage of
known facts rather than those that cover a wide range of possible options (e.g., the presumption of
incompressible fluid simplifies the dealing with the mass conservation laws significantly).

In previous work, a few main approaches that deal with simulations of DH grids are utilized.
The first group is based on the presumption that the grid operates mostly in steady-state. Advanced
techniques based on this can be found at [8], where authors develop a model and a method for
parameter calibration that allows to better fit the measured data to simulation.

Another great example of steady-state estimation of DH grid is [9]. In this paper, the authors use
automated customer meter system to evaluate mass flows, temperatures and consequently heat losses
in pipes of a DH network. The optimization algorithm is utilized to estimate temperatures in the pipes,
so simulated temperatures in the customer's location fit the measured data.

The second group of models, which include dynamic effects to some extent, is based on highly
simplified models that directly link inlet temperature signal to the outlet signal. In the so-called node
method [10], nodes that are connected by pipes of known geometrical and thermal properties represent
the network. Based on mass flows in the pipes and the temperatures of water in individual nodes, the
method steps through the time to evaluate temperature in all the nodes for all the time steps. It utilizes
known time delays caused by advection and thermal inertias of the pipes.

Authors of [11] develop new so-called function method for the evaluation of thermal transients
in DH grids. The method is based on the insertion of a Fourier series into the simplified Partial
Differential Equation (PDE) of the fluid and solid regions of the circular pipe to derive the relationship
between inlet and outlet temperature. Time delay and relative attenuations are incorporated into the
model. The new method is reported to be about 37% faster than the standard node method. Model is
validated in real DH system. No axial turbulent diffusion is considered.

Pure advection of inlet time of the water to the pipe is used in [12]. This value is then subtracted
from the time when the liquid leaves the pipe. The resultant value represents the time the liquid
spends inside the pipe which is then used for estimating the temperature drop due to heat loss. To
incorporate thermal inertia, equivalent mixing volume is placed at the outlet. This results in a so-called
plug-flow model. The model accurately simulated 168 h of operation of district heating grid in Pongau
(Austria) in less than 2 s. No axial diffusion is incorporated.

Authors of [13] focus on transients in pipes with stable mass flows. They use steady-state
axial temperature distributions and convolution with the axial diffusion kernel to arrive at an explicit
mathematical function that describes the temporary transient behavior. Their solution is then compared
with the numerical solution of the appropriate Partial Differential Equation (PDE) with positive results.
No dynamic re-accumulation in the pipe walls is included.

A steady-state heat transfer model is combined with a variable transport delay model in [14] to
obtain a fast model capable of simulations with variable flows. The model resulted in approximately
4000 times less intensive computation in comparison with one-dimensional PDE approach (both
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models were developed in Matlab/Simulink). This speedup factor rises with the utilization of larger
time steps but at the cost of higher error. Axial diffusion and thermal inertia of the wall is considered.

Comparison of the node method and pseudo transient approach with experimental data is
conducted in [15]. Authors of the article conclude that thermal diffusion caused by turbulent behavior
of the fluid inside the pipe has a significant effect on the thermal wave propagation. The effect of
turbulent diffusion is more significant with sharper inlet temperature changes and that the proper
modeling should consider this. Further, they conclude that the pseudo transient approach predicts the
thermal propagation more accurately than the node method.

The third group of models is based on the discretization of the PDE describing the pipe in one
or more dimensions (numerical/physical models). Method of characteristics with the third-order
numerical scheme is used in [16] to solve the energy Equation. It seems to preserve the shapes and
amplitudes of the heat wave, which indicates that there is little or none numerical diffusion in the
solution. Axial diffusion and thermal dynamics of the wall is not incorporated.

Improved third order numerical solution with total variation diminishing property (reduces
oscillations near sudden temperature changes) is used in [17]. Simplified dynamic accumulation of
heat into the pipe’s wall is considered. An indicator that describes the influence of the thermal inertia
of the wall onto the wave propagation is developed. The proposed model is validated in a real system.
Axial turbulent diffusion is not incorporated into the model.

Although numerical models are usually regarded as slow, they have one significant advantage.
They can capture most of the dynamic phenomena affecting the traveling thermal wave in considerable
detail. According to the review of relevant literature given above, any of the states of the art models
(of any group) does not incorporate all the mentioned effects at once. To speed up numerical models, it
is desirable to limit the number of operations as well as the number of memory allocations (saving
fewer data and creating fewer temporaries). To obtain a smooth solution, there is a need to choose
minor steps unless an appropriate nonlinear interpolation is possible.

Usually, problems, such as advection, are numerically solved by finite volume methods (FVM).
Either explicit or implicit schemes are used. The PDE is often discretized along all dimensions,
including the time. The quadratic upstream interpolation with estimation terms (QUICKEST) is
often considered to be the most efficient scheme [18–21]. A good FVM scheme should preserve
sharp temperature changes while not introducing unphysical oscillation. Non-oscillatory schemes are
nonlinear and usually involve a flux limiter, which makes them more expensive during run-time. The
only linear non-oscillatory FVM is first order upwind scheme, but it suffers from severe unphysical
(numerical) diffusion. Luckily, when real diffusion is involved, the oscillation of higher-order schemes
fades out. An example of this is presented in the following section.

Heat transfer is very often solved by finite element method (FEM), which is based on a weak
formulation of the PDEs. Nodal values of the stencil amplify local non-zero normalized field functions
(shape functions). The global temperature field function is then a superposition of the magnified local
fields. Therefore, a good FEM scheme is produced by shape functions that closely resemble the true
local temperature distribution. In the following section, there is a detailed description of an approach
that results in the stencil coefficients for the radial model of a solid wall. Steady-state biased shape
functions are used to capture the less transient periods very accurately even through roughest meshes.

In order to facilitate the various models of individual components of a DH system, all components
should be solved simultaneously to include their mutual effects. Method of lines can be utilized here.
In this method, the PDEs are approximated by sets of ordinary differential equations (ODE), where
only the spatial derivatives are discretized. Such models are easy to combine using an ODE solver.

Open-source environments with powerful ODE solvers can be used to solve these systems. Two
interesting ones are the OpenModelica and Julia languages. The first uses a component-oriented,
Equation-based language called Modelica. It specializes in the modeling of complex systems dealing
with various physics backgrounds [22]. There are many libraries containing predefined models of
components which can be easily combined together to create a complex system. The OpenModelica
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compiler compiles code that solves efficiently time-dependent variables based on given parameters. It
uses solvers for Differential algebraic Equations (DAE) to solve implicit systems, which allows the
user to specify the relationship between variables without the need for being explicit. Communication
with MATLAB can be also established through scripting and file exchange [23] (this is advantageous
because MATLAB’s default ODE solvers are very slow).

Julia is a general-purpose, high-level, dynamic language that approaches the speeds of
statically-compiled languages like C [24]. There are several tools for benchmarking and profiling of
written algorithms, which helps to identify their potential speedups. There are many well-developed
packages already, amongst which is a very performant (meaning that it is working well enough
to be considered functional but may not yet be fully optimized) package dealing with Differential
Equations [25]. This package contains many solvers and can even interface to advanced C libraries,
such as Sundials [26]. The results use interpolation with predefined tolerance to return values at an
arbitrary time. This together makes the language highly suitable for scientific computing.

The aim of this paper was to derive and test specialized and fast numerical model of a simple DH
pipe that incorporates sharp interface preservation, turbulent diffusion, and detailed radial thermal
inertia evaluation caused by the wall.

2. Materials and Methods

This chapter contains a very in-depth description of the mathematics behind the model. In
order to ensure that the resultant model is fast, a one-dimensional PDE is used to avoid two spatial
derivatives. Here, the incompressibility of the fluid is assumed. Individual variables depend on the
position and time as denoted by variables x and t in the following equation:

dT(x, t)
dt

= −u(t)
dT(x, t)

dx
+ D

d2T(x, t)
dx2 + S(x, t), (1)

where T is the local cross-sectional temperature of the fluid, u is the axial fluid velocity, D is the axial
diffusion coefficient, and S is a source term (dealing with heat flow from inner wall and friction).
Because the method of lines is used here, only the spatial derivatives must be discretized. The pipe is
divided into na cylindrical volumes, where spatially dependent variables are localized (see Figure 1).
Localized temperatures represent the volume-averaged temperature and, localized sources represent
the incoming heat from the solid shell divided by the heat capacity of one volume element.

Figure 1. Division of pipe’s fluid region into volumes, with localized spatial dependent variables.

Finite differences are used for discretization. There is a simple relationship between the finite
difference schemes for any derivation order (including zero) and given n stencil points [27]:

c =
1

Δxm Z−1δ, (2)

where c is a vector of the stencil coefficients, m is the derivation order, Z is an n × n matrix such as:

Zi,j =

(
xi − x0

Δx

)j−1
, (3)
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in which xi is the axial position of a stencil point, x0 is the axial position of the point in which the
derivative is demanded, and δ represents a vector such as:

δi =

{
0 i �= m + 1

m! i = m + 1
. (4)

The first term on the right-hand side of Equation (1) dealing with advection is discretized in
two ways. The first way utilizes Equation (2) directly, which results in the finite difference method
(FDM). The second way is based on FVM, where Equation (2) is used for the evaluation of the values
at element faces (zero order derivatives). The discretization of the advection part should be good
in shock capturing; therefore, 660 tests are conducted to compare this ability among the different
schemes. By filling rows with the stencil coefficients, a script written in Julia constructs the matrix
A that approximates the derivative operator. Among the input parameters, there is a number of
used upwind and downwind stencil points. While filling the first few rows of matrix A, both these
parameters are automatically decreased. When filling the last few rows, only the downwind parameter
is decreased because of the missing nodes. For example, the maximum number of available upwind
nodes at the inlet is one (the boundary temperature). No oscillation is caused by central schemes near
the boundaries (unless a central scheme is used explicitly) because the local upwind bias is always
preserved (first rows) or increased (last rows). The boundary vector Ain is constructed as well. Both
are used to evaluate the pure advection problem in the following form:

dT
dt

= −u(AT + Tin Ain), (5)

where T is the vector of localized fluid volume temperatures and Tin is the time-dependent scalar
representing the inlet (boundary) temperature signal. Problems are solved using normalized variables,
and the behavior of the schemes is presented in a normalized variable diagram (NVD). Sundials library
is used for solving the problem in time, namely the CVODE algorithm with backward differencing and
with relative and absolute tolerances of 10−6. It has an adaptive time step and produces a continuous
temperature signal at the outlet by using Hermite interpolation. Examples of NVDs are shown in
Figure 2. The diagrams contain hints about the schemes (U and D are the number of upwind and
downwind nodes, respectively, and n is a number of volume elements).

Figure 2. Examples of bad-behaving advection schemes. (a): Low order upwind biased scheme causes
a lot of numerical diffusion; (b): Low order central scheme is being too oscillatory.

It is observed that central schemes have a stronger tendency to oscillate (Figure 2b) and are more
computationally expensive than upwind-biased schemes (see Figure 3). Overall, higher order upwind
schemes (see Figure 4) seem to show a good compromise between the degree of their oscillation, their
ability for shock capturing, and computational expensiveness.

326



Energies 2019, 12, 633

Figure 3. Comparison of computational time of the tests between upwind-biased and central schemes
for FDM. Similar results can be observed for FVM. The values in brackets represent rounded row
stencil coefficients in the typical row of the derivative operator A (when Δx = 1).

Figure 4. Examples of well-behaving advection schemes. (a): Higher order upwind biased FVM
scheme with mild numerical diffusion and mild oscillations; (b): Higher order upwind biased FDM
scheme with mild numerical diffusion and very mild oscillations.

The first order central scheme is used for the construction of B, which is the matrix that
approximates the second derivative operator dealing with axial diffusion in Equation (1). Boundary
vector Bin allows the calculation of the second derivative at the inlet node as well. Equation (5) is
extended and results in Equation (6):

dT
dt

= −u(AT + Tin Ain) + D(BT + TinBin), (6)
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diffusion coefficient D may either be lumped or localized into the form:

Di = w1,i · u · d1 + w2,i, (7)

The first term in Equation (7) deals with turbulent diffusion. The second term, which is strictly
non-negative, corresponds to velocity-independent effects, such as conductive diffusion (which is
shown later to be negligible) or spreading due to effects of gravity. If the second term in Equation (7) is
neglected, the Equation (6) can be simplified:

dT
dt

= u[(d1B − A)T + (d1Bin − Ain)Tin] = u(MT + MinTin), (8)

where M and Min are the constant matrix operator and boundary vector of the fluid region, respectively.
This step should improve the performance of the model. It also makes the Peclét number independent
of flow velocity. This means that when proper axial discretization is chosen to ensure non-oscillatory
behavior of the method, it is preserved for all velocities of the fluid. Automatic axial discretization,
based on values w1,i, is then possible. The weights in Equation (7) allow the tuning of the pipe to
mimic a real installation more accurately (similar weighting is possible for the source term as well).

Using the analytic solution to step input in the NVD, the effect of Di on oscillation of Equation
(6) is studied. Any value of the numerical solution that is outside of the unit interval is considered to
be an overshot caused by oscillation. This is a very simple way to estimate the residual oscillation of
Equation (6). FDM is chosen for the model because of its lower oscillations (see Figure 5).

Figure 5. Effect of physical diffusion on unphysical oscillation on sharp interfaces for na = 100 (the
critical Peclét number, which makes the residual oscillation less than 10−6. It is approximately 6.47 for
the U2D1FVM and 8.51 for the U2D1FDM).

The last term of Equation (1) is more complicated since it must deal with heat dynamics in the
solid shells surrounding the pipe. From the fluid viewpoint, the only important value is the inner wall
temperature of the first shell. Using publication [6], the Nusselt number for all flow regimes is:
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Nu =

⎧⎪⎪⎨
⎪⎪⎩

3.66 if Re ≤ 2300
3.52 · U4 − 45.148 · U3 + 212.13 · U2 − 427.45 · U2 + 316.08 if 2300 ≤ Re ≤ 3100

fr
8 · (Re−1000)·Pr

1+12.7·
(

fr
8

)1/2
·(Pr2/3−1)

if Re < 3000
, (9)

where Re is the Reynolds number, U = Re/1000, fr is the Darcy-Weisbach friction factor, and Pr is the
Prandtl Number. The friction factor might be evaluated using the Churchill Equation presented in [7]
for all flow regimes:

f = 8 ·
((

8
Re

)12
+

1

(θ1 + θ2)
3/2

)1/12

, (10)

where
θ1 =

(
−2.457 · log

(( 7
Re
)0.9

+ 0.27 ·
(

ε
d1

)))16

θ2 =
( 37530

Re
)16

, (11)

in which ε is the roughness of the inner wall and d1 is the inner diameter. It is a simple step to evaluate
the local source term S in the form of a vector:

Si =
4 · Nu · λ

d2
1 · ρ · cp

· (Tsn,i,1 − Ti). (12)

where Tsn,i,1 represents the inner wall (later first node of the solid region) temperatures of the solid
shell, cp is the specific heat capacity of the fluid, ρ is the mass density of the fluid, and λ is the heat
conductivity of the fluid.

The time-dependent distribution of temperature in the solid shells affects the axial transients
of the heat waves (charging and discharging of the accumulation layers). Tangential and axial heat
conductions in the shells are ignored because even when the flow velocity is small, the rate in which
the heat is being transported by advection is often much higher than that by conduction. This might
be expressed in the form of the Péclet number for conduction in both the fluid:

Pe f = d1 · u · ρ · cp

λ
≈ d1 · u · 6, 29 · 106 � 1, (13)

and the solid (e.g., steel):

Pes = d1 · u · ρs · cp,s

λs
≈ d1 · u · 8 · 104 � 1. (14)

As shown, the inner diameters of the pipes or the flow velocities would have to be very small
for the conductive axial diffusion to be comparable with advection. This is not common with real
applications in the DH systems which also reduces the number of necessary spatial derivatives used in
the model. The fluid volumes can be mathematically coupled with one-dimensional models of purely
radial heat transfer (later solid segments) described by PDE in the form:

dTs,i

dt
· ρs · cps =

1
r

d
dr

(
λs · r · dTs,i

dr

)
, (15)

where r is the radial coordinate, Ts,i is the continuous temperature in the solid segment, ρs is the
mass density, cps is the specific heat capacity, and λs is the heat conductivity. Equation (15) might be
rewritten into the weak form using the shape function V (notice that integrated term in the bracket
affects the system only at the boundaries).

2 · π · Δx ·
r2∫

r1

r · V · dTs,i
dt · ρs · cps · dr = 2 · π · Δx ·

[
−

r2∫
r1

r · dV
dr · dTs,i

dr · λs · dr +
[
r · V · λs · dTs,i

dr

]r2

r1

]
. (16)
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The steady state temperature distribution is used as the base for the nodal shape functions:

Tse,i,j(r) =
ln(r/Rj)·(Tsn,i,j+1−Tsn,i,j)

ln(Rj+1/Rj)
+ Tsn,i,j = Tsn,i,j+1 ·

ln(r/Rj)
ln(Rj+1/Rj)

+ Tsn,i,j

(
1 − ln(r/Rj)

ln(Rj+1/Rj)

)
, (17)

where Tse,i,j are the temperature distributions in the cylindrical elements, Tsn,i,j are nodal temperatures,
and Rj are radial coordinates of the nodes. Equation (17) is the solution to the following PDE with
given boundary conditions (see also Figure 6):

1
r

d
dr

(
λs,j · r · dTse,i,j

dr

)
= 0

Tse,i,j
(

Rj+1
)
= Tsn,i,j+1

Tse,i,j
(

Rj
)
= Tsn,i,j

, (18)

Figure 6. Graphical representation of the variables.

Nodal shape functions are derived from Equation (17) by considering the effect of one node to
the global temperature distribution. Therefore, they take the following piecewise form (notice that
boundary nodes are neighboring one element only, so the shape functions have only the appropriate
half):

Vsn,j(r) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎧⎨
⎩ 1 − ln(r/Rj)

ln(Rj+1/Rj)
, Rj ≤ r ≤ Rj+1

0, Rj > r > Rj+1

, j = 1

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ln(r/Rj−1)
ln(Rj/Rj−1)

, Rj−1 ≤ r < Rj

1 − ln(r/Rj)
ln(Rj+1/Rj)

, Rj ≤ r ≤ Rj+1

0, Rj−1 > r > Rj+1

, 2 ≤ j ≤ n − 1

⎧⎨
⎩

ln(r/Rj−1)
ln(Rj/Rj−1)

, Rj−1 ≤ r < Rj

0, Rj−1 > r > Rj

, j = n

, (19)

When mass densities and specific heat capacities of the elements are constant, the following
integration (according to the left-hand side of Equation (16)) results in discretized heat capacity:

Csn,j = 2 · π · Δx ·

⎡
⎢⎣ρs,j−1 · cps,j−1 ·

Rj∫
Rj−1

r · Vsn,j · dr + ρs,j · cps,j ·
Rj+1∫
Rj

r · Vsn,j · dr

⎤
⎥⎦, (20)

where Csn,j are the nodal heat capacities, ρse,i,j are the mass densities of the elements, and cps,j is the
specific heat capacity of the elements. For inside nodes, the integration of (20) results in:

Csn,j = π · Δx ·
[

ρs,j−1 · cps,j−1 ·
(

R2
j−1−R2

j

2·ln(Rj/Rj−1)
+ R2

j

)
− ρs,j · cps,j ·

(
R2

j −R2
j+1

2·ln(Rj+1/Rj)
+ R2

j

)]
, (21)
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For the boundary near the fluid region, there is only the second term in the bracket (there
is no element below), while for the outer boundary node, there is only the first term (there is no
element above).

The net heat flow incoming to the nodes in the solid region is (according to the right-hand side of
Equation (16)):

Hsn,i,j = 2 · π · Δx ·
[
Tsn,i,j−1 · hsn,j−1,j + Tsn,i,j · hsn,j,j + Tsn,i,j+1 · hsn,j+1,j

]
, (22)

where

hsn,j−1,j = −
Rj∫

Rj−1

r · λs,j−1 ·
dVsn,j−1

dr
dVsn,j

dr dr =
λs,j−1

ln(Rj/Rj−1)

hsn,j,j = −
Rj∫

Rj−1

r · λs,j−1 ·
( dVsn,j

dr

)2
dr −

Rj+1∫
Rj

r · λs,j ·
( dVsn,j

dr

)2
dr =

−λs,j−1

ln(Rj/Rj−1)
+

−λs,j

ln(Rj+1/Rj)
.

hsn,j,j = −
Rj+1∫
Rj

r · λs,j ·
dVsn,j+1

dr
dVsn,j

dr dr =
λs,j

ln(Rj+1/Rj)

(23)

The nodal net heat flow changes for boundary nodes. For the inner boundary node (here the
integrated term in brackets of Equation (16) is replaced by heat flow from fluid to solid), the net heat
flow is:

Hsn,i,1 = 2 · π · Δx · [Tsn,i,1 · hsn,1,1 + Tsn,i,2 · hsn,2,1] + π · Δx · Nu · λ · (Ti − Tsn,i,1), (24)

where

hsn,1,1 = −
R2∫

R1

r · λs,1 ·
(

dVsn,1
dr

)2
dr = −λs,1

ln(R2/R1)

hsn,2,1 = −
R2∫

R1

r · λs,1 · dVsn,2
dr

dVsn,1
dr dr = λs,1

ln(R2/R1)

, (25)

and similarly for the outer boundary node:

Hsn,i,n = 2 · π · Δx · [Tsn,i,n−1 · hsn,n−1,n + Tsn,i,n · hsn,n,n] + αout · 2 · π · Rn · Δx · (Tair − Tsn,i,n), (26)

where the last term represents true heat loss (heat transfer to the environment), αout is the convective
heat transfer coefficient at the outer wall, Tair is the ambient temperature and:

hsn,n−1,n = −
Rn∫

Rn−1

r · λs,n−1 · dVsn,n−1
dr

dVsn,n
dr dr = λs,n−1

ln(Rn/Rn−1)

hsn,n,n = −
Rn∫

Rn−1

r · λs,n−1 ·
(

dVsn,n
dr

)2
dr = −λs,n−1

ln(Rn/Rn−1)

. (27)

Using Equations (16), (21) and (22), the set of ODEs describing heat dynamics in the solid is:

dTsn,i,j

dt
=

Hsn,i,j

Csn,j
, (28)

Values in matrix hsn,i,j are nonzero only for values given by Equations (23), (25) and (27). Under
such conditions, the following matrices might be constructed:

ki,j = 2 · π · Δx ·
hsn,i,j

Csn,j
, (29)
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kin,i,j =

⎧⎪⎨
⎪⎩

j = 1, π · Δx · Nu · λ · (Ti − Tsn,i,1)/Csn,1

2 ≤ j ≤ n − 1, 0
j = n, αout · 2 · π · Rn · Δx · (Tair − Tsn,i,n)/Csn,n

. (30)

Using Equations (29) and (30), the relation (28) might be expressed in a form similar to Equation (6):

dTsn,i

dt
= k · Tsn,i + kin,i. (31)

where Tsn,i are vectors of the nodal temperatures of the solid segments, k is a constant matrix
(constructed by Equation (29)) capturing the heat dynamics of the nodes inside segments, and kin,i are
the time-dependent vectors containing boundary conditions of the segments. Banded matrices can be
used in order to express the dynamics fully in a single equation:

dTsn

dt
= K · Tsn + Kin. (32)

where Tsn is the column vector filled with column vectors Tsn,i, K is the banded square matrix filled
with k on its diagonal, and Kin is the time-dependent boundary vector filed with column vectors ksn,i.

This description of the solid region will satisfy the analytic solution completely at steady states
but will have a tendency to deviate more with rapid changes of fluid temperature. Individual layers
can be further divided into sublayers, which will increase the accuracy during nonstationary events.

3. Results and Discussion

The new model of radial heat transfer is tested for two different cases (see Table 1). The first
case is not an actual installation but serves as an example of a case with very strong accumulation.
A sudden change in the fluid temperature causes high temporal heat flux between the fluid and the
wall. A quick reduction in the heat flux follows due to a rise of the innermost wall surface temperature.
The radial elements increasing in size from the inner wall outward should capture this better. Smaller
time-steps must be then used to ensure numerical stability. Element sizes are defined by a grow factor.
Qualities of the solutions at the innermost piece of the wall are studied using a step change in fluid
temperature from 0 to 10 K.

Table 1. The property material of the steel circular wall (inner pipe diameter is 0.6 m).

Property Case 1 Accumulation Case 2 No Accumulation

Layer thickness (mm) 100 4
Mass density (kg/m3) 8030 8030

Heat conductivity (W/mK) 16.27 16.27
Specific heat capacity (J/kgK) 502.45 502.45

Since the temperature of the fluid steps up to 10 K and the correct inner wall temperature after
10 s is about 2.16 K, the error in heat flux caused by the use of 5 subdivisions (with grow factor 1)
would be over 10%. Grow factor 1.0 with 10 subdivisions provides almost equivalent results to an
advanced solution that uses grow factor 2.0 with 5 subdivisions, but it is slightly faster (see Figure 7).
The thin wall in the second case behaves much better. It produces solutions accurate enough even
with lower subdivisions (compare Figures 8–11 with Figures 12–15). This ensures good computational
speed for such arrangements. To further estimate the accuracy of the new radial model for the case
with strong accumulation, the maximal errors are estimated using temperature refinements between
two consecutive levels of subdivision (see Figures 8–11). The whole event of heat recharging is used
(7200 s). A tolerance of 10−12 is chosen to ensure that the time stepping method can always take
advantage of a superior spatial discretization.
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Figure 7. Demonstration of the solution quality (in the radial model) at 10 s for different subdivisions
(Case 1).

Figure 8. Absolute maximum temperature error estimations of the inner wall surface (Case 1).

Figure 9. Absolute maximum temperature error estimations of the outer surface (Case 1).
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Figure 10. Relative maximum temperature error estimations of the inner surface (Case 1).

Figure 11. Relative maximum temperature error estimations of the outer surface (Case 1).

Figure 12. Absolute maximum temperature error estimations of the inner surface (Case 2).
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Figure 13. Absolute maximum temperature error estimations of the outer surface (Case 2).

Figure 14. Relative maximum temperature error estimations of the inner surface (Case 2).

Figure 15. Relative maximum temperature error estimations of the outer surface (Case 2).

The errors in the second case for lower subdivisions are equivalent to errors in the first case for
high subdivisions. This is because the inertia of the thin wall is not significant. The relative errors of
the inner and outer walls are almost the same (Figures 13 and 14).

335



Energies 2019, 12, 633

The composite model of the pipe written in OpenModelica is tested in a similar way (Julia was
significantly slower here, possibly due to the use of numerical jacobians instead of symbolic ones).
The 100 m long pipe with a cross-section corresponding to the first case of the previous test set is
initialized with a temperature of 323.15 K. After steady-state is reached, a 30 K rise and drop in the
inlet temperature generate the transient process. The duration of the tests was 16,000 s. The tolerance
is set to 10−6, and the values are saved every 3 s. Error estimations are evaluated using a discrete
gradient (backward differencing) between the set of discretization. Using contours, the “willingness to
refine maximal errors” of the model can be mapped (see Figures 16 and 17). The computational time
can be mapped directly (see Figure 18).

Figure 16. Estimations of maximal absolute errors at the outlet of the pipe (Case 1), where the red
arrow signifies the ideal direction for discretization.

Figure 17. Estimations of maximal relative errors at the outlet of the pipe (Case 1), where the red arrow
signifies the ideal direction for discretization.

Similar tests for the second case clearly demonstrate the independence on the radial number of
subdivisions (see Figures 19 and 20). There is nothing to be refined in the radial direction. Further
subdivisions only take more computational time (see Figure 21). The higher computational time in the
right top corner of Figure 21 is caused by smaller time steps to ensure numerical stability.
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Figure 18. Computation times of the composite model tests (Case 1).

Figure 19. Estimations of maximal absolute errors at the outlet of the pipe (Case 2), where the red
arrow signifies the ideal direction for discretization.

Figure 20. Estimations of maximal relative errors at the outlet of the pipe (Case 2), where the red arrow
signifies the ideal direction for discretization.
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Figure 21. Computation times of the composite model tests (Case 2).

The Figure 22 demonstrates the effect of the strong accumulation using the outlet temperature
perspective. The above results deal with the model alone. Unfortunately, real data were not available
to the authors to validate the model properly. The model is at least compared (partially validated)
to a very fine model developed in Fluent (axisymmetric 2D in Figures 23 and 24) and STAR-CCM+
(fully 3D in Figures 25 and 26). The tolerance of the new model was lowered to 10−5 and samples were
saved every 10 s to demonstrate the effectiveness of the new model. The time span of the simulation
was 16,000 s.

Figure 22. Comparison of Case 1 and Case 2 (with constant mass flow of 282.74 kg/s).
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Figure 23. Comparison with a model from Fluent (the solid material property differ slightly here—mass
density is 7850 kg/m3, heat conductivity is 50 W/(mK), and specific heat capacity is 500 J/(kgK)).

Figure 24. Detail of the difference in temperature on comparison with a model from Fluent.

Figure 25. Comparison with a model from STAR-CCM+.
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Figure 26. Detail of the difference in temperature on comparison with a model from STAR-CCM+.

Although the maximal temperature difference is higher than the model from STAR-CCM+, the
temperature difference falls close to zero quicker than the model from Fluent. The effect of gravity
on wave propagation is such that it behaves as additional axial diffusion, which can be tuned up by
adjusting weights in Equation (7). Figure 26 shows this fact by the more time-spread rise in temperature
at the outlet. Figures 27 and 28 show how the gravity spreads the temperature front in the STAR-CCM+
model 7 s after both hot and cold waves entered the pipe.

Figure 27. Effect of gravity on the temperature distribution of a hot wave (the upper part shows the
temperature front without effects of gravity, the lower part shows the contrary).

Figure 28. Effect of gravity on the temperature distribution of cold wave (the upper picture shows the
temperature front without effects of gravity, the lower picture shows the contrary).

The comparison of the new model with the very fine numerical counterparts shows that the new
model overestimates the wave to reach the outlet slightly later (asymmetric peaks in temperature
difference in the Figures 23–26). This might be caused by the fact that the temperature and velocity
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profiles in the new model are considered to be fully developed right from the beginning, while with
the very fine counterparts they are not.

4. Summary of the Results

• The shape function used in the radial model as well as the use of analytic description of heat
exchange between the fluid and the inner wall surface ensures that the solution of the new model
agree with the analytic solution completely even for the roughest radial discretization (also visible
through fast stabilization in Figure 22 after the sudden temperature change).

• The new model allows simple modeling of circular pipes with an arbitrary number of shells and
their material properties (e.g., a steel wall followed by insulation and a plastic shell). All shells then
consider radial dynamic effects based on the newly derived radial model, and OpenModelica’s
marching algorithm automatically adapts the time step to ensure its numerical stability.

• Although elements growing in size in the radial direction better capture the sudden changes of
temperature, the necessity of smaller time steps to ensure the stability of the marching algorithm
completely negates this advantage (compare the CPU time in Figure 7) and makes the uniform
mesh more preferable.

• With the preferred use of the uniform mesh in the radial model, the thick wall has to be modeled
with higher number of elements, while the thin wall is captured well with very few or even
single element (compare error estimations for grow factor 1 in Figures 8–15 or the error maps in
Figures 16 and 19).

• The use of the method of lines and appropriate algorithm with adaptable time step makes the
precision easily tradable for computation time, without the necessity to focus on the numerical
stability conditions of the composite model (trading the capturing of the transients for CPU time,
the steady-states will be captured accurately even with rough radial meshes).

• There are regions in which a sole improvement of the mesh in one direction will not result in
superior solution (e.g., see the region of 100 axial and 20 radial elements in Figure 16, where sole
improvement of radial discretization does not lower errors). There is, however, an ideal direction
for the discretization in each case.

• Figure 22 shows how does strong thermal inertia of the wall affect the outlet temperature in
idealized case (the effect lasts approximately for half an hour for the thick steel wall).

• Maximal deviation in outlet temperature in comparison with Fluent (2D) is about 3 K.
• Maximal deviation in outlet temperature in comparison with STAR-CCM+ (3D) is about 6 K for

the case without gravity and 4 K for the case that includes gravity.
• During all simulations, positive weights in the definition of axial diffusion are deployed, which

shows that turbulent axial mixing plays a role in thermal wave propagation.
• Presence of gravity in fully horizontal pipes acts as additional axial diffusion from the viewpoint

of cross-sectional temperature average (comparison of the two curves from STAR-CCM+ in
Figure 26).

• Relative simulation time of the new model for a single 100 m long pipe with strong accumulation
is approximately in order of 3.75 × 10−5.

• A simple quasi-static evaluation of the pressure losses (the friction coefficient is already being
evaluated during thermal simulation) would allow the use of the new model for simulation of
whole grids with automatic mass flows evaluation in each branch (e.g., OpenModelica connector
definition includes Kirchhoff laws by default).

5. Conclusions

This paper deals with transients in circular pipes, where the accumulation of heat into surrounding
material has been considered in detail. Model is a combination of the analytic description of a heat
transfer between the fluid and the solid wall, simple advection scheme, turbulent diffusion, and a
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finite element scheme dealing with the circular wall in which the shape functions are based on the
steady-state solution. Method of lines is used for time integration. The new model represents an
effective numerical solution to the thermal wave propagation problem, which includes advanced
evaluation of thermal inertia of the pipe’s wall and the axial diffusion that is caused by turbulence.
The diffusion coefficient evaluation is mainly proportional to flow velocity.

Overall, it can be said that strong accumulation affects the thermal wave propagation for
a stretched period of time in comparison with the non-accumulation case. The effect of the
re-accumulation is not only dependent on the pure amount of re-accumulated heat, but also on
the particular way this event happens. In other words, to capture the event accurately is to focus on
the proper evaluation of the innermost surface temperature of the pipe’s wall because it directly affects
the rate in which the temperature of the fluid changes. The discretization of both axial and radial
direction must go hand in hand to improve the solution. During comparison with the fine models
from Fluent and STAR-CCM+, deployment of positive weights in the diffusion coefficient evaluation
are always necessary to match the simulated data. This means that turbulent diffusion plays a role
in temperature wave propagation. Presence of physical diffusion also reduces unphysical oscillation
on sharp interfaces. Gravity is shown to resemble the behavior of an additional axial diffusion as
well. The new model resembles the transient behavior of the accumulating pipe wall with highly
comparable results to the equivalent, very fine models from Fluent and STAR-CCM+, which should
represent the ideal physics-based modeling. The validation with a branched real system needs to be
done in the future.

The composite model had run faster in OpenModelica than in Julia possibly because of a
non-optimized jacobian evaluation. It might be possible to speed up the Julia execution using function
definition macros from Differential Equations package, which could be able to derive symbolic jacobian
automatically. The model can be extended by pressure loss evaluation, which would allow simulation
of whole DH grids based on Kirchhoff laws. Regularization of mass flows would be necessary here to
avoid singularities (division by zero) in the nodes.

The future work should aim at a self-identification algorithm using inlet/outlet temperature
signals from real installations to calibrate the appropriate weights in the model. It may be possible to
generalize the approach for more complex configurations, such as twin-pipes, buried pipes, and so
on. An optimization algorithm can be used to find the matrix coefficient describing the radial heat
dynamics. A background from machine learning may be utilized for such an endeavor. The scaling of
the new model, when used for simulation of whole grids with automatic mass flow evaluation in each
branch based on the pressure drops between individual nodes, is also part of the future work.
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Abstract: This work introduces the concept of flexible operation in the design of solar thermal utility
systems for low temperature processes. The design objectives are: (a) The supply of the thermal
needs of the process (heat duty and minimum required temperature), and (b) the maximization of
the operating time during the day. The approach shows how the network structure is defined by
adjusting the mass flow rate and the inlet temperature of the working fluid to achieve the smallest
collector surface area. This work emphasizes the need to specify the solar network structure, which is
comprised of two main elements: The number of lines in parallel and the number of collectors in
series in each line. The former of these two design specifications is related to the heat load that the
system will supply, while the latter is directly related to the delivery temperature. A stepwise design
approach is demonstrated using two case studies where it is shown that the detailed design of the
solar collector network structure is fundamental for a successful thermal integration with minimum
investment. In this paper, the design methodology is based on flat-plate solar collectors, but it can be
extended to any other type of low temperature solar technology.

Keywords: solar collector network; minimum number of solar collectors; maximum operating time;
flexible operation

1. Introduction

The structure and size of a solar collector field is determined by the number of collectors placed
in series in a line and by the number of lines placed in parallel. The definition of the structure must
take into consideration operational and economical aspects. From the operational point of view,
the design must meet the background process heat duty and the required process temperature taking
into consideration the driving force for heat transfer. These targets must be met for the longer operation
time that the technology and the availability of solar radiation can provide considering the daily and
seasonal variability. Additionally, the network surface area must be the smallest possible for the
minimum investment. Meeting all these requirements is not a straightforward task since some of the
design objectives oppose each other. For instance, maximizing the daylight working hours would
mean larger surface areas, while higher process target temperatures can only be achieved at reduced
working time in the day. Additionally, meeting the objectives in summer requires less surface area
than that needed for operation over the winter.

The situations mentioned above call for a design approach that not only considers the duty targets,
but also considers the combination of operating conditions that are most favorable to ensure operation
throughout the year, while maximizing the operating hours.
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In design, the inlet temperature to the first collector in a network is an important design variable
that can be manipulated to achieve the operational objectives and maintain investment at low levels.
To this end, this work introduces a design approach of solar collector fields for flexible operation and
minimum surface area.

The design of solar collector fields for low temperature applications (up to 100 ◦C) has been the
subject of several research works. One of the first attempts to systematize a design approach was
introduced by Oonk et al. [1], who used the collector thermal efficiency curve to approximate the
number of collectors in a series required to achieve the process duties. Picón-Núñez et al. [2–4] extended
the concept of thermal length and hydraulic length to the design of solar collector networks, which
emerge from the thermal and hydraulic considerations in the design of heat transfer equipment. In the
case of evacuated-tube technology, Martínez-Rodríguez et al. [5] further developed the methodology
extending the concept of maximum number of collectors in series for a given solar radiation.

In the design of heat transfer equipment, there is a design space region where many possible and
feasible designs exist [6]. In the case of solar collectors, the same applies and the existence of a design
space can be availed for by means of the manipulation of operating variables such as inlet temperature,
delivery temperature, and mass flow rate to search for the design that minimizes the solar-collector
area and maximizes the operating time considering the variability of the solar radiation. The final
selection is the one that has the flexibility to meet the process duties while maximizing the operating
time throughout the year. While a considerable amount of work has been done on the integration
of solar systems into industrial processes, very few works emphasize the importance of the accurate
design of the solar collector fields. Most of the work published on thermal integration has focused on
the process side and the delivery of the hot utility. To this end, it is assumed that the solar collector
area is fixed with no further description of its structure and its performance. The rationale behind
it is that the specification of the total surface area is enough to guarantee the supply of the thermal
needs of the process. However, the specific structure of the solar field must be specified, otherwise
it risks that the thermal targets will not be met. As has been mentioned, the temperature delivery
depends on the number of collectors placed in series in a line, while the thermal duty depends on the
number of lines placed in parallel. For instance, Martínez-Rodríguez et al. [7] reported the use of solar
thermal heat to run a corn-derivative production plant and determined that a total of 580 collectors
were needed and the network structure was specified as: 20 lines, each containing 29 collectors in
series. Cases where the collector surface area is fixed without definition to its structure are the works
by El-Nashar [8], who reported a solar plant with a total of 1,064 evacuated-tube collectors; the work
by Quijera et al. [9] who reported on a case study involving the integration of solar heat into a tuna fish
production plant where it was assumed that only 10% of the heat load could be met with a 358.6 m2

network. In a second work, Qujiera et al. [10] analyzed a dairy plant where a 1,939.2 m2 solar field
with 646 collectors was required to supply 50% of the total heat duty of the process. In the case of a
dairy factory in New Zealand, Walmsley et al. [11] reported that part of the hot utility consumption
was supplied using a total surface area of 1000 m2.

Specific studies on the performance of solar collector networks have been published by
Tiang et al. [12], who developed an experimentally validated quasi-dynamic simulation model for
solar collector fields using TRNSYS. The solar network was composed of parabolic and flat-plate
collectors to provide energy for district heating. The thermo-solar plant combined 5960 m2 flat-plate
collectors with 4039 m2 of parabolic collectors. Ampuño et al. [13] proposed a dynamic model for the
control and simulation of a solar network located in Almeria, Spain, to supply the thermal duty of a
multi-effect desalination unit. The solar plant consisted of 60 flat-plate collectors with five parallel
lines. The first line contains four collectors connected in cascade, while the other four lines contain
seven collectors each. Shresthaa et al. [14] carried out the thermo-hydraulic study of two large solar
fields in Chemnitz, Germany to provide district heating. The system has been operating since 2016
and is composed of two sets of fields totaling a surface of 2092.99 m2 with 172 flat-plate collectors.
Lauterbach et al. [15] evaluated the thermal performance of a thermo-solar system that supplies heat,

346



Energies 2019, 12, 570

hot water, and air conditioning to a 6200 m3/year throughput brewing. The solar field consists of
22 collectors with a surface area of 169 m2. The solar network was monitored to get experimental
data to be used in the validation of a thermal model. Their findings showed that the efficiency of the
system is strongly affected by the geometry and by the operating variables such as mass flow rate and
delivery temperature.

There are various industrial sectors that contain process operations whose operating temperatures
are within the ranges of the operation of low temperature solar collectors [16]. For instance, the dairy
industry where pasteurization takes place at 85 ◦C; the textile industry with temperatures below 100 ◦C
except the fixing process that takes place between 160 ◦C and 180 ◦C [17]. In the pulp and paper
industry, most temperatures are below 100 ◦C except by the bleaching process that operates between
130 ◦C and 150 ◦C [18]. Other examples are the beverage and meat industry, with temperatures
below 80 ◦C [19,20], and the leather tanning industry with temperatures of around 45 ◦C [21] and the
greenhouses industry with temperatures around 30 ◦C [22].

In design, the number of possible solutions to achieve a certain delivery temperature in a set of
collectors arranged in series is large, especially, if the inlet temperature of the working fluid is changed.
Likewise, there are many combinations of parallel arrangements able to meet the heat load if the
working fluid mass flow rate is changed. The main features sought in a solar collector network are:

1. It exhibits the minimum surface area,
2. It provides the largest operating time in the day,
3. It fulfills the heat load and target temperature of the process.

Flexible operation of a solar system refers to the capability of the system to deliver the required
thermal duties over the year as the ambient conditions vary. To this end, the operating variable that
can be manipulated is the working fluid inlet temperature. Such manipulation can only be achieved
by means of heat storage. The ideal scenario is that where the number of collectors in series and the
number of lines in parallel are minimized, while the operating time is maximized. The reduction of the
number of solar collectors works favorably in as much as the investment is concerned, since it reduces
the pay-back time of the project.

This work introduces a stepwise design approach for solar collector networks. It incorporates
the assessment of the effect that the design variables have upon the size of a solar installation. It also
establishes a design strategy to obtain the network of solar collectors with the smallest surface that
provides the longest operation during the day.

2. Thermal Performance

2.1. Assessment of the Design Variables

In design, the working fluid inlet temperature and mass flow rate are important design variables
that can be manipulated to achieve the operational objectives and maintain investment at low levels.
This section aims at presenting a close analysis of the effect of operating variables and ambient
conditions upon the performance of networks of solar collectors and introduces the concept of
minimum temperature rise (ΔTmin) to determine the maximum number of collectors in series for
a given solar radiation intensity.

2.1.1. Effect of Solar Radiation Level

Figure 1 shows the total energy received per unit area in a day with ambient conditions typical of
summer, spring, fall, and winter. The geographic coordinates where the measurements were made are:
Latitude: 21◦01′06′′ N; longitude: 101◦15′32′′ O; and altitude: 2010 m above sea level. Collector tilt
angle: 30◦. During winter the total amount of energy received is 18.87 MJ/m2; over spring, the amount
is 32.22% higher (27.84 MJ/m2). In summer, the increase is 34.90% compared to winter, while the fall is
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only 22.28% superior. From this information, it follows that the maximum outlet temperatures and the
energy absorbed by a network structure will depend on the ambient conditions [23].

Figure 1. Solar irradiance measured at latitude: 21◦01′06′′ N; longitude: 101◦15′32′′ O; and altitude:
2010 m above sea level. Collector tilt angle: 30◦.

The thermal efficiency of a solar collector reduces as the inlet temperature to the first collector
of the network increases. Therefore, in a set of flat plate collectors in series, the efficiency of the
downstream units is reduced as the operating temperature increases. Figure 2 depicts the irradiance
and the energy absorbed by a network comprised of 28 collectors in series. From the data shown,
only 40% of the total energy received is absorbed. This indicates that there are major challenges in
technology development. An additional problem is that not all the energy absorbed is available at the
required temperature.

Figure 2. Plot of irradiance and total energy absorbed during a day for a 28-collector network in series.

The highest and lowest solar radiation magnitudes are found in the summer and the winter,
respectively. A comparison between these two periods is shown in Figure 3.

Design and performance analysis of solar collector networks are fundamental for understanding
the operation of solar collector networks. While design is carried out at fixed operating and ambient
conditions, the analysis of the performance of the network must be carried out for a range of operating
conditions. There is a minimum solar radiation intensity where the amount of energy received is
enough for the fluid to reach a desired target temperature for the installed surface area. For instance,
if an outlet temperature of 60 ◦C is desired, it can only be achieved when the solar radiation is around
450 W/m2. The time of the day when this condition exists varies between seasons and latitudes,
however, for such a radiation level, the target temperature can effectively be attained.
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(a) (b) 

Figure 3. Maximum number of collectors in series and maximum practical outlet temperature during
the day: (a) typical day in winter; (b) a typical day in summer.

In solar collector network design, the operating conditions and the amount of solar radiation
determine the maximum thermodynamic outlet temperature. However, such value can only be
achieved with an infinite surface area and it would not be economical to force a design to reach
this value. Therefore, for practical purposes, with the aim of finding the required surface area, or
the required number of solar collectors, a design consideration must be formulated. Thus, the term
maximum practical attainable temperature is introduced. To describe the concept, consider a design
approach where solar collectors are placed in series, as they are needed. The decision to add a new
collector in series is made only if the temperature difference between the inlet and outlet of the last
collector is greater or equal than a specified value (ΔTmin). The smaller this value, the closer to the
maximum thermodynamic outlet temperature, but the larger the number of collectors required. In this
work, it is assumed that a practical design criterion for this value is ΔTmin = 1 ◦C (see Section 2.1.3).

To illustrate the concept described above, Figure 3a shows a case in a typical day in the winter.
Starting from 9:15 h, 25 collectors in series can supply a temperature of 60 ◦C. As the day goes by,
the outlet temperature increases and after midday reduces again until 15:45 h when the solar radiation
is still enough for the outlet temperature to be 60 ◦C. After this time, the 25-collector network can no
longer supply the target temperature. For a desired temperature of 90 ◦C, Figure 3a indicates that
operation in the winter can start from 10:45 h and 30 collectors are required. The operation can go until
14:30, and after this time, the target temperature can no longer be attained. Figure 3b shows a similar
analysis for summer conditions. Figure 4 is a schematic of a 25-collector network in series and Figure 5
shows the outlet temperature profile during the day for winter conditions.

Figure 4. Solar collector network in series.

The type of working fluid is another variable that must be considered in design. For instance,
for water, the maximum outlet temperature is limited to 100 ◦C when the pressure is 1 atm. In this
case, not all the energy content of the irradiance curve will be used. Under such situations, it might
be advisable to increase the operating pressure or shift to a different working fluid with a higher
boiling point.
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Figure 5. Outlet temperature profile of a 25-collector network during the day.

2.1.2. Effect of Inlet Temperature upon the Delivery Temperature

For a given set of collectors arranged in series, the outlet temperature strongly depends on
the working fluid inlet temperature. For the purposes of design, this can be seen from a different
perspective: For a fixed outlet temperature, the number of collectors in series is a function of the inlet
temperature. Figure 6 shows the temperature profiles of a 28-series collector network with different
inlet temperatures. Feed water temperatures are: 19 ◦C, 40 ◦C, and 60 ◦C. The mass flow rate is kept at
a constant value of 0.05 kg/s. If the network is to deliver a target temperature of 95 ◦C, it can be seen
that, for an inlet temperature of 19 ◦C, the operating period where the target temperature is achieved
is 4 h and 30 min (270 min), with an average outlet temperature of 94.37 ◦C. For an inlet temperature
of 40 ◦C, the operating period increases to 5 h (300 min) and the average outlet temperature is 98 ◦C.
If the inlet temperature is increased to 60 ◦C, the system reaches an average outlet temperature of
99.03 ◦C, over an operating period of 6 h (360 min). Under this last condition, the system collects 39%
more energy compared to the scenario when the inlet temperature corresponds to ambient conditions.

Figure 6. Outlet temperature profiles of a 28-series collector network for different inlet temperatures.

In the operation of a solar collector network, the flow rate per line determines the thermal
performance of the set of collectors in series. For a given solar collector network, the modification of
the mass flow rate influences the outlet temperature as well as the period the system provides the
required heat load. For a scenario where the number of collectors in series is kept constant, increasing
the mass flow rate reduces the temperature delivered by the network. Figure 7 shows the temperature
profiles for different mass flow rates for a 28-series collector network that operates with an inlet
temperature of 60 ◦C and a flow rate per line of 0.05 kg/s. The time interval over which the network
delivers a temperature equal or larger than 95 ◦C is 6 h. Within this period, the average temperature
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is 99.03 ◦C. If the flow rate increases to 0.067 kg/s, the average outlet temperature is 98 ◦C and the
working period reduces to 4 h and 45 min.

Figure 7. Delivery temperature profiles for different mass flow rates for a 28-series collector network.

Inlet temperature and mass flow rate can be manipulated strategically to reduce the number of
solar collectors required to meet the process heat duty. Starting from the design of the network for
the most critical ambient conditions, the inlet temperature is first increased. This will cause a rise in
the delivery temperature and an increase in the available heat load for the process. Considering that
the process heat duty is a fixed value, the flow rate per line can be increased to restore the delivery
temperature of the solar plant. The new number of lines in parallel is determined from the heat balance
and the flow rate per line. This approach is demonstrated in the case studies below.

2.1.3. Minimum Temperature Increment in a Network of Solar Collectors

The minimum number of solar collectors can be determined considering the ΔTmin. This is a
design parameter defined as the difference between the outlet temperature (Tout)n and inlet temperature
(Tout)n−1 in a collector (Equation (1)).

ΔTmin = (Tout)n − (Tout)n−1 (1)

where n refers to the position of a collectors in a network of collectors in series.
The criterion to determine the maximum number of collectors for a given set of operating

conditions is based on the value of ΔTmin. The choice of its value is such that the number of collectors
remains at a reasonable level with the aim of maintaining the investment at the lowest. Therefore,
an analysis is carried out considering a range of solar irradiation levels and the fixed operating
conditions shown in Table 1.

Table 1. Operating conditions for the determination of the maximum number of solar collectors.

Variable Range

Solar radiation, G (W/m2) 500–900
Mass flow rate, m (kg/s) 0.03
Wind velocity, vv (m/s) 2

Inlet temperature, Tin (◦C) 20
Ambient temperature, Tamb (◦C) 17

The thermal model is used to calculate the number of collectors in series. The results are shown in
Table 2. From the results in Table 2, it is seen that, for a value of ΔTmin = 1, the maximum temperature
attainable is 79.70 ◦C when the solar irradiation is 500 W/m2. This temperature is achieved with 23
collectors in series. For a solar radiation of 700 W/m2, a maximum temperature of 102.49 ◦C is reached
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with 26 collectors. Figure 8 shows the variation of the number of collectors with ΔTmin for various
solar radiations.

Table 2. Maximum number of solar collectors for different values of ΔTmin and different levels of
solar radiation.

ΔTmin G = 500 W/m2 G = 700 W/m2 G = 900 W/m2

# collectors Tout # collectors Tout # collectors Tout

4 5 42.25 9 68.22 12 93.03
3 9 55.35 13 81.12 15 102.46
2 15 69.03 18.00 92.25 19.00 111.60
1 23 79.70 26.00 102.49 27.00 122.12

0.7 28 83.60 29.00 104.79 30.00 124.37
0.5 32 85.75 33.00 107.03 34.00 126.51
0.3 38 87.90 39.00 109.17 39.00 128.21
0.2 43 89.02 43.00 110.06 43.00 129.08
0.1 51 90.07 51.00 111.10 50.00 129.96

0.05 59 90.60 58.00 111.55 56.00 130.35
0.0001 132 91.15 125.00 112.04 118.00 130.82

Δ

Figure 8. Maximum number of solar collectors with ΔTmin for various solar radiation intensities.

In principle, from a thermodynamic point of view, as the number of collectors tends to infinity,
there is a limiting temperature that can be attained. For instance, for a solar radiation of 500 W/m2 the
limiting temperature is 91.15 ◦C; for a radiation of 700 W/m2, the limiting temperature is 112.04 ◦C
and for 900 W/m2 is 130.82◦C. The specification of a maximum ΔTmin in design allows the linking of
three design parameters: Maximum delivery temperature, solar radiation, and operating time. For
instance, if it is desirable to attain a delivery temperature of 79.70 ◦C, this can be achieved with 23
collectors in series from the moment of the day when the solar radiation is 500 W/m2. Before this time,
the temperature cannot be reached. After this time, the temperature delivered by the 23-collectors in
series will increase to the point of maximum solar intensity, then, as the day goes by, it will reduce to
the point when the solar radiation comes back to 500 W/m2. After this point, the outlet temperature
will no longer be met. The use of this concept in design is demonstrated in two case studies below.

3. Design of a Network of Solar Collectors

Thermal Model for Flat Plate Solar Collectors

An experimentally validated thermal model is used to design a solar collector network [2,3].
The model was validated according to the international norms for testing assays [24]. The aim of the
model is to determine the number of collectors placed in series to achieve a desired target temperature.
The methodology to design a collector network in series is to determine the outlet temperature of

352



Energies 2019, 12, 570

each unit using the approach described in this section. Starting from the first collector, the outlet
temperature is calculated. Then, this outlet temperature becomes the inlet temperature of the next
collector. If the difference between the inlet temperature and the outlet temperature is greater than
the minimum acceptable value (Section 2.1.3), the collector is added to the network. The process
continues until the difference is smaller than the minimum acceptable value. A counter is used to find
the number of collectors and the outlet temperature for a given solar radiation. The main assumptions
of the model are:

• Steady state conditions
• The heat flux is one-dimensional
• The flow distribution inside the tubes is identical
• The effect of dust on the optical properties of the transparent cover is negligible
• Constant physical properties
• Heat losses to ambient are considered
• The temperatures of the plate and the cover are uniform at any moment in time

To determine the outlet temperature of a single flat plate collector, various energy balance
equations must be written: (a) The overall energy balance, (b) the useful heat, and (c) the heat
lost to the ambient from the upper side of the collector. Unknown variables are: The temperature of
the surface (Ts), temperature of the cover (Tc), and outlet temperature (Tout). Therefore, the three heat
balance equations must be solved simultaneously.

The overall heat balance is:

mCp(Tout − Tin) = Gτα As − UL(Ts − Tamb)As (2)

The useful heat is equal to the total energy received by the collector minus the energy lost to the
surrounding and is expressed as:

mCp(Tout − Tin) = hcw AsLMTD (3)

where:
LMTD =

Tin − Tout

ln
(

Ts−Tout
Ts−Tin

) (4)

The heat lost to ambient from the upper section of the collector can be expressed as:

hcsc+rsc(Ts − Tc) = UL(Ts − Tamb) (5)

For the solution of the system of equations, heat transfer coefficients must be determined.
The specific terms are: hcw, heat transfer coefficient between the water and the tubes; hcsc the convective
heat transfer coefficient between the surface and the cover; hrsc, is the heat transfer coefficient by
radiation from the surface to the cover; hcca, is the convective heat transfer coefficient between the
cover and ambient; and hrca, is the heat transfer coefficient by radiation from the cover to ambient.
Expressions to determine these parameters are taken from Reference [3]. For the calculation of
the convective heat transfer coefficient between the cover and ambient, a wind velocity of 2.5 m/s
was used.

The overall heat transfer coefficient of losses is obtained from:

UL =
1

∑ R
=

(
1

hcsc + hrsc
+

1
hcca + hrca

)−1
(6)

The collectors are orientated toward the south with a tilt angle of 30 degrees. The solution of the
system starts by assuming a surface temperature (Ts) and a cover temperature (Tc). Then, the Prandtl
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(Pr), Rayleigh number (Ra), and Nusselt number (Nu) between parallel plates using the Hollands
equation [25] are calculated and the heat transfer coefficients are calculated: hcsc, hcca, and hrsc y hrca.

The heat transfer coefficient hcsc is calculated from Nusselt number correlations.

Nu =
hcsc Le

k
(7)

where Le is the spacing between the plate and the transparent cover, and k is the thermal conductivity
of the fluid. In the tube, the appropriate Nusselt number is determined according to the flow regime:
Laminar, turbulent, or transitional. General correlations of Nusselt number have the form:

Nu = bRexPry (8)

where x and y are constants; Nu is the Nusselt number; Re is the Reynolds number, and Pr is the
Prandtl number.

Re =
ρ v d

μ
(9)

Pr =
Cpμ

k
(10)

Equations (2), (3) and (5) can be solved simultaneously to give Tout. The while model has been
implemented in a Matlab platform using a Newton-Raphson numerical method. Figure 9 shows the
solution algorithm in a block diagram. The physical properties of water and optical properties of the
glass cover used in the calculations are presented in Tables 3 and 4 respectively.

 
Figure 9. Algorithm to determine the outlet temperature of a flat-plate collector.
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Table 3. Optical properties of the glass cover.

Description Data

Transmittance of glass cover 0.92
Emissivity of the glass cover 0.88

Absorbance of the selective surface 0.96
Emissivity of the selective surface 0.05

Table 4. Physical properties of water.

Description Data

Density 998.49 kg/m3

Specific heat 4.182 kJ/kg K
Dynamic viscosity 0.001028 kg/m s

Thermal conductivity 0.58 W/m K

4. Case Studies

To exemplify the concept of flexible design of solar collectors for industrial applications, two case
studies are analyzed. In the first case, a canned fish production factory is studied, where hot water
is required at a temperature of 95 ◦C, while the second case refers to a dairy plant with temperature
requirements below 100◦C. The flat plate collectors used for the designs exhibit the geometrical features
shown in Table 5.

Table 5. Geometrical features of the flat plate collector.

Total area (length × width) (1.995 × 0.995) 1.985 m2

Number of tubes (copper) 8
Tube length 1.970 m

Tube outer diameter 0.0054 m
Header outer diameter 0.0210 m

Distance between tubes (from center to center) 0.1125 m
Fin dimensions (aluminum with a selective layer) 0.1125 m

Thickness of glass cover (tempered) 0.0045 m
Spacing between transparent cover and absorbing plate 0.025 m

Side insulation (glass fiber) 0.0125 m
Bottom insulation (glass fiber) 0.055 m

4.1. Canned Fish Plant

The flow diagram of the process is shown in Figure 10 [9]. The plant processes 50 t/day of raw
fish to produce 48.5 t/day of canned product. The factory operates five days a week over winter and
six days a week over summer with a total of 250 days a year, from 06:00 to 24:00 h. Three batches a day
processed and hot water at a temperature of 95 ◦C is required.

The first operation stage begins at 06:00 and finishes at 11:00 h. It consists of the fish preparation.
In this stage tap water is used for washing. Subsequently, the fish sections are treated in two pre-cookers
that come into operation twice a day to process 9281 kg/batch. This stage takes place at a temperature
of 102 ◦C for 180 min. Heating is provided by saturated steam at 200 ◦C. Next, cold water at 4 ◦C is
employed to wash the tuna fish pieces for 30 min. When the temperature drops to 50 ◦C, the fish is
taken out of the pre-cookers and is hand-cleaned. The different fish pieces are classified by size and
weight to be canned. Cans are filled up with olive oil, salt, and other additives at 50 ◦C. Then are
sealed and washed before being sent to the sterilization stage. This stage lasts 90 min and takes place
at 118 ◦C. Three autoclaves operate in parallel three times a day.
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Figure 10. Simplified flow diagram of the canned-fish process. Adjusted from Reference [9].

The first step in the sizing of the solar collector network consists in the determination of the
maximum number of collectors required for operation. Winter is the most critical season to reach the
specified total heat load; therefore, the calculations are performed for the ambient conditions that
prevail over this time.

4.1.1. Design of the Solar Collector Network

The total collector count in a network structure can be refined to maximize the operation and
reduce the surface area in two different scenarios. In the first scenario, the number of collectors in series
required to meet the target process temperature is recalculated considering different inlet temperatures.
The second scenario is analyzed considering the increased inlet temperature and the manipulation of
the mass flow rate per line. Such combination results in a reduction of the lines in parallel to restore
the heat load. These scenarios are analyzed below.

Design for Increased Inlet Temperature

For a total process heat load of 5.91 GJ, an inlet temperature of 19 ◦C and a mass flow rate per
line of 0.05 kg/s, 29 collectors in series are needed to reach a delivery temperature of 95 ◦C starting
from 11:00 h in winter (Figure 11a). The heat load is met with 31 lines in parallel giving a total of 899
collectors. Figure 8a also shows the operating time where the network delivers a temperature equal to
or above 95 ◦C. The number of collectors in series to reach 95 ◦C can be reduced if the inlet temperature
is increased. Important to note, that under new inlet temperature conditions, the working fluid must
be fed to the network at the time where the target temperature is reached. For instance, for an inlet
temperature of 40 ◦C (Figure 11b), 23 collectors are required, and the water can be fed to the system at
11:00 h. Additionally, it is important to observe that operation time is maintained. With less collectors
in series, the total number of collectors reduces to 713. With a further increase of the inlet temperature
to 60 ◦C, Figure 11c shows that the system can still be fed at 11:00 h; in this case, only 18 collectors in
series are required, thus reducing the total collector count to 558, with a 31 × 18 collector structure.
This represents a reduction of 37% in the total surface area.
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Figure 11. Solar collector design plot for a mass flow rate of 0.05 kg/s and (a) inlet temperature of
19 ◦C; (b) 40 ◦C; and (c) 60 ◦C. The projection of the bars on to the right-hand and the left-hand side
axes indicate the maximum outlet temperature achieved at that time of the day and the maximum
number of collectors to reach that temperature.

Design for Increased Mass Flow Rate

An alternative strategy for the reduction of the number of collectors can be achieved by means of
the manipulation of the mass flow rate per line. Table 6 shows the performance of a 23 series collector
network for different mass flow rates per line and an inlet temperature of 60 ◦C. An increase of flow
rate to 0.067 kg/s allows the reduction of the number of parallel lines to 23, giving a total number of
collectors of 529 in an arrangement of 23 parallel lines with 23 collectors each. The largest flow rate
that ensures a delivery temperature of 95 ◦C is 0.075 kg/s. The total number of collectors reduces to
483 with 21 lines in parallel and 23 collectors per line. With respect to the original design, the overall
reduction is 46%.

Table 6. Redesign of the solar network for 23 collectors in series and different flow rates.

Flow Rate
(kg/s)

Start (h) End (h)
Operating
Time (min)

Average T
(◦C)

No. of
Parallel Lines

Total No. of
Collectors

0.05 11:00 14:15 195 103.18 29 667
0.067 11:00 14:15 195 97.85 23 529
0.075 11:00 14:15 195 95.72 21 483
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Following the procedure described above, refined solar networks for the four seasons considering
their corresponding average solar irradiance are presented in Table 7. In all cases, the inlet temperature
and the mass flow rate per line are 60 ◦C and 0.075 kg/s. The number of collectors per line is kept
at 23.

Table 7. Solar collector network design for the different seasons.

Season Start (h) End (h)
Operating
Time (min)

Average T
(◦C)

No. of Parallel
Lines

Total No. of
Collectors

Spring 10:30 15:00 270 100.95 14 345
Summer 11:15 17:00 345 107.90 11 253

Fall 11:15 15:15 240 105.04 16 368
Winter 11:00 14:15 195 95.72 21 483

The largest solar field is required during the winter with a structure of 21 parallel lines with
23 collectors per line (21 × 23). The operation of this network during the year is shown in Table 8.
The results indicate that for most part of the year the network delivers and excess of heat, except for
winter where it meets the specified heat load.

Table 8. Heat duty and delivery temperature for a network designed for winter conditions and operated
in a different season. Solar network operation with 0.075 kg/s and a feed temperature of 60 ◦C.

Season Start (h) End (h)
Operating
Time (min)

Average T (◦C)
Heat Duty
Excess (%)

Spring 10:30 15:00 270 100.95 47.94
Summer 11:15 17:00 345 107.90 105.07

Fall 11:15 15:15 240 105.04 38.08
Winter 11:00 14:15 195 95.72 0

4.2. Dairy Process

This plant produces yoghurt, cheese, and non-fermented milk drinks from caw milk as raw
material [10]. From the 20,000 L a day pasteurized milk, 15% is sent to the production of yoghurt,
80% to produce cheese, and the other 5% to produce milk drinks. The plant operates seven days
a week and 360 days a year. The whole process consists of four stages: Pretreatment and milk
pasteurization, production of yoghurt, non-fermented milk drinks, and cheese production. Figure 12
shows a simplified block diagram of the production process.

 
Figure 12. Simplified flow diagram of the dairy plant. Adjusted from Reference [10].
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Operation takes 12 h a day, beginning at 06:00 h and finishing at 18:00. For milk pasteurization a
boiler operating with natural gas produces hot water at 95 ◦C. The thermal efficiency of the boiler is
assumed to be 92%. To provide a heat load of 880.20 kW, 45.70 m3 of water at a temperature of 95 ◦C
are needed every day. The total energy consumption in this period is 15.85 GJ.

For this plant, the whole thermal duty can be fully satisfied using a low temperature solar collector
network. The pasteurization process takes place at 85 ◦C.

Design of the Solar Collector Network

The network of solar collectors was designed considering winter conditions. The daily heat
duty is 4401.01 kWh (15.85 GJ). A 2233-collector network was designed with 77 parallel lines and
29 collectors per line (77 × 29), operating with a water feed temperature of 19◦C and a flow rate
of 0.05 kg/s. The network delivers the required temperature from 11:00 h until 14:15 h (195 min).
The average delivery temperature is 98.04◦C. As in the case study above, the total number of collectors
can be reduced through the increase of the inlet temperature. Thus, for an inlet temperature of 60 ◦C,
23 collectors in series are required giving a collector count of 1771 (77 × 23), resulting in a reduction of
20% in collector area.

To explore other design options, a flow rate of 0.067 kg/s and a feed temperature of 60 ◦C are
analyzed. The resulting network contains 1426 collectors in an arrangement of 62 lines in parallel and
23 collectors per line (62 × 23). Further increase of the flow rate to 0.075 kg/s with the same 60 ◦C inlet
temperature results in a network with 1311 collectors containing 57 parallel lines and 23 collectors in
series per line (57 × 23). With respect to the initial design, the total surface area is reduced in 41%.
The results are summarized in Table 9.

Table 9. Redesign of the solar network for 23 collectors in series and different flow rates.

Flow Rate
(kg/s)

Start (h) End (h)
Operating
Time (min)

Average T
(◦C)

No. of Parallel
Lines

Total No. of
Collectors

0.05 11:00 14:15 195 103.18 77 1771
0.067 11:00 14:15 195 97.85 62 1426
0.075 11:00 14:15 195 95.72 57 1311

Designs for the other seasons are shown in Table 10. Inlet temperature is maintained at 60◦C,
the flow rate at 0.075 kg/s and 23 collectors in series are used in all cases.

Table 10. Solar collector network design for the different seasons.

Season Start (h) End (h)
Operating
Time (min)

Average T
(◦C)

No. of Parallel
Lines

Total No. of
Collectors

Spring 10:30 15:00 270 100.95 39 897
Summer 11:15 17:00 345 107.90 28 644

Fall 11:15 15:15 240 105.04 41 943
Winter 11:00 14:15 195 95.72 57 1311

The operation of a network designed under the operating condition that prevail in winter will
deliver a higher heat load in the other months of the year. The performance of a 57 × 23 network in
other seasons in terms of operating time, delivery temperature, and heat load are shown in Table 11.
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Table 11. Heat duty and delivery temperature for a network designed in winter and operated in a
different season. Operation with 0.075 kg/s and an inlet temperature of 60 ◦C.

Season Start (h) End (h)
Operating
Time (min)

Average T (◦C)
Heat Duty
Excess (%)

Spring 10:30 15:00 270 100.95 49.73
Summer 11:15 17:00 345 107.90 107.54

Fall 11:15 15:15 240 105.04 39.74
Winter 11:00 14:15 195 95.72 0

5. Analysis of Results

There is a design space where different solar networks that can supply the heat duty of a process
coexist. Out of the many design options, there are few that minimize the investment. A design
space is determined by: (a) Process conditions such as the specified target temperature; (b) ambient
conditions such as the solar irradiation, ambient temperature, and wind velocity; and (c) solar plant
operating conditions such as the fluid inlet temperature and the mass flow rate. The maximum delivery
temperature of a solar plant is a function of the number of collectors placed in series. For a solar plant to
exhibit a flexible operation, its design must be able to supply the process thermal needs throughout the
year and at the same time, maximize the operating time. Fluid inlet temperature and fluid mass flow
rate are two design variables that can be manipulated to achieve the design objectives. Increased inlet
temperatures tend to reduce the number of solar collectors. Mass flow rate is an operating parameter
that can be used to control the outlet temperature in periods of higher solar radiation. For a flexible
operation, it is assumed that the manipulation of inlet temperature and mass flow rate is possible
using a heat storage system (not discussed in this work). The results obtained in the case studies are
further analyzed below.

5.1. Case Study 1

In the first case study, the solar plant was considered to provide a fraction of 0.115 of the total
process heat duty in the winter with a hot temperature of 95 ◦C. With a water flow rate of 0.05 kg/s and
an inlet temperature of 19 ◦C, 899 collectors arranged in 31 lines of 29 collectors per line were needed
in the first approach. If the temperature of the feed is increased to 60 ◦C, the number of collectors
in series to attain a target temperature of 95 ◦C is reduced to 18 with 31 lines in parallel resulting
in a total number of collectors of 558. Over the summer, with 0.05 kg/s and a feed temperature of
60 ◦C, the outlet temperature increases to 103.18 ◦C. For the purposes of avoiding phase change in the
summer, the water flow rate can be raised to 0.075 kg/s. With this flow rate, the system requires more
units in series. Therefore, 23 collectors in series are analyzed. Under these conditions, the number of
lines in parallel reduces from 31 to 21, giving a total of 483 collectors keeping the operating time in
195 min.

5.1.1. Flexible Operation of the Solar Network

The solar network with a structure of 21 × 23 supplies a daily heat load of 5.91 GJ. For an inlet
temperature of 60 ◦C and a flow rate of 0.075 kg/s, the average delivery temperatures and excess heat
load with respect to winter in the different seasons are:

• Taverage, winter = 95.72 ◦C

• Taverage, fall = 105.04 ◦C; excess heat load: 38.08 %

• Taverage, spring = 100.95 ◦C, excess heat load: 47.94 %

• Taverage, summer = 107.90 ◦C, excess heat load: 105.07 %
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5.1.2. Solar Network

Figure 13 shows the network structure (21 × 23) with the process thermal requirements (heat
load and temperature). This structure exhibits the minimum number of collectors and maximizes the
operating time.

Figure 13. Solar network structure for the canned-fish process. Case study 1.

5.2. Case Study 2

The target temperature of case study 2 is 95 ◦C, and the number of collectors in series per line
required to achieve this target is 29. The total heat load is 15,843.63 MJ. In this case, the whole heat
duty can be supplied by the solar plant with 0.05 kg/s and an inlet temperature of 19 ◦C. The design
approach reveals that for these conditions, 77 lines in parallel each with 29 collectors in series are
required. If the temperature of the feed is increased to 60 ◦C, the number of collectors in series to attain
a target temperature of 95 ◦C is 23. Thus, with 77 lines in parallel, the total number of collectors reduces
to 1771. In the summer, the outlet temperature increases to 113.54 ◦C. For the purposes of avoiding
phase change, the water flow rate can be raised to 0.075 kg/s. Under these conditions, the number of
lines in parallel reduces from 77 to 57, giving a total of 1311 collectors.

5.2.1. Flexible Operation of the Solar Network

The network structure of 57 × 23 solar collectors supplies a daily heat load of 15.85 GJ. For an
inlet temperature of 60 ◦C and a flow rate of 0.075 kg/s, the average delivery temperatures and excess
heat load with respect to winter in the different seasons are:

• Taverage, winter = 95.72 ◦C

• Taverage, fall = 105.04 ◦C, excess heat load: 39.74 %

• Taverage, spring = 100.95 ◦C, excess heat load: 49.73 %

• Taverage, summer = 107.90 ◦C, excess heat load: 107.54 %

5.2.2. Solar network

Figure 14 shows the network structure (57 × 23) with the process thermal requirements (heat
load and temperature). This structure exhibits the minimum number of collectors and maximizing the
operating time.
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Figure 14. Solar network structure for the dairy factory. Case study 2.

6. Conclusions

A solar collector network is a thermal structure that absorbs solar energy, transforms it into heat,
and delivers it to a user. When the user is an industrial process, the operation of the solar plant
must be capable of supplying the process thermal needs under the most critical ambient conditions.
The thermal design under these conditions fixes the maximum working hours wherein the process
thermal requirements are achieved. For operation under more favorable atmospheric conditions,
the excess heat collected can be taken advantage of to increase the plant working time. Heat storage
can be used to provide a flexible operation. The features of a flexible solar collector network are:

• It is designed for the less favorable ambient conditions to meet the process thermal needs
• It contains a heat storage system to aid in the conditioning of the inlet temperature
• It allows to maximize the working hours by regulating the inlet temperature

A complete approach to the integration of solar heat into process industries must involve, on the
one hand, the detailed design and analysis of the operation of the solar collector plant, and on the
other, the specification of the way heat is transmitted to the process. This work covers the design for
flexible operation of a solar collector plant.

The design of a thermal plant must specify the total number of solar collectors and its arrangement.
The target temperature is achieved by placing collectors in series, while the heat load is achieved
by adding lines in parallel. The manipulation of the inlet temperature and the mass flow rate are
fundamental to reduce the size of the solar plant. It was shown that significant reduction in collector
surface area can be achieved by proper design and this has a direct impact on plant investment.
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Nomenclature

AS Heat transfer surface area (m2)
Cp Heat capacity, J/kg ◦C
d Tube inner diameter, m
G Solar irradiance, W/m2

hcsc Coefficient of heat transfer by convection from surface to cover, W/(m2 K)
hrsc Radiative coefficient between the surface and the transparent cover, W/(m2 K)
hcca Heat transfer coefficient between the cover and ambient, W/(m2 K)
hrca Radiative coefficient between the cover and ambient, W/(m2 K)
hcw Heat transfer coefficient between the water and the tubes, W/(m2 K)
k Thermal conductivity of the fluid, W/(m2 K)
LMTD Logarithmic mean temperature difference, ◦C
Le Spacing between the plate and the cover, m
.

m Mass flow rate, kg/s
Nu Nusselt number
Pr Prandtl number
R Thermal resistance
Re Reynolds number
Tamb Ambient temperature, ◦C
Taverage Fluid average temperature, ◦C
Tc Cover temperature, ◦C
Tin Inlet temperature to the collector, ◦C
ΔTmin Temperature difference between the outlet and inlet temperature of the last collector, ◦C
Tout Outlet temperature from tube, ◦C
Ts Surface temperature, ◦C
UL Overall heat transfer coefficient of losses to ambient, W/(m2 ◦C)
v Fluid velocity, m/s
Greek letters
μ Fluid viscosity, kg/(m s)
ρ Fluid density, kg/m3

τα normal transmittance-absorptance product
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Abstract: Fired equipment suffers from local overloading and fouling of heat transfer surfaces,
products are not of the required quality, and operating costs are increased due to the high pressure
drop of process fluids. Such operational issues are affected by the non-uniform distribution of fluid
flow and heat flux variability. Detailed numerical analyses are often applied to troubleshoot these
problems. However, is this common practice effective? Is it not better to prevent problems from
occurring by using quality equipment design? It is, according to the general consensus. Still, the
experience of designing fired apparatuses reveals that the established standards do not reflect the real
maldistribution sufficiently. In addition, as found from the given overview of modelling approaches,
the radiant chamber and the convection section are usually analysed separately without significant
continuity. A comprehensive framework is hence introduced. The proposed procedure clearly defines
the interconnection of traditional thermal-hydraulic calculations and low-cost modelling systems
for radiant and convection sections. A suitable combination of simplified methods allows for the
reliable design of complex equipment and fast identification of problematic areas. The utilisation of
selected low-cost models, i.e., the second phase of the systematic framework, is presented regarding
the example of a steam boiler.

Keywords: simplified methods; design procedure; convection section; radiant section; flow distribution;
heat flux distribution; boiler

1. Introduction

Hot utilities are the most energy-consuming and therefore the costlier apparatuses in any
industrial plant. Tubular fired heaters (cylindrical and cabin type) are distinctive components
of petrochemical plants, continuous furnaces are used in metal processing, and boilers produce
superheated steam for process and power purposes. Recently, waste-to-energy applications have
become increasingly important and the waste incinerator furnace is their key component. All these
processes and power apparatuses share two main features, i.e., the arrangement and the insufficient
reliability of equipment design or operation, especially in the context of strict emission limits and
pressure to achieve a greater efficiency.

Despite many similarities, boilers and furnaces tend to be described by different computation
models, which are employed to design the major parts: the radiant and convection sections. A limiting
factor of design procedures is the lack of necessary information. Since experiments can be carried
out on the fired equipment in only a very limited scale, simplified (low-cost) modelling methods and
numerical analyses based on computational fluid dynamics (CFD) have an irreplaceable role in the
designing process. Furthermore, the apparatus is usually not equipped with a sufficient number of
measuring devices for the purpose of examining the thermal and flow behaviour [1]. While basic
measurement and control devices ensure safe operation, the collected data serves only as support
information for the validation of simplified or numerical models.
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In this article, we want to show that it is possible to improve the efficiency of the design procedure
and increase the reliability of furnaces and boilers via a comprehensive computational methodology
using up-to-date, low-cost models. Of course, this approach relies not only on accurate and fast
individual models but also on their precise interconnection. Hence, the main objective of this work is
to introduce the unifying framework that will link calculations of the radiant and convection sections.
The chief motivation, i.e., the operational problems of fired equipment and current unsystematic
(inefficient) approaches to modelling, is outlined in the first two parts of this paper. The description of
the novel, low-cost modelling framework follows. The last part is devoted to a case study of a steam
boiler. Through this practical application of the proposed framework, the selected low-cost modelling
systems are discussed in detail.

Fired Equipment and Maldistribution Issues

Industrial boilers and fired heaters (see Figure 1) consist of two parts, a radiant section (also called
radiant or combustion chamber) and a convection section. The shape of the radiant chamber and the
configuration of heat transfer surfaces are designed depending on the required heat duty and the
properties of the process fluids and fuel (problematic ones are mainly fouling propensity and heat
sensitivity). The entire apparatus is then tailor-made to the specific application [2].

In view of transferred heat, the dominant part of the equipment is the combustion chamber
where the prevailing mechanism of heat transfer is radiation. Additionally, the heat transfer is
the most intense in this part of the apparatus. Convective heat transfer predominates in the heat
exchanger zone that follows. The heat transfer in this section may be enhanced to improve operational
efficiency. The enhanced heat exchanger is even more sensitive to any non-uniformity of fluid flow
than conventional equipment with plain tubes. Therefore, enhancements, e.g., tube fins, must be
utilised only with regard to the flue gas temperature level and tendency to foul [3].

The exchanger section of a water-tube steam boiler possesses three parts:

• an economizer—serves to heat feed water, it is usually situated in areas with a lower flue
gas temperature;

• an evaporator—tube-side fluid changes phase in this heat exchanger, which is often integrated
into the membrane walls of the radiant and convection sections;

• a superheater—production of superheated steam that is used for a particular process or power
application is finalised in this heat exchanger. It usually forms the first heat transfer surface in the
convection section, but it is frequently installed above the radiant chamber.

 
(a) 

 
(b) 

Figure 1. Simplified schematic (a) of a cylindrical fired heater, and (b) of a two-pass boiler.
Abbreviations CS and RS stand for convection and radiant sections, respectively.

For the reliable design of both parts of fired equipment (radiant and convection sections), it
is necessary to identify the distribution of heat flux and process fluids. Recognition of heat flux

366



Energies 2019, 12, 520

variability crucially affects the faultless performance and service life of a tubular system in a radiant
chamber. Design of the radiant chamber in fired heaters is based on established procedures, such as
American Petroleum Institute (API) Standard 530 [4] and API Standard 560 [5]. Nevertheless, their
calculation methods inadequately predict the longitudinal and circumferential maldistribution of heat
flux. An assumption of average radiant heat flux and the neglecting of the burner’s actual thermal
profile contributes to a decrease in efficiency and increased wear of the whole equipment or of some
of its parts. Underestimation of this issue often causes serious operational problems of fired heaters:
increased fouling of the tubular system (e.g., deposition of coke), overheating of the tube material
with subsequent deformation and a dramatically increased pressure drop. In the worst-case scenario,
an accident may happen [6], and in a better case, only unplanned shutdown procedure is activated,
followed by cleaning and minor repairs [7].

Significant inaccuracies of the common design practice are particularly related to the recent use of
low-NOx and ultralow-NOx burners. If these burners are compared with conventional burner types,
thermal behaviour (flame length and width) is noticeably different [8]. Consequently, the peak thermal
loading of the radiant heat transfer surfaces greatly varies [9].

The distribution of the flue gas flow, as the hot stream, is also essential in the convection section
of the fired equipment. Typically, the heat exchangers contain dense tube bundles, which on the
one hand increase the heat transfer, and on the other hand, complex geometry is more prone to the
non-uniformity of the tube-side fluid flow [10]. The problematic flow behaviour in the tubes causes
uneven loading of the heat transfer surfaces, especially when it is negatively influenced by flue gas
maldistribution. An example of such a problematic area may be the turning position between the first
and second pass of the steam boiler illustrated in Figure 1b.

The consequences of the described underestimation or negligence in the design procedure are
addressed by equipment troubleshooting [11]. Of course, operational issues cannot be completely
eliminated, but the goal of reliable design is to reduce the number and severity of problems as much
as possible. An important feature of the suggested framework is the minimization of the potential
operational difficulties thanks to taking the heat and fluid flow distribution into account as early as the
initial phase of the design procedure. The use of the low-cost models for initial design calculations
allows for fast identification of problem areas. In the next phase, a detailed but time-consuming CFD
simulation can effectively analyse these bottlenecks.

2. Overview of the Modelling Approaches

In general, an increasingly prevalent trend in modelling different parts of an apparatus is the
use of CFD simulations. It is the most flexible yet at the same time the most demanding approach.
If the final stage of the new equipment design is to be solved or if problems of the already operating
units are being investigated, the use of numerical models is undoubtedly beneficial. According to
the broad overview provided by Aslam Bhutta et al. [12], the CFD thermal analyses of different heat
exchangers can achieve an agreement with measured data within 5 %. The high accuracy of the results
compensates for the long process of preparation and computation itself. The long time required to
obtain results, of course, increases the cost of these analyses.

The basic challenges of CFD modelling involve the creation of a high-quality mesh whose size
should be as small as possible [13]. In order to determine a suitable number of elements, a grid
independence test is carried out. As an example, analyses of distribution systems [14] can be mentioned.
Gandhi et al. [14] tested meshes consisting of hexahedral and tetrahedral elements. A similar flow
geometry (with a slightly higher number of tubes) was also investigated by Zhou et al. [15] who
used relatively new polyhedral cells in combination with prismatic elements. Regarding the flow
system including only 14 tubes and 2 headers, the grid independence test [15] indicated that the
optimal mesh should contain almost three million cells. It should be noted that these two studies
did not examine heat transfer, and moreover, the maximum number of tubes was only 50 [14] and
70 [15]. In practice, heat transfer apparatuses with much larger tube bundles are employed. Typical
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representatives of such equipment are, for example, heat exchangers in boilers and heat recovery steam
generators (HRSGs). It is apparent that the thermal analyses of large distribution systems tend to be
computationally intensive and highly time-consuming. Various approaches that balance accurate data
and the computing costs of CFD models will be described as follows.

Poursaeidi and Arablu [16] combined two-dimensional (2D) CFD models with three-dimensional
(3D) models of one pass of a steam boiler to address both combustion and non-uniform steam
distribution. First, the 2D models evaluate the division of flow in manifolds. One tube in a simplified
2D geometry stands for a row with ten tubes in real conditions [16]. Then, a 3D combustion model
yields temperature fields in the combustion chamber. Finally, the boiler is divided into simpler heat
exchangers. In these parts, heat transfer is analysed using 3D CFD models, which employ the results
obtained previously. The combination of 3D and 2D CFD simulations was also used for analysing
heat transfer in a vertical fired heater [17]. In this case, the 3D model provides an insight into the
longitudinal distribution of the heat flux in the combustion chamber. The 2D models then specify the
effect of geometrical imperfections on the circumferential heat flux variability.

The model described by Gómez et al. [1] calculates thermal fields on the sides of both fluids (flue
gas and steam), as well as the tube wall temperature, and the shell-side flow-field in the convection
section of a boiler in the power industry. This model employs the special types of elements that
substitute tubes (so-called sub-grid features) and headers (virtual elements). Via modelling the entire
structures that are similar in their geometry, physical properties and topology, rather than meshing the
individual tubes, it is possible to significantly reduce the size of the mesh. The major advantage of this
model is the interconnection of the tube banks in the convection section, which improves the accuracy
of the obtained results.

Models with individual HRSG tubes were compared by Galindo-García et al. [18] with
models that replaced tube bundles with porous layers. In order to decrease the number of cells,
Galindo-García et al. [18] relied on a non-conformal mesh, with individual parts of HRSG being linked
by an interface. Additional shortening of evaluation time brings a steady state simulation. Another
example of the use of the porous layer is the work of Nad’ et al. [19], who focused on flue gas flow
in an industrial boiler. Replacement of tube bundles with larger (porous) zones is advantageous
for the evaluation of flow in the shell, but this technique causes loss of information about the local
thermal loading of heat transfer surfaces. From this point of view, Gómez et al. [1] offered the most
comprehensive approach, which can be modified so that, according to its authors, it can assume the
non-uniform distribution of the fluid in tubes.

Most authors use various versions of a commercial software Ansys Fluent, except for, e.g.,
Zhou et al. [15] (Siemens’ STAR-CCM+) and Manickam et al. [20]. The last-mentioned authors [20]
solved a waste heat recovery boiler problem using the software CFD-FLOW3D (now provided by
Ansys as a software tool CFX).

Taking into account the before-mentioned cases, it is clear that the use of CFD in an initial design
phase is rather ineffective. Contrarily, in the initial phase, it is necessary to quickly exclude completely
inappropriate configurations, adjust the main dimensions and select the most suitable configuration
for further detailed calculations. For the purpose of this sizing procedure, the simplified (i.e., low-cost)
models and methods that will be described as follows fit much better.

Considering the convection section, the models of heat exchangers can be classified into three
categories. The first category of models focuses on the distribution of the working fluids while heat
transfer (convection) is neglected. For the second group, the calculations concentrate on heat transfer
whilst flow distribution is always supposed to be known and usually also to be uniform (see, e.g.,
Lan et al. [21]). If needed, the potentially non-uniform distribution of fluid flow must be estimated
by another calculation tool. This is the case, for example, for the cell method [22] or a cross flow
calculation presented by Shah and Sekulić [23]. Models that capture both phenomena in a simplified
manner represent the last category.
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The first group includes fast isothermal models [24,25], which predict the flow rates and pressures
in dividing flow manifolds. The model [24] describes the distribution systems in differential form.
These equations are elegant but depend on a knowledge of actual velocity profiles in tube inlet ducts.
More practical is a formulation of correction coefficients that was used in the work [25]. Here, the
coefficients (the coefficient of static pressure regain and discharge coefficient) are calculated using
upstream and downstream values of respective variables.

The non-uniform heating of the water–steam mixture at different levels of the distribution system
was analysed by Ngoma and Godard [26]. Unlike the previous models, this parallel system contained
only one row of tubes. The results revealed that in the case of non-uniform thermal loading, the
process fluid flow was slightly more uniformly distributed. A similar effect of (non-uniform) heating
on the flow of refrigerant was observed by Cho et al. [27] when the fluid was heated in the last third
of the microchannels. The opposite effect had local heating applied in only one of the nine sections
of the distribution system [27]. It caused intense evaporation of the refrigerant, which resulted in a
significant reduction in the mass flow rates in the respective channels.

If maldistribution in microchannels is taken into consideration, Baek et al. [28] reported an
interesting comparison of effectiveness-NTU (i.e., number of transfer units) expressions. The obtained
results showed that the linear maldistribution of a hot stream in the vertical direction had a particularly
negative effect on the heat exchanger effectiveness. This one-dimensional (1D) model [28] analyses the
pure countercurrent configuration of the heat exchanger, which in most industrial applications is just
the ideal we are trying to converge toward.

A more accurate description is offered by models and relationships that deal with crossflow
exchangers. This type of flow arrangement can be further sub-divided into pure crossflow, multi-pass
parallel crossflow, and multi-pass counter-crossflow as shown in Figure 2. Multi-pass crossflow
exchangers with different configurations are the objectives of, e.g., Cabezas-Gómez et al. [29], who
discussed the applicability of the effectiveness-NTU simplified equations. Cabezas-Gómez et al. [29]
point out that heat exchangers with more than six rows (or passes in terms of our work) should not be
evaluated on effectiveness by simple expressions for the purely concurrent or purely countercurrent
arrangement. There is a grey area where the theoretical relationships considering the number of tubes
is no longer appropriate, yet the before-mentioned substitution cannot be made either. This situation
arises if the number of passes is higher than four and lower than approx. 20 and 50 in the cases of
parallel and countercurrent cross exchangers, respectively.

 
(a) 

 
(b) 

 
(c) 

Figure 2. Schematics illustrating different types of a cross flow arrangement: (a) pure crossflow,
(b) two-pass parallel crossflow, and (c) two-pass counter-crossflow

Another unacceptable simplification that occurs in the models of multi-pass distribution systems
is the creation of virtual mixing chambers at the turning points. This interconnection of the discretised
parts of the heat exchanger (different types of flow geometries are sketched out, e.g., by Pignotti and
Shah [30]) is frequently adopted by commercial software. The computational tools average the values
of fluid properties in these virtual mixing chambers, unrealistically affecting the obtained temperature
field, as well as the calculated thermal loading of the heat transfer surfaces.
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As previously mentioned, calculations of fired equipment must adhere to the design standards.
The design calculations of the furnace and boiler radiant section are based on the well-stirred furnace
(WSF) model [31]. This model for determining radiant heat transferred to a radiant tubular system
divides the furnace (or radiant chamber in general) into three zones representing the radiating flue gas,
tubular system, and refractory walls. The 1D model [31] has a large number of simplifications (see,
for instance, the comparison of this model with numerical simulations [32]); nevertheless it forms the
basis for 2D thermal analyses in radiant section. The WSF model is still used in computational tools,
for example, to optimize operating conditions [33] or to predict the fouling rate of crude oil [34].

Weaknesses of the WSF model (especially the strong underestimation of real heat flux distribution)
are particularly evident in apparatuses with a significant temperature gradient due to the large
difference between the two main dimensions. An example of such constructions is a cylindrical radiant
chamber with its large height (or length) and relatively small diameter. The (long) radiant section
of the total length L can be discretized into a series of segments of length dx. Heat transfer is then
sequentially solved in each segment using a 1D plug-flow (PF) model (see, e.g., Hewitt et al. [35]).
This model is sometimes called a long furnace model and can be applied in, e.g., the technical-economic
analysis of possible energy savings [36]. The PF model requires the local volumetric heat release rate as
a function of furnace length. If the flame is parallel to the furnace axis, the local volumetric heat release
rate can be determined using an experiment or via a CFD simulation. Both ways are far from trivial.
The disadvantages of the PF model were summarized by Jegla in his work [37]. Instead, he introduced
a modified plug-flow (MPF) model. One of the improvements—the inclusion of the burner test results
not only in the validation of the MPF model [38], but also in the calculation algorithm itself [8]—allows
this model to accurately predict the distribution of heat flux in the radiant chamber.

The basic MPF model provides excellent results for cylindrical equipment with one burner, i.e.,
the equipment that is similar to the test combustion chamber [8]. Industrial fired equipment, however,
usually contains more burners and the radiant section can have a rectangular cross-section (such
as cabin furnaces), as well as the standard circular cross-section. The presence of multiple burners
affects the flue gas flow (its mixing) and the overall character of the heat transfer in the radiant section.
The cylindrical shape of a furnace is more favourable for the (uniformly) distributed heat and fluid
flow than the cabin type [17]. These parameters are considered by the adapted modified plug-flow
(hereafter AMPF) model, which was introduced by Jegla [7]. Of the models describing the design of the
radiant chambers, the AMPF model is the most complex but also the most versatile low-cost technique.

On the one hand, simplified methods have, by their very nature, a good deal of limitations
that the user must pay attention to. However, on the other hand, this modelling approach has a
significant advantage in low computational requirements. This is the main reason for their use in
design calculations. Moreover, some restrictions can be eliminated by using a suitable combination of
models, as shown, for example, in the before-mentioned works [7,10]. If several simplified models (or
different ways of estimation) are systematically linked, it is even possible to analyse the entire complex
equipment possessing radiant and convection sections.

3. Proposed Calculation Framework

The common practice of designing fired equipment suffers from the inaccuracy of the employed
empirical approximation. Therefore, the basic calculations of the established design standards are
variously supplemented by the low-cost tools for modelling radiant and convection sections or these
parts are being analysed in detail by CFD. In spite of the apparent interconnection of both parts,
modelling activities are predominantly conducted separately. This may not be an issue if only one
part of the apparatus is of interest. However, in the case of designing or rating the entire equipment,
such a procedure is not systematic, and it also reduces the quality of the complete equipment design.
Based on long-term experience with the design of fired equipment for process and power industries,
there has been a need for a comprehensive methodology that would improve the reliability of the
current design practice.
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The aim of this work is to introduce such a framework that aggregates the basic thermal-hydraulic
calculations of the radiant and convection section and fast and accurate low-cost computational models.
Because of this systematic combination, the novel framework significantly increases the reliability of the
fired equipment design. The calculation framework primarily serves the initial design of combustion
equipment; however, it can be utilised for the thermal rating analysis of existing equipment.

The outline of the proposed approach is in Figure 3. In essence, this calculation procedure has
two phases. In the first phase, standard thermal-hydraulic calculations are employed to obtain initial
data on:

1. a radiant section—i.e., to evaluate the amount of radiant heat duty, the main dimensions of the
radiant chamber and the tubular system;

2. a convection section—among other things, to design the main parameters of tubular heat
exchangers (number of tubes, tube geometry, etc.), average input, output temperatures and
heat duty.

Figure 3. Proposed systematic framework of the novel design procedure showing the interconnection
between all calculations

The second phase of the calculation procedure serves as the thorough investigation into the
thermal-hydraulic behaviour of the respective equipment. It includes the analyses of heat and fluid
flow maldistribution in the radiant and convection sections. The idea is to avoid CFD simulations
as much as possible, despite the fact that they provide a very good insight into the heat transfer
system. The considerable disadvantage of the CFD approach is its inability to flexibly respond to
any modifications of the equipment dimensions that are often in the initial phase of the design
procedure [38].

For the design of the radiant chamber, a low-cost modelling system using the AMPF model [7] is
chosen. This universal three-step method takes into account the real local thermal load of the radiant
tubular system. At first, the burner heat flux profile is experimentally determined. Then, the MPF
model, which uses the results of the previous tests, is applied to identify the fuel burnt profile. In the
last step, the design of the combustion chamber is completed using the AMPF model.
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Information about flue gas distribution is subsequently taken over by another simplified
modelling system for the exposed parts of the convection section. The heat and fluid flow distribution
modelling system, which was presented by Jegla and Fialová [10], identifies locations that are
potentially risky in view of thermal loading (overheating but also subcooling).

Both separate modelling systems are situated in the context of designing the complete fired
equipment in order that the framework allows a continuous segue between the individual parts of the
calculation. Such a homogeneous design of the complex fired equipment thus maintains a high degree
of accuracy.

In the following part, the application of the calculation framework will be demonstrated, as well
as a more detailed description of the utilised modelling systems, using an industrial example.

4. Case Study

The purpose of this section is to discuss the principles of the selected low-cost models in detail
and to apply them to a case study of the steam boiler. In other words, the case study focuses on the
second part of the suggested framework. First of all, the equipment in question will be described.
The other two parts will be devoted to the modelling methods for the calculation of the heat flux
distribution in the boiler radiant chamber and for the calculation of the temperature profile in the
steam superheater.

At this point, it is necessary to point out that the case study did not deal with grassroots design,
but with the equipment being operated. However, the use of low-cost models was the same as in the
case of new designs. Since this was the investigation into the operated apparatus, the conclusions
of both low-cost modelling systems were only of a recommending nature. Model results only
indicated problematic locations or suggest their more appropriate configuration. Appropriate design
modifications that would lead to the elimination of operational problems were not included in the
case study. Also, the proposed framework did not contain a technical-economic analysis that would
certainly precede the possible retrofit.

4.1. Industrial Boiler

The objective of the case study was a three-pass steam boiler with natural circulation (a schematic
of the respective boiler will be shown in following subsection). The combustion chamber had a
rectangular cross-section, measuring 5 × 7.2 m, and a total height of 18.4 m. At the heights of 7.5 m
and 10 m, there were four burners, which enabled the combustion of liquid fuels (heavy fuel oil mixed
with liquid tar waste) and natural gas. The boiler employed membrane walls with tubes of diameter
57 mm and steel strips 75 mm in width. This inbuilt tubular system served as an evaporator and
cooled all walls of the combustion chamber and the second pass of the boiler (already a convection
section). A total heat transfer area that ensured the production of saturated steam was 550 m2. The first
heat exchanger area in the convection section was a final steam superheater. At the output of this heat
exchanger, superheated steam had the following parameters: a temperature of approx. 370 ◦C and a
mass flow of 16.7 kg/s. Downstream of the final superheater was a primary superheater. Economizers
were located at the bottom of the second boiler pass and in the third pass.

Due to the previous operational problems, the whole boiler had undergone a non-destructive
examination. The photograph in Figure 4 was taken during this inspection. The main overloaded heat
transfer surface was identified in tubes of the final steam superheater, especially in the area before
entering the collector. This was manifested as an increased material loss of these tubes. The general
CFD simulation [19], which was utilised for the necessary troubleshooting, revealed that wall-thinning
was induced by the non-uniform distribution of flue gas. The critical location was between the radiant
chamber and the convection section where flue gas flow changed its direction. Therefore, the low-cost
modelling system [10] was applied to a detailed analysis of the final steam superheater. The main
topological and geometrical parameters of the heat exchanger, as well as the relevant properties of
both fluids, are arranged in Table 1.
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Figure 4. Tube bundle of the final steam superheater; an orange colouration is a distinctive feature of
the accumulated corrosion layer. Grey and black deposits of flue gas components are highly visible
between tubes.

Table 1. General parameters of the final steam superheater.

Parameter Value

Flow arrangement Counter-crossflow
Number of tube passes 6
Tube bundle: Number of tubes 198

Number of tube columns 66
Number of tube rows 3

Hot Stream Cold Stream
Flow data: Fluid Flue gas Superheated steam

Mass flow rate (kg/s) 17.8 16.7
Inlet temperature (◦C) 734.0 248.2
Outlet temperature (◦C) 495.5 369.0

4.2. Low-Cost Modelling of the Radiant Section

As mentioned earlier in this paper, the MPF model [8] is sufficient only for single-burner
cylindrical equipment without an inbuilt tubular heat transfer system. In contrast, the AMPF model [7]
considers: (i) tube coils or membrane walls; and (ii) the rectangular, as well as circular, cross-section of
a combustion chamber. Both models demonstrated extremely good accuracy regarding the modelled
heat flux distribution in the radiant section. On the one hand, the low-cost AMPF model can design
the industrial equipment respecting the real heat flux variability. On the other hand, the AMPF model
requires information on the thermal characteristic of a burner in a suitable form, which can be provided
by the MPF model. Therefore, the complete modelling procedure contained three steps, as shown in
Figure 5.

The first step was determining the thermal characteristic of the burner, either the intended
one (in case of brand-new designs or retrofit applications), or the one already installed (if rating
calculations are needed). Of course, in situ measurements or the usage of a test facility was the
most expensive approach as it necessitated not only specialised measurement equipment but also
trained and experienced staff. The need for operating or experimental data may, therefore, appear to
be a significant disadvantage of the whole modelling system. However, one cannot rely on results
obtained by exact calculations with inaccurate inputs. Comparing the measured data with the results
of numerical simulations indicates that the CFD approach is not able to fully capture the thermal and
flow behaviour in the combustion chamber [38].

Once reliable primary data was available (from the previous measurements of the burner), the
MPF model was applied to identify the real heat flux distribution. Another possibility (which is
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often omitted) is to ask a burner manufacturer for the heat flux profile of the respective burner (for
example, as a part of tender documentation). If the thermal behaviour of the burner including the
fuel burn profile is known, the first two steps (the experiment and the application of MPF model) can
be skipped, passing straight to designing and evaluating the radiant chamber by the AMPF model.
The AMPF model formed the final step of the low-cost modelling system for designing and analysing
radiant chambers.

 
Figure 5. Schematic flow chart of the three-step modelling system for an accurate and reliable design
of fired equipment

One of the main features of the AMPF model is the optimal 1D discretization, i.e., the size of
one element, Lsegment. According to the sensitivity study [7], the choice of the suitable division into
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computational segments must take into account the position of burners and the maximum difference
of a flue gas temperature of 100 K in each segment. This criterion can be expressed as:

Lsegment ≤ 0.15 × L (1)

where L denotes length (or height) of the radiant section.
To satisfy this Condition (1), the discussed radiant chamber was divided into eight parts so that

the length of one segment was 2.3 m. As shown in Figure 6, the burners were located in the second
and third segments. Then the AMPF model iteratively evaluated the profile of the heat flux along the
radiant chamber. It is important to note that the described boiler had the specific construction that
allowed, at the very beginning of the calculation, the setting of 50% burnout of the combustion mixture
in the two segments with burners. The experimental step and the utilisation of the MPF model (the
first and second step of the modelling system) can be avoided by this initialisation in all cases where
the burners are oriented orthogonally to the direction of the flue gas flow in the radiant chamber.

Figure 6. Radiant chamber of the discussed steam boiler discretised via the AMPF model

In addition to the heat loading of the radiant tubes, it is possible to estimate the real state of the
water–steam mixture if the real heat flux distribution is utilised for a following thermal-hydraulic
calculation. By adding a standard AMPF result calculation, a critical location can be identified, e.g.,
where there is a risk of the so-called dry out and overheating of tubes.

4.3. Low-Cost Modelling of the Convection Tube Bank

Input data on the temperatures and flows (or speeds) of process fluids can be obtained by
operational measurement or some previous simulations of the respective heat transfer equipment.
However, experience of troubleshooting shows that the measured operating data is not as detailed as
is necessary for equipment analysis. In the case of a new apparatus, of course, any data is completely
missing and simplified or CFD models are irreplaceable. Another feasible approach is also utilisation
of some of the established commercial software that is specialised for the heat exchanger modelling.
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Although the CFD analysis [19] provided valuable information about the flue gas flow in the
boiler space, it was not possible to model such complex fired equipment in detail. Thus, the tubular
heat exchangers in the second part of the respective boiler were replaced by porous layers with the
same pressure losses. This general CFD model [19] was able to investigate the flow field characteristics
just above the discussed superheater. For the purpose of 2D calculations [10], the obtained velocity
and temperature fields were divided by the number of tube columns. The flue gas temperatures
and velocities in each of these sections (columns) serve as input data for the 2D calculation of the
temperature distribution across the tube bundle. If such a CFD analysis is not available, it is possible to
make use of data on flue gas thermal behaviour from the previous evaluation of the radiant chamber.

The inadequate simplification of commercial software, i.e., virtual mixing headers already
mentioned in the second part of this work, was also noticed in the troubleshooting analysis of
the superheater discussed here (see Figure 7). This simplification showed its impact on the steam
temperature, which was averaged at the entrance of each tube pass. As an example, temperature data
from the last two (the fifth and sixth) tube passes are listed in Table 2. The values at the end of the
fifth pass and at the beginning of the sixth tube pass are written in italics to highlight the difference
between the steam temperatures before and after averaging by the described software simplification.

 
(a) (b) 

Figure 7. Channel system of the steam superheater discussed here: (a) schematic of the real flow
geometry, and (b) representation of the heat exchanger using virtual mixing headers.

Table 2. Steam temperatures in the inlet and outlet zones of the tubes in the last two tube passes.

jth Tube Element

1 2 3 . . . 8 9 10

6th pass
Tube 1 370.5 397.6 364.7 . . . 347.1 344.1 341.1
Tube 2 369.0 366.2 363.5 . . . 346.8 343.9 341.1
Tube 3 367.6 365.0 362.4 . . . 346.5 343.8 341.1

5th pass
Tube 3 316.5 319.1 321.7 . . . 337.3 339.8 342.4
Tube 2 316.5 319.0 321.5 . . . 336.2 338.7 341.1
Tube 1 316.5 318.9 321.2 . . . 335.3 337.6 339.9

Information about the distribution of the fluid in the tubes was obtained using the isothermal
model [25], which was fast because of its simplicity, and still sufficiently precise for calculation purposes.
With respect to the location of the dividing and collecting manifold in the boiler (see Figure 8), heat
transfer in these headers was neglected. Consequently, steam in the distributor (before dividing into
the bundle) was assumed to be completely mixed at a constant temperature of 248.2 ◦C.

376



Energies 2019, 12, 520

Figure 8. The 2D method applied to a model of the tubular steam superheater. Hot fluid (flue gas) is
shown in red, cold streams (steam) are outlined as blue lines.

The core of the modelling system is a 2D analysis of the heat distribution across the tube bundle.
Due to the change in the direction of the steam flow, the overall calculation is divided into solutions
of the so-called subexchangers, which represent the individual tube passes (also shown in Figure 8).
Based on the cell method [22], the temperature field is obtained using dimensionless temperature
formulae. Then, considering a general cell [i, j], the dimensionless outlet temperatures θout of both
process fluids can be calculated with the following equations:

θout,1[i, j] = (1 − P1[i, j]) × θout,1[i − 1, j] + P1[i, j] × θout,2[i, j − 1]
θout,2[i, j] = (1 − R1[i, j] · P1[i, j]) × θout,2[i, j − 1] + R1[i, j] · P1[i, j] × θout,1[i − 1, j]

(2)

where P is temperature effectiveness and R the ratio of heat capacity rates of two fluids. Subscripts 1
and 2 denote variables related to the fluid with lower and higher heat capacity rate, respectively. In this
case the hot stream (flue gas) had the lower heat capacity rate.

The interconnection of the described models is represented schematically in Figure 9. As can be
seen, the individual streams were kept separate across the whole tube bundle. Thus, the flow data
avoided undesirable averaging. The presented technique yielded more accurate data on temperatures
and mass flow rates of process fluid, thereby improving the accuracy of the predicted local overloading
of heat transfer surface.

Not only Hewitt [22], but also other authors (e.g., Ptáčník [39] or the already-mentioned
Cabezas-Gómez et al. [29]) point out that the thermal efficiency in Equation (2) is influenced by
the flow arrangement (concurrent, countercurrent, and crossflow), mixing of each fluid, number of
transfer units, and the ratio of heat capacity rates. Furthermore, Cabezas-Gómez et al. [29] argue that
an effectiveness error of 0.01% may cause inaccuracies in the following calculations on the order of
units of percent. The future research will, therefore, address the possibilities of P–NTU relationships,
i.e., whether it is sufficient to use standard P–NTU formulas (a broad overview was given, e.g., by
Shah and Sekulić [23]) without great inaccuracies, or it is appropriate and necessary to employ the
so-called countercurrent coefficient described by Ptáčník [39]. In the current calculation, the overall
heat transfer coefficient is assumed to be constant across the entire tube bundle. For that reason, the
future work will also include refinements of this aspect of the calculation model, i.e., to specify the
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overall heat transfer coefficient in individual cells with respect to the local values of physical properties
of process fluids.

 
Figure 9. Concept of the heat and fluid flow distribution modelling system illustrated on two passes of
the heat exchanger in question. Flow data of the flue gas are provided by the previous general CFD
analysis [19] while distribution of steam was pre-solved using a simplified model based on Bailey’s
approach [25].

5. Conclusions

In this paper, a novel framework for the efficient design of fired equipment has been introduced.
The traditional thermal-hydraulic calculation of the radiant and convection section (i.e., the first phase
of the calculation procedure) was supplemented by using low-cost modelling systems that take into
account the real (non-uniform) distribution of heat flux and process fluids. Designing the combustion
chamber was done using the AMPF model [7], the problematic heat exchanger in the convection
section was analysed using the heat and fluid flow distribution modelling system [10] presented at the
21st Conference on Process Integration, Modelling and Optimisation for Energy Saving and Pollution
Reduction PRES 2018. The application of these low-cost models (the second phase of calculations in
the proposed framework) has been demonstrated in the industrial steam boiler case.

In the context of simplified methods, this framework is a logical outcome of the long-term
development that has taken place at the Institute of Process Engineering of the Faculty of Mechanical
Engineering, Brno University of Technology. First, the individual simplified models were unified for
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the analysis of thermal behaviour and flow distribution in combustion chambers and heat exchangers.
Second, the presented framework links calculations of radiant and convection sections and offers a
systematic approach to designing and fast rating calculations of complex fired equipment. It should be
emphasized that the low-cost modelling procedure does not replace CFD analyses neither for purposes
of troubleshooting nor for the final detailed design of the equipment. On the contrary, the described
procedure enables detailed CFD analyses to concentrate effectively on critical locations identified using
low-cost models.

Future work will focus on further refinement of 2D heat distribution calculations in the
convection section.
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23. Shah, R.K.; Sekulić, D.P. Fundamentals of Heat Exchanger Design; John Wiley & Sons: Hoboken, NJ, USA, 2003;
pp. 256–258. ISBN 0-471-32171-0.

24. Bajura, R.A.; Jones, E.H. Flow Distribution Manifolds. J. Fluids Eng. 1976, 98, 654–665. [CrossRef]
25. Bailey, B.J. Fluid flow in perforated pipes. J. Mech. Eng. Sci. 1975, 17, 338–347. [CrossRef]
26. Ngoma, G.D.; Godard, F. Flow distribution in an eight level channel system. Appl. Therm. Eng. 2005, 25,

831–849. [CrossRef]
27. Cho, E.S.; Choi, J.W.; Yoon, J.S.; Kim, M.S. Modeling and simulation on the mass flow distribution in

microchannel heat sinks with non-uniform heat flux conditions. Int. J. Heat Mass Transf. 2010, 53, 1341–1348.
[CrossRef]

28. Baek, S.; Lee, C.; Jeong, S. Effect of flow maldistribution and axial conduction on compact microchannel heat
exchanger. Cryogenics 2014, 60, 49–61. [CrossRef]

29. Cabezas-Gómez, L.; Navarro, H.A.; Saiz-Jabardo, J.M. Thermal performance of multipass parallel and
counter-cross-flow heat exchangers. J. Heat Transf. 2007, 129, 282–290. [CrossRef]

30. Pignotti, A.; Shah, R.K. Effectiveness-number of transfer units relationships for heat exchanger complex flow
arrangements. Int. J. Heat Mass Transf. 1992, 35, 1275–1291. [CrossRef]

31. Lobo, W.E.; Evans, J.E. Heat transfer in radiant section of petroleum heaters. Trans. Am. Inst. Chem. Eng.
1939, 35, 743–751.

32. Jegla, Z.; Hájek, J.; Vondál, J. Numerical analysis of heat transfer in radiant section of fired heater with
realistic imperfect geometry of tube coil. Chem. Eng. Trans. 2014, 39, 889–894. [CrossRef]

33. Li, C.; Hu, G.; Zhong, W.; Cheng, H.; Du, W.; Qian, F. Comprehensive simulation and optimization of an
ethylene dichloride cracker based on the one-dimensional Lobo–Evans method and computational fluid
dynamics. Ind. Eng. Chem. Res. 2013, 52, 645–657. [CrossRef]

34. Morales-Fuentes, A.; Polley, G.T.; Picón-Núñez, M.; Martínez-Martínez, S. Modeling the thermo-hydraulic
performance of direct fired heaters for crude processing. Appl. Therm. Eng. 2012, 39, 157–162. [CrossRef]

35. Hewitt, G.F.; Shires, G.L.; Bott, T.R. Process Heat Transfer, 1st ed.; CRC Press: Boca Raton, FL, USA, 1994; ISBN
9780849399183.

36. Tucker, R.; Ward, J. Identifying and quantifying energy savings on fired plant using low cost modelling
techniques. Appl. Energy 2012, 89, 127–132. [CrossRef]

37. Jegla, Z. Development of modified plug-flow furnace model for identification of burner thermal behavior.
Chem. Eng. Trans. 2013, 35, 1195–1200. [CrossRef]

380



Energies 2019, 12, 520

38. Jegla, Z.; Horsák, J.; Turek, V.; Kilkovský, B.; Tichý, J. Validation of developed modified plug-flow furnace
model for identification of burner thermal behaviour. Chem. Eng. Trans. 2015, 45, 1189–1194. [CrossRef]
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Abstract: The design and retrofit of Heat Exchanger Networks (HENs) can be based on several
objectives and optimisation algorithms. As each method results in an individual network topology
that has a significant effect on the operability of the system, control-relevant HEN design and analysis
are becoming more and more essential tasks. This work proposes a network science-based analysis
tool for the qualification of controllability and observability of HENs. With the proposed methodology,
the main characteristics of HEN design methods are determined, the effect of structural properties
of HENs on their dynamical behaviour revealed, and the potentials of the network-based HEN
representations discussed. Our findings are based on the systematic analysis of almost 50 benchmark
problems related to 20 different design methodologies.
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1. Introduction

More now than ever, industrial processes are integrated to increase efficiency [1].
Process integration (PI) dates back to 1970 when PI was the response to the oil crisis, and, since
then, this field has been a hot topic as it can be utilised to minimise energy and water usage [2],
waste as well as emissions [3]. Since then, tools developed for Heat and Energy Integration
have become essential elements of Process Design [4], including Energy Storage Systems [5].
Meanwhile, PI increases the efficiency of the technologies, and the increased complexity also
complicates operations. Heat Integration also often results in more complex but less operable
technologies [6]. Thus, a methodology to support the integrated system design must have a good
qualitative and quantitative model that highlights the characteristics of the processes [7].

Although many works deal with the controllability [8] and observability [9] of complex systems,
the connection between the complexity of the system and the difficulty of operations has not been
examined in details. However, the analysis of the structural motifs of the building elements of complex
systems and their models can highlight potentially useful information that can support the design
and operation. The structure-relevant analysis of Heat Exchanger Networks (HENs) has already been
proven to be beneficial, e.g., the resilience index (RI) quantifies the ability of a HEN to deal with
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disturbances [10], the controllability index measures the controllability of the HENs [11], and structural
analysis can be applied to determine the locations of additional sensors that can reveal otherwise
indistinguishable faults [12].

The connection between the structural properties of HENs designed by different methodologies
and the operability of the system has yet to be examined in details. The optimisation of HENs
can be formalised in several ways. Algorithms can focus on the minimum number of matches [13],
the Maximum Energy Recovery (MER) [14], the Minimum Energy-Capital cost [15], the minimum
Total Annualised Cost (TAC) [16], the minimum number of exchangers [17], or, in the case of retrofit
design, the minimum number of additional exchangers and the additional area of the exchangers or
piping costs [18]. The goals listed above can be achieved by different algorithms, such as the Pinch
methodology [19], dual-temperature approach method [20], pseudo-pinch [21], Supertargeting [14],
State-Space approach [16], branch- and bound-based algorithms [22], or the application of Genetic
Algorithm and Simulated Annealing (GA and SA, respectively) [23].

Although there are no systematic studies related to how optimisation algorithms affect the
structural properties of HENs with regard to operability, there are some well-known relations.
The pinch methodology determines the minimum temperature difference, ΔTmin, which divides
the HEN into two sub-networks: above the Pinch and below the pinch [19]. The method enables an
MER design to be created, i.e., it minimises the energy required. The price of the MER design is the
increased number/area and installation costs of heat exchangers. In contrast, optimisation based
on the minimum number of matches decreases the number of heat exchangers in addition to the
installation cost [24], and makes the operation easier [17]. As this approach has a negative impact on
TAC and utility costs, other approaches aim to minimise them [25]. The tradeoff between the targets
is continuously changing from one study to the next, and it is unequivocal that the tradeoff has a
significant effect on the structure of the designed HEN, along with the controllability and observability
of the system.

The dynamical characteristics of the HENs have increasingly become the focus of attention,
such as controllability [26,27], observability [28], flexibility [29] or operability [30,31]. The trends
mentioned above highlight that it is more critical to automatically qualify the operability-related
dynamical properties of HENs based on structural information. For this purpose, HENs can be
transformed into the networks of state variables [32], streams and matches [33], or networks of
state-space representations [34].

Over the last five years, the system analysis based on the network has spread quickly, as the
number and location of necessary actuators [8] and sensors [9] can be determined efficiently by utilising
the structure-based maximum matching algorithm. The maximum matching algorithm is a hot topic in
other fields such as pattern recognition [35] or machine vision [36] and method to determine maximum
matching in large graphs also proposed [37]. The maximum matching algorithm is widely applied
also in the fields of pattern recognition [35], machine vision [36], and it can scale up to handle large
graphs [37]. With this methodology, the systems are analysed in terms of how does the correlation
degree affect the controllability [38], robustness [39] and energy demand [40]. How structural motifs
in the network influence the controllability of a transcription network [41], a human protein-protein
interaction network [42] or cancer metabolic networks [43] has also been studied.

These promising applications suggest that it could be beneficial to utilise this methodology to
reveal the effect of the complexity of HENs in terms of their operability and to address the question
concerning what kind of measures of network science can be applied to compare the complexity of
HENs obtained by different design methodologies.

Section 2 presents three different network-based representations of HENs to explore motifs
that have a significant effect on structural controllability and observability. To evaluate the structural
controllability and observability of HENs, the minimum sets of driver and sensor nodes were generated.
Additionally, an extended and more exhaustive version of the maximum matching-based approach
was used [8] since it can underestimate the number of controllers required [44]. The generated set of
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driver nodes Was evaluated structurally through the number and location of driver nodes to determine
control-relevant installation costs. The relative degree of the resulting dynamical system was also
analysed to assess the sluggishness [45] and difficulty of the operation. A new methodology to decrease
the relative degree is introduced in Section 2. Section 3 presents how the proposed approach can be
used in the systematic analysis of almost 50 HEN design problems and how the developed measures
can be used to compare different design methodologies.

2. Network-Based Evaluation of the Complexity, Controllability and Observability of HENs

The workflow of the proposed method is depicted in Figure 1. The method handles
several goal-oriented representations of HENs to analyse their specific properties. As this work
focuses on graph-based approaches, approaches based on temperature-enthalpy, heat-content or
temperature-interval diagrams [46] are not discussed. As our goal was to study dynamic structural
characteristics, this section presents the three most relevant models that can be used for such a purpose.
After the introduction of the network-based representations, the systematic analysis of the extracted
network is presented (see Figure 1). For this purpose, a MATLAB toolbox was developed, which is
available at www.abonyilab.com.

Figure 1. Workflow of the proposed methodology.

2.1. Network Representations of HENs

Besides the widely applied Process Flow Diagrams (PFDs), HENs of hot and cold streams are
represented in three different ways, as illustrated in Figure 2.

The first classical representation is the state-space (SS) approach (Figure 2a), which consists of
the Distribution Network (DN) and the superstructure operator [34]. The DN determines how units
are located on the streams, while the superstructure operator shows the interactions between the
streams. The SS-based network representation (Figure 2b) can be defined as GSS(VSS, ESS) based on
the VSS set of vertices that contain the inlet and outlet of the streams and the ESS edges that present the
connections between the heat exchangers.

The second classical representation shows how streams are matched according to the units,
namely heat exchangers, utility heaters and utility coolers (Figure 2c) [33]. The second SM-based
network representation is almost the same as the classical one (Figure 2d), and it can be defined as
GSM(VSM, ESM), where the nodes (VSM = {Vhs, Vcs, Vhp, Vcw}) denote the sets of hot streams (Vhs)d
an cold streams (Vcs), the high pressure steam (Vhp) and the cold water (Vcw). The edges (ESM =

{Ehe, Euh, Euc} ⊆ VSM × VSM) represent the heat exchangers (Ehe ⊆ Vhs × Vcs), the utility heaters
(Euh ⊆ Vhp × Vcs) and the utility coolers (Euc ⊆ Vhs × Vcw). The two partitions of the nodes are the
hot streams (Process and utility, {Vhs ∪ Vhp}) and the cold streams (Process and utility, {Vcs ∪ Vcw}).
The weights of the nodes represent the heat capacity of the streams, while the weights of the edges
represent the heat load on the units.
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Figure 2. Classical representations of HENs and their graph-based models. The representations are as
follows: (a) state-space approach (SS); (b) network of state-space approach; (c) streams and matches
(SM); (d) bipartite network representation of streams and matches; (e) grid diagram; and (f) network
representation of state variables.

The third and most common classical representation of a HEN is the Grid diagram (GD) [6,47],
where the streams are presented as they are connected through the heat exchangers and influenced by
utility units (Figure 2e). The dynamics of the units, i.e., the heat exchangers, utility coolers and utility
heaters can be described by a differential-algebraic system of equations (DAE) as [48]:

dTho
dt

=
vh
Vh

(Thi − Tho) +
UA

cphρhVh
(Tco − Tho) , (1)

dTco

dt
=

vc

Vc
(Tci − Tco) +

UA
cpcρcVc

(Tho − Tco) , (2)

where Thi, Tci, Tho and Tco denote the temperatures of the hot input, cold input, hot output and cold
output streams, respectively; vh and vc represent the flow rates of the cold and hot streams; Vh and
Vc stand for the volumes of the hot and cold side tanks of the heat exchanger; U is the heat transfer
coefficient; A denotes the heat transfer area of the heat exchanger; and cp and ρ are the specific heat
and density of the streams.

In the above representation, the state variables are the temperatures of the outlet streams of the
heat exchanger x(t) = [Tho, Tco]T , the temperature of the inlet streams are regarded as disturbances
d(t) = [Thi, Tci]

T , and vc(t) and vh(t) are time-varying parameters [48]. The dynamics of the utility
units are similar. Utility coolers can be described by Equation (1) by considering the temperature of
the cold water stream Tco as a controlled input variable. Analogously, utility heaters are modeled by
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Equation (2) where Tho denotes the controlled inputs. HENs based on these building blocks can be
represented by linear state-space models in the general form of Equations (3) and (4).

ẋ = Ax + Bu + Γd (3)

y = Cx + Du (4)

Recently, Liu et al. introduced a network science-based representation of dynamical systems
and a methodology to determine the minimal input configuration that ensures the controllability of
the system [8]. The third, state-space model-based network representation (Figure 2f) easily lends
itself to the application of this methodology. The resultant network can be described as a graph
GDAE = (VDAE, EDAE), where vertices represent the state variables x, while the edges are derived
from the structure matrix of the state-transition matrix A as if Aij �= 0, then an edge from xj to xi exists.
As a result of Equations (1) and (2), the simplest building blocks of HENs can be defined as the heat
exchanger cells, the utility coolers and the utility heaters. Their grid diagram and state-space-based
network representations can be seen in Figure 3.

Figure 3. The grid diagram and state-space network representations of: a heat exchanger cell (a,d);
a utility cooler (b,e); and a utility heater (c,f). Red edges denote loops in the network representation,
which create a strongly connected component in each elementary building block of HENs. In the case
of the heat exchanger cell, the hot and cold sides of the exchanger belong to the same component even
though they also have their own intrinsic dynamics, as in the case of utility units.

The SS-based network representation can be easily applied to HENs even when the streams are
mixed and split. In the other two network representations, the handling of mixers and bypasses is less
straightforward.

The number of vertices and edges of the SM-based network representation directly represents
the streams and units, respectively. Loops and paths can be identified more easily in this network
representation than in any other representations. This property is essential when the goal is not the
MER design but to minimise the number of units that can be readily determined by the equation
Uun = Ns + L − S, where Uun denotes the number of units, Ns the number of streams (|VGD|), L
the number of independent loops and S the number of separate components in the network [33].
Loops and paths should be excluded from the designs, where the target is to minimise the number of
units. The presence of splitters and mixers does not influence the property Uun = Ns + L − S when
Pinch Partitioning is excluded [49]. Furthermore, with this representation the degree of freedom of the
heat loads can also be determined as H − Ns + S, where H denotes the number of heat exchangers
(|Ehe|) in the network.

The DAE-based network representation is suitable to analyse the operability of HENs. A system is
controllable if it can be derived from an initial state to any desired final state over a finite period of time,
while it is observable if any of the internal states can be reproduced by the knowledge of the initial state
in addition to all the inputs and outputs [50]. The system is structurally controllable (observable) if the
controllability (or observability) matrix, C = [B, AB, . . . , An−1B] (or O = [CT , (CA)T , . . . , (CAn−1)T ]T)
is of full rank, rank(C) = n (or rank(O) = n) [51].
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Liu et al. utilised the maximum matching algorithm on the DAE-based network representation
to determine the minimum number of actuators (or sensors) and create a controllable (or observable)
input (or output) configuration [8]. Nevertheless, how the network is represented is critical. If the
adjacency matrix of the network is identical to the structure matrix of the state-transition matrix of
the linear dynamical equation seen in Equation (3), then observability can be analysed, while in the
reversed direction the controllability of the system can be investigated.

As each motif in the DAE-based network representation possesses a self-loop (coloured in red
in Figure 3), i.e., the diagonal elements are non-zero values in the state-transition matrix, maximum
matching selects these edges and leaves no unmatched node that can be a driver (or sensor) node.
Since each HEN is constructed from these motifs, the approach is unusable in the case of HENs.
Nevertheless, this method can be extended to be suitable for dynamical systems that exhibit this
kind of behaviour. This method is referred to as the path-finding method [44] as it is also based on
maximum matching, but following the maximum matching it searches for circles which can be cut off
into Hamiltonian paths.

Since only the DAE network representation is detailed enough to determine the location of
actuators and sensors, the relative degree can only be interpreted by this representation. To evaluate
the “physical closeness” or “direct effect” of the control configuration of a nonlinear system with
state equation ẋ = f (x) + ∑m

j=1 gj(x)uj + ∑
p
κ=1 wκ(x)dκ and output equation yi = hi(x), relative order

is introduced as a structural measure of the initial sluggishness of the response [45]. The relative
degree can be determined by the standard Lie derivative. Therefore, for scalar field hi(x) and vector
field f (x) it is defined as L f hi(x) = ∑n

l=1(∂h(x)/∂xl) fl(x)), where fl(x) denotes the row element l of
f (x). Higher order Lie derivatives are defined as Lk

f hi(x) = L fLk−1
f hi(x), while mixed Lie derivatives

LgjLk−1
f hi(x) in an obvious way [45]. Then, relative degree ri is defined for output yi as the smallest

integer for which [Lg1Lri−1
f hi(x) · · · LgmLri−1

f hi(x)] �≡ [0 · · · 0] with respect to input vector u if exists,
otherwise ri = ∞. The relative order rij of output yi with respect to input uj is the smallest integer

for which LgjL
rij−1
f hi(x) �≡ 0 if exists, otherwise rij = ∞. The relationship between ri and rij can

be defined as ri = min(ri1, ri2, . . . , rim). Analogously to rij, the relative order ρiκ of output yi with
respect to disturbance dκ can be defined as the smallest integer LwκL

ρiκ
f hi(x) �≡ 0 if exists, otherwise

ρiκ = ∞. For linear systems that are defined above, rij can be defined as the smallest integer for which
ciA

rij−1bj �= 0, where ci is row i of C and bj is column j of B. The relative order ρiκ with respect to
the disturbance d is the smallest integer for which ciA

ρiκ−1γκ �= 0, where γκ denotes column κ of Γ.
By utilizing the DAE network representation, the relative degree rij can be defined as the shortest
path �ij from input uj to output yi minus one, rij = �ij − 1. Analogously, the relative degree ρiκ can be
defined as the geodesic path �iκ from disturbance dκ to output yi minus one (ρiκ = �iκ − 1). The visual
representation of the relative degree can be seen in Figure 4.

As can be seen in Figure 4, the shaded area represents clusters of state variables that can be
achieved by a relative degree that is smaller than ri. The operability of HENs can be improved
by minimising the highest relative degree with the addition of actuators or sensors [52] as will be
presented in the following subsection.

The analysis of the previously introduced network representations can highlight the structural
properties of HENs. The developed network-based measures are summarised in Tables 1 and 2.
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Figure 4. Visual representation of relative degree in the DAE-based network representation. (a) The
relative degree is equal to one if three actuators were placed in the network, while (b) it is three if only
two actuators were assigned to the system.

2.2. Operability-Focused Sensor and Controller Placement in HENs

Two methods are used to extend the minimal input and output configurations [58]. The first
approach utilises the set-covering method. Firstly, the allowed maximal relative degree rmax is defined.
Secondly, the set of nodes Wi reachable from node i over a maximum of rmax steps was determined.
In the formulation of the algorithm, U denotes the set of all the state variables, C the set of the
actuators necessary to ensure structural controllability, and O the set of sensors necessary for structural
observability. In the case of input (or output) configuration, J represents the set of necessary driver
(or sensor) nodes, such that P is the set of state variables that is covered by J, namely P = ∪j∈JWj.
The goal is to minimise J such that P = U and C ⊂ J (or O ⊂ J); moreover, ru ≤ rmax, and ∀u ∈ U .
When initial input or output configurations are not given, then the method yields a global optimum
for the problem. A greedy algorithm was applied to solve the set-covering problem [59].

The second approach uses two network-specific measures, namely the closeness and the
node betweenness centrality measures. The closeness centrality of node i can be calculated using
Equation (5).

Cc(i) =
N − 1

∑j �=i �i,j
(5)

Betweenness centrality calculates the number of geodesic paths that intercept node i (σst(i)) and
divides this by the number of all the geodesic paths (σst) for each start s and target t node, such that
s �= i �= t. The betweenness centrality of node i is shown in Equation (6).

Bc(i) = ∑
s �=i �=t

σst(i)
σst

(6)

For each component that exceeds rmax, a node with the highest centrality measure is selected
as an additional actuator (or sensor), i.e., C = C ∪ {i : max (Cc(i)Bc(i)), i /∈ C} in the case of the
input configuration and O = O ∪ {i : max (Cc(i)Bc(i)), i /∈ O} in the case of the output configuration.
The steps are repeated iteratively until all the components exhibit an order not in excessive of rmax.

For all HENs presented, the number of additional actuators and sensors required to manage the system
with rmax was calculated by the set-covering method (global optimum), the retrofit set-covering method
(using existing configurations) and the retrofit centrality-based method (using current configurations).
In this analysis, the maximal order was determined as rmax = �dmax/4�, where dmax denotes the diameter
of the network.
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3. Systematic Analysis of HENs

3.1. The Studied Benchmark Problems

The well-known benchmark sets of Furman and Sahinidis (2004) [60], Chen et al. (2015) [61,62]
and Grossmann (2017) [63] were used to study how the proposed measures can be used to evaluate
HENs and compare different design methodologies of HENs. The benchmark problems and the
applied methods are summarised in Table 3, while the notation of the utilised methods and their
objective functions are shown in Table 4. These problem sets contain 48 problems and 23 methods,
as well as 639 different HENs, of which 539 are unique. Fifty-three different measures, as summarised
in Table 5, were generated for all the HENs.

Table 3. Benchmark HENs and their optimisation methods that are used during the analysis. As the
heuristic methods, CP, CRR, CSH, FLPR, GP, GSH, LFM, LHM, LHM-LP, LRR, SS, WFG and WFM
were applied to each problem. This set of methods is denoted as HEU referring to heuristic methods.
The methods are introduced in Table 4, where abbreviations are also presented.

Problem Hot Streams Cold Streams Methods Source

Furman and Sahinidis (2004)

4sp1 2 2 HEU, BB [24]
6sp-cf1 3 3 HEU, RET [18]
6sp-gg1 3 3 HEU [64]
6sp1 3 3 HEU, BB [24]
7sp-cm1 3 4 HEU [65]
7sp-s1 6 1 HEU [66]
7sp-torw1 4 3 HEU [67]
7sp1 3 4 HEU, SYN [25]
7sp2 3 3 HEU, SYN [25]
7sp4 6 1 HEU [68]
8sp-fs1 5 3 HEU, E [69]
8sp1 4 4 HEU [70]
9sp-al1 4 5 HEU, E, MER, EC, ECR, ST [15]
9sp-has1 5 4 HEU [71]
10sp-la1 4 5 HEU [14]
10sp-ol1 4 6 HEU [66]
10sp1 5 5 HEU, BB [22]
12sp1 9 3 HEU [70]
14sp1 7 7 HEU [70]
15sp-tkm 9 6 HEU, E [72]
20sp1 10 10 HEU [70]
22sp-ph 11 11 HEU [73]
22sp1 11 11 HEU [16]
23sp1 11 12 HEU, DS [17]
28sp-as1 16 12 HEU [74]
37sp-yfyv 21 16 HEU, GASA [23]

Chen et al. (2015a,b)

balanced5 5 5 HEU [61,62]
balanced8 8 8 HEU [61,62]
balanced10 10 10 HEU [61,62]
balanced12 12 12 HEU [61,62]
balanced15 15 15 HEU [61,62]
unbalanced5 5 5 HEU [61,62]
unbalanced10 10 10 HEU [61,62]
unbalanced15 15 15 HEU [61,62]
unbalanced17 17 17 HEU [61,62]
unbalanced20 20 20 HEU [61,62]

Grossmann (2017)

balanced12_random0 12 12 HEU [63]
balanced12_random1 12 12 HEU [63]
balanced12_random2 12 12 HEU [63]
balanced15_random0 15 15 HEU [63]
balanced15_random1 15 15 HEU [63]
balanced15_random2 15 15 HEU [63]
unbalanced17_random0 17 17 HEU [63]
unbalanced17_random1 17 17 HEU [63]
unbalanced17_random2 17 17 HEU [63]
unbalanced20_random0 20 20 HEU [63]
unbalanced20_random1 20 20 HEU [63]
unbalanced20_random2 20 20 HEU [63]
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Table 5. Calculated measures and their short descriptions.

Name Measure Network Description

HEN-specific measures

numOfHotStream SM Num. of the hot streams in the problem.
numOfColdStream SM Num. of the hot streams in the problem.
hasPinch SS,DAE True, if Pinch point is determined for the problem.
numOfExchangers SM Num. of heat exchanger cells in the designed HEN.
numOfUtilityHeater SM Num. of utility heater cells in the designed HEN.
numOfUtilityCooler SM Num. of utility cooler cells in the designed HEN.
numOfUnits Uun SM Num. of heat exchanger units in the designed HEN.
numOfMinUnits Umin SM Num. of minimum units necessary for the problem.

Dynamical properties

numOfIndLoop L SM Num. of independent loops.
degOfFreedom SM Degree of freedom of heat loads.
numOfCompDAE DAE Num. of sub-networks in the designed HEN.
numOfCompSM S SM Num. of components in the SM network.
numOfUMCon DAE Num. of driver nodes granted by maximum matching.
numOfDriver DAE Num. of actuator nodes necessary for controllability.
numOfUMObs DAE Num. of sensor nodes granted by maximum matching.
numOfSensor DAE Num. of sensor nodes necessary for observability.
sluggishness r DAE Relative order of the HEN.
targetOrder rmax DAE Target relative order (in our case: �dmax/4�).
actCovSize DAE Num. of actuators determined by the set-covering method.
senCovSize DAE Num. of sensors determined by the set-covering method.
actCovRetSize DAE Num. of actuators determined by the retrofit set-covering method.
senCovRetSize DAE Num. of sensors determined by the retrofit set-covering method.
actNetMesSizeRet DAE Num. of actuators determined by the retrofit centrality-based method.
senNetMesSizeRet DAE Num. of sensors determined by the retrofit centrality-based method.

Network-based structural properties

balabanJIndex BJ(G) SM Balaban-J index of the SM network.
numOfNodes.ofDAE N DAE Num. of nodes in the DAE network.
numOfNodes.ofSM N SM Num. of nodes in the SM network.
numOfNodes.ofSS N SS Num. of nodes in the SS network.
numOfEdges.ofDAE M DAE Num. of edges in the DAE network.
numOfEdges.ofSM M SM Num. of edges in the SM network.
numOfEdges.ofSS M SS Num. of edges in the SS network.
averageDegree.ofDAE 〈ki〉 DAE Average degree in the DAE network.
averageDegree.ofSM 〈ki〉 SM Average degree in the SM network.
averageDegree.ofSS 〈ki〉 SS Average degree in the SS network.
eccentricity.ofDAE Ecc(G) DAE Graph eccentricity value of DAE network.
eccentricity.ofSM Ecc(G) SM Graph eccentricity value of SM network.
eccentricity.ofSS Ecc(G) SS Graph eccentricity value of SS network.
totalWalkCount.ofDAE TWC(G) DAE Num. of walks in the DAE network.
totalWalkCount.ofSM TWC(G) SM Num. of walks in the SM network.
totalWalkCount.ofSS TWC(G) SS Num. of walks in the SS network.
coeffNetwCompl.ofDAE CNC(G) DAE Coefficient of network complexity in the DAE network.
coeffNetwCompl.ofSM CNC(G) SM Coefficient of network complexity in the SM network.
coeffNetwCompl.ofSS CNC(G) SS Coefficient of network complexity in the SS network.
adIndex.ofDAE AD(G) DAE A/D index of the DAE network.
adIndex.ofSM AD(G) SM A/D index of the SM network.
adIndex.ofSS AD(G) SS A/D index of the SS network.
wienerIndex.ofDAE W(G) DAE Wiener index of the DAE network.
wienerIndex.ofSM W(G) SM Wiener index of the SM network.
wienerIndex.ofSS W(G) SS Wiener index of the SS network.
connInd.ofDAE.inConn CJ(G) DAE Connectivity index for in-degree in DAE network.
connInd.ofDAE.outConn CJ(G) DAE Connectivity index for out-degree in DAE network.
connInd.ofSM CJ(G) SM Connectivity index for SM network.
connInd.ofSS.inConn CJ(G) SS Connectivity index for in-degree in the SS network.
connInd.ofSS.inConn CJ(G) SS Connectivity index for out-degree in the SS network.

3.2. Analysis of the 9sp-al1 Problem

The 9sp-al1 benchmark problem was studied in detail to demonstrate the applicability of the
proposed methodology. As can be seen in Figure 5, the solutions to the problem generated by the E,
MER, EC and ECR methods significantly differed [14]. The first two solutions were based on the pinch
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point analysis to ensure Minimal Energy Requirement design, while the second two solutions were
obtained by minimising energy and capital costs in the case of a new (EC) and retrofit (ECR) design.

The networks extracted from the HEN 9sp-al1-E solution (Figure 5a) can be seen in Figure 6.
In DAE-based network representation (Figure 6b), the driver and sensor nodes are denoted by green-
and orange-coloured symbols, respectively, while in SM-based network representation, a critical path
is denoted by the colour green (Figure 6c).

Figure 5. Four designed HEN for the 9sp-al1 problem [14]: (a) existing network of an aromatic
complexes in Europe; (b) maximum Energy Recovery design of the aromatic complexes; (c) grassroot
(new) design with optimisation for the Energy-Capital tradeoff; and (d) retrofit design with optimisation
for the Energy-Capital tradeoff.

Figure 6. Networks extracted from the HEN 9sp-al1-E: (a) grid diagram of the HEN seen in Figure 5a;
(b) DAE-based network representation, in which the green symbols represent the nodes where the input
signal should be shared, and the orange symbols stand for the outputs to grant structural controllability
and observability; and (c) SM-based network representation, in which green edges show paths between
high-pressure steam and cold water, i.e., between utility units which should be broken in order to reach
the minimal number of units. In this HEN, no loop appears.

The clusters (communities) in the DAE-based network representation were also analysed by
community detection algorithms [75]. The clusters of the HEN 9sp-al1-MER can be seen in Figure 7.
Such clustering of the network can highlight useful information, e.g., it can show how the HEN is
integrated and how the pinch isolates the clusters.
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Figure 7. Communities of the DAE-based network representation of HEN 9sp-al1-MER were also
identified. The colours of the nodes and their labels denote the community IDs. The highlighted edges
are intercept Pinch.

All measures introduced in Table 5 were calculated for the presented HENs, and the results of the
analysis are presented in Table 6.

As our analysis also aimed to identify structural parameters that have an impact on the dynamical
properties of the HEN, firstly, the correlation between the proposed measures in these four examples
was studied (see Figure 8). The results are discussed in the following section together with the analysis
of all 639 HENs.

Figure 8. Correlations between the proposed network measures according to four HENs of the 9sp-al1
problem. The rows and columns were ordered based on similarities calculated based on the Spearman’s
rank correlation. The colours of the map represent the rank values.
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Table 6. Calculated measures and their short descriptions.

Name 9sp-al1 - E 9sp-al1 - MER 9sp-al1 - EC 9sp-al1 - ECR

HEN-specific measures

numOfHotStream 4 4 4 4
numOfColdStream 5 5 5 5
hasPinch 0 1 0 0
numOfExchangers 5 12 10 8
numOfUtilityHeater 2 2 2 2
numOfUtilityCooler 3 3 3 3
numOfUnits 10 17 15 13
numOfMinUnits 10 10 10 10

Dynamical properties

numOfIndLoop 0 7 5 3
degOfFreedom −5 2 0 −2
numOfCompDAE 4 1 1 1
numOfCompSM 1 1 1 1
numOfUMCon 0 0 0 0
numOfDriver 4 1 1 1
numOfUMObs 0 0 0 0
numOfSensor 5 5 5 5
sluggishness 2 9 8 11
targetOrder 1 3 2 2
actCovSize 9 7 8 7
senCovSize 5 4 6 4
actCovRetSize 9 7 7 7
senCovRetSize 7 4 6 5
actNetMesSizeRet 9 8 10 8
senNetMesSizeRet 7 4 7 7

Network-based structural properties

balabanJIndex 9.9212 4.3990 5.6234 5.2789
numOfNodesofDAE 15 29 25 21
numOfNodesofSM 11 11 11 11
numOfNodesofSS 72 107 97 87
numOfEdgesofDAE 31 73 61 49
numOfEdgesofSM 10 17 15 13
numOfEdgesofSS 71 113 101 89
averageDegreeofDAE 2.1333 3.0345 2.8800 2.6667
averageDegreeofSM 1.8182 3.0909 2.7273 2.3636
averageDegreeofSS 1.9722 2.1121 2.0825 2.0460
eccentricityofDAE 3 12 11 11
eccentricityofSM 7 5 4 5
eccentricityofSS 13 28 22 25
totalWalkCountofDAE 802,788 1.02127E+13 92,080,948,186 1,364,370,909
totalWalkCountofSM 34,258 2,114,490 2,114,490 410,032
totalWalkCountofSS 646 9138 3274 1977
coeffNetwComplofDAE 64.0667 183.7586 148.8400 114.3333
coeffNetwComplofSM 9.0909 26.2727 20.4545 15.3636
coeffNetwComplofSS 70.0139 119.3364 105.1649 91.0460
adIndexofDAE 0.8421 0.0522 0.0661 0.0787
adIndexofSM 0.1136 0.2636 0.2586 0.1857
adIndexofSS 0.0446 0.0067 0.0089 0.0107
wienerIndexofDAE 38 1687 1090 712
wienerIndexofSM 176 129 116 140
wienerIndexofSS 3,181 33,524 22,586 16,582
connIndofDAEIn 0.0154 0.0053 0.0065 0.0085
connIndofDAEOut 0.0147 0.0052 0.0063 0.0082
connIndofSS 0.0246 0.0082 0.0103 0.0143
connIndofSMIn 0.0131 0.0077 0.0087 0.0100
connIndofSMOut 0.0131 0.0077 0.0087 0.0100
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3.3. Results and Discussion of Systematic Correlation Analysis

Figure 9 shows the similarity-based ordering of the 539 unique networks (on the rows) and the
measures (on the columns). The colours of the map represent rankings of the networks based on the
given measures. As can be seen, the map is clustered and on the right-hand side measures that are
negatively correlated to the measures on the left-hand side are presented. This phenomenon originates
from the calculation of the measures (some of these are calculated mostly as the reciprocal of the
measures on the left-hand side). The similarities between the most important measures are visualised
by a dendrogram in Figure 10.

Based on the analysis of the results, the following conclusions can be made:
Firstly, it is visible that the studied HENs were clustered and the members of such clusters

exhibited similar dynamical properties. To confirm this, the Spearman distance for each network based
on the measures was generated and visualised on a heat map, as can be seen in Figure 11. On the heat
map, three groups can be easily distinguished, and these groups consisted mostly of problems similar
in size.

Secondly, the number of unmatched nodes that were generated by maximum matching was equal
to zero for all HENs. This was caused by the SCCs and the intrinsic dynamics introduced in Figure 3.
Thus, additional driver and sensor nodes should be determined by methods such as path-finding [44].

Figure 9. Similarity-based ordering of the 539 HENs (rows) and developed measures (columns).
The networks are ranked according to each measure, the similarities were calculated by Spearman’s
rank correlation and the colours of the map represent the rank values.
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Figure 10. Correlations between the measures. Dendrogram presenting the distances between the
measures for all unique HENs.

Figure 11. Spearman’s rank correlation-based clustering of 539 unique HENs. The clusters of HENs
can be easily detected. The method ordered the networks according to their similarities which were
mainly determined by the complexity and the applied design methodology.
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Thirdly, the number of the additional driver and sensor nodes correlated with the number of
components in DAE-based representation, i.e., the number of sub-networks in the HEN. Thus, more
interconnected streams demanded fewer driver and sensor nodes.

Fourthly, a smaller number of driver and sensor nodes resulted in an increased relative order,
thus more complex operability.

Fifthly, the number of independent loops in the SM-based network representation correlated with
the number of units in the HEN, and the average degree in SS- and SM-based network representations.
The number of loops also correlated negatively with connectivity indexes. As the number of
independent loops resulted in enhanced heat recovery, it attracted an increase in the number of heat
exchangers too. Thus, a larger average degree meant that energy integration was greater, and more
heat exchangers were utilised.

Finally, the comparison of the proposed methods showed that the results significantly varied from
problem to problem. Only one correlation could be determined: the CRR, LHM and LRR algorithms
solved the problem using more exchangers than other methods.

4. Conclusions

A network science-based analytical approach is proposed for the structural analysis of heat
exchanger networks.

The proposed methodology utilises three different network-based representations that highlight
various aspects of the dynamics of the HEN. The extracted networks were analysed by the toolbox of
network science to create structural operability and complexity measures.

The analysis of more than 600 HENs confirmed that the proposed approach can be efficiently
applied to the fast screening of HENs based on their structural properties.

A significant result of the analysis is that the popular maximum matching-based method used
to determine the sensor and driver nodes in dynamical systems was not suitable for heat exchanger
networks due to the intrinsic dynamics. It was highlighted that, with the more interconnected the
HENs, fewer actuators and sensors are needed to ensure structural controllability and observability,
which results in a higher relative order and the increased difficulty of the operability.

It was also highlighted that the degree-based structural measures can refer to the level of Heat
Integration. The methodology was suitable for classifying the different methods that grant the HEN,
as some techniques tended to determine more units in the network than others.

Although the proposed methodology has been introduced for the analysis of HENs, it can be
applied to a broader class of dynamical systems. In our further research, we will generalise the results
by examining the integrated and multi-objective design of processes and their control systems and
studying the network topology-based properties of dynamical systems.
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Abbreviations

CNC Coefficient of Network Complexity
DAE Differential Algebraic Equations
DN Distribution Network
GA Genetic Algorithm
GD Grid Diagram
HEN Heat Exchanger Network
MER Maximum Energy Recovery or Minimum Energy Requirement
PI Process Integration
PFD Process Flow Diagram
RI Resilience Index
SA Simulated Annealing
SCC Strongly Connected Component
SM Streams and Matches
SS State Space
TAC Total Annualised Cost
TWC Total Walk Count

Nomenclature

GSS SS-based graph
VSS Set of nodes of SS-based representation
ESS Set of edges of SS-based representation
GSM SM-based graph
VSM Set of nodes of SM-based representation
ESM Set of edges of SM-based representation
Vhs Set of nodes of hot streams in SM-based representation
Vcs Set of nodes of cold streams in SM-based representation
Vhp Node of high pressure steam in SM-based representation
Vcw Node of cold water in SM-based representation
Ehe Set of edges of heat exchangers in SM-based representation
Euh Set of edges of utility heaters in SM-based representation
Euc Set of edges of utility coolers in SM-based representation
GDAE DAE-based graph
VDAE Set of nodes of DAE-based representation
EDAE Set of edges of DAE-based representation
Thi Hot input temperature of a heat exchanger
Tci Cold input temperature of a heat exchanger
Tho Hot output temperature of a heat exchanger
Tco Cold output temperature of a heat exchanger
t Time
vh Flow rate of hot stream
vc Flow rate of cold stream
Vh Volume of hot side of tank
Vc Volume of cold side of tank
U Heat transfer coefficient
A Heat transfer area
cph Heat capacity of hot stream
cpc Heat capacity of cold stream
ρh Density of hot stream
ρc Density of cold stream
x Vector of state variables
n Number of state variables
u Vector of inputs
d Vector of disturbances
y Vector of outputs
A State-transition matrix
B Input matrix
bj Column j of matrix B
Γ Disturbance matrix
C Output matrix
cj Row j of matrix C
D Feedthrough (or feedforward) matrix
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C Controllability matrix
O Observability matrix
Uun Number of units
Ns Number of streams
L Number of independent loops
S Number of separate components
H Number of heat exchangers
L Lie derivative
rij Relative degree of input j and output i
ri = minj rij Relative degree of output i
r = maxi ri Relative degree of the system
rmax Upper bound for r
Vi Node i from node set V
Ei Edge i from edge set E
ni Weight of node i
wi Weight of edge i
N Number of nodes in the network
M Number of edges in the network
kout

i , kin
i , ki Out-, in-, and simple degree of node i

〈ki〉 Average node degree
�ij Shortest path between nodes i and j
D Distance matrix
TWC(G) Total walk count measure of graph G
CNC(G) Coefficient of network complexity of graph G
Ecc(i), Ecc(G) Eccentricity of node i, or graph G
W(G) Wiener index of graph G
AD(G) A/D index of graph G
BJ(G) Balaban-J index of graph G
CI(G) Connectivity index of graph G
Wi Set of reachable nodes from node i in rmax
U Set of all state variables
C Set of necessary driver nodes
O Set of necessary sensor nodes
J Set of driver/sensor nodes of the input/output configuration
P Set of state variables covered by set J
Cc(i) Closeness centrality of node i
Bc(i) Betweenness centrality of node i
σst Number of shortest paths from node s to node t
σst(i) Number of shortest paths from node s to node t that intercept node i
dmax Diameter of the network
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Abstract: Cryogenics-based energy storage (CES) is a thermo-electric bulk-energy storage technology,
which stores electricity in the form of a liquefied gas at cryogenic temperatures. The charging process
is an energy-intensive gas liquefaction process and the limiting factor to CES round trip efficiency
(RTE). During discharge, the liquefied gas is pressurized, evaporated and then super-heated to drive
a gas turbine. The cold released during evaporation can be stored and supplied to the subsequent
charging process. In this research, exergy-based methods are applied to quantify the effect of
cold storage on the thermodynamic performance of six liquefaction processes and to identify the
most cost-efficient process. For all liquefaction processes assessed, the integration of cold storage
was shown to multiply the liquid yield, reduce the specific power requirement by 50–70% and
increase the exergetic efficiency by 30–100%. The Claude-based liquefaction processes reached the
highest exergetic efficiencies (76–82%). The processes reached their maximum efficiency at different
liquefaction pressures. The Heylandt process reaches the highest RTE (50%) and the lowest specific
power requirement (1021 kJ/kg). The lowest production cost of liquid air (18.4 €/ton) and the lowest
specific investment cost (<700 €/kWchar) were achieved by the Kapitza process.

Keywords: cryogenic energy storage; air liquefaction; exergy analysis; economic analysis;
exergoeconomic analysis

1. Introduction

The interest in electricity storage has significantly increased with higher shares of intermittent
renewable energy sources in the grid. In particular, grid-scale electricity storage with low costs are
considered suitable to integrate renewable electricity generation and introduce flexibility to the power
grid. Cryogenics-based energy storage (CES), frequently referred to as liquid air energy storage (LAES),
is the only energy storage technology so far, which is capable to store large quantities of electricity
without geographical limitations or a substantial negative environmental impact.

The thermo-electric energy storage technology stores electricity in the form of a liquefied gas
(air) at a cryogenic temperature. The integrated methods of operation (charge, storage, discharge) are
displayed in Figure 1. An energy-intensive liquefaction process forms the charging process of CES.
The liquefied gas (cryogen) is stored in a site-independent insulated storage tank at approximately
ambient pressure and a cryogenic temperature (e.g., −194 ◦C). The compression process of the
liquefaction is presented separately, as in the adiabatic CES the heat of compression is recovered
and stored to be used in the discharge process. In the discharge process, the liquefied gas is pumped
to supercritical pressure in a cryogenic pump, evaporated and superheated, with thermal energy
provided by the heat storage, and supplied to a series of expanders regaining a part of the electricity
charged to the system.

Energies 2019, 12, 493; doi:10.3390/en12030493 www.mdpi.com/journal/energies405
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Figure 1. Illustration of cryogenic energy storage steps of operation (charge, storage, discharge), heat
and cold recovery and storage.

The cold exergy rejected during the evaporation process is stored in order to increase the efficiency
of the liquefaction process (charge). The CES system is composed of well-known components from the
industrial gas and liquefied natural gas (LNG) supply chain.

As CES systems are based on mature technology, developers expect comparatively fast progress
towards commercialization, competitive costs and efficiency enhancement. CES exergy densities are by
approximately two orders of magnitudes higher than of competing technologies such as pumped hydro
and compressed air energy storage reaching values higher than 430 kJ/kg. A detailed comparison
of CES characteristics to other energy storages can be found in [1]. Moreover, long cycle life, low
storage costs, the economy of scale and the independent sizing of charge and discharge unit speak for
economic viability. Yet, the adiabatic CES systems upper limit to efficiencies is 45–50%. The thermal
integration at the system level is crucial to its performance, which is the reason why the integration of
cold storage into the liquefaction process is the subject of this paper.

State of the Art

Both, cryogenic energy storage and air liquefaction, are no new concepts. Large-scale air
liquefaction for industrial purposes became commercial in the 1940s [2] and the first conception
of storing electricity in liquid air dates back to the year 1977 [3].

Nowadays CES is rated as a pre-commercial technology being evaluated with a technology
readiness level (TRL) of about 8 [4]. The CES concept was confirmed viable in testing, after Mitsubishi
extended an existing air liquefier with the first pilot cryogenic power recovery unit (2.6 MW) [5].
The second pilot plant was the first integrated CES plant (350 kW/2.5 MWh) which was the result of
joint research between the University of Leeds and Highview Power Storage Ltd. (London, UK) in
the year 2011. The results were published in 2015: the CES economic viability was confirmed and a
positive outlook on performance and costs was given [6]. A demonstration plant of 5 MW/15 MWh
started operation in 2018, demonstrating a number of balancing services [7].

The significance of the liquefaction process to the CES’s performance was addressed by [8] as “the
key part” of the system as the discharge unit is relatively simple and efficient. The liquefaction was
found to account for more than 70% of the overall exergy destruction (MW) of the CES system by the
authors in a comparative exergy analysis of two 10 MW CES systems [9].

One of the key findings from the testing of the first pilot plant was the significant increase of
system efficiency by cold recovery and storage [6]. The effect of cold recycle was firstly quantified by
the authors as the introduction of cold storage doubled the liquid yield of the liquefaction process of
the analyzed system [9].

Large-scale air liquefaction has been commercial for several decades. A number of processes
exist. The simplest (no moving parts) and first-industrialized configuration is the Linde process, where
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purified compressed air is cooled and undergoes isenthalpic (free) expansion in a throttling valve, thus
brought to its due point by the Joule-Thomson effect [10]. Gas liquefaction is nowadays performed in
more complex configurations [11].

Recently, a number of publications have discussed the thermodynamic performance of CES. In the
reviewed literature, CES systems with different liquefaction processes, pressures and cold storage
configurations are presented in Table 1. Two kinds of a cold storage configuration are presented: (1)
quartzite gravel based packed bed store with dry air as secondary working fluid, and (2) a two-tank
fluid storage with methanol and propane (or R218) as secondary working fluids and storage media on
two different temperature levels.

The liquid yield γ, the ratio between the mass flow of the air liquefied in the liquefaction process
and the mass flow of the compressed air, is an indication of the charging-unit performance. The liquid
yield varies strongly from one publication to the other. The liquid yield increases with liquefaction
pressure. Yet, with increased pressures, the power consumption of the compression process increases
as well. This is why the liquid yield cannot be considered as the sole indicator for the performance of
the liquefaction process.

In general, different assumptions are made in the different references, e.g., ideal dry air was
assumed, heat and pressure losses in most components as well as heat losses in the cold box were
neglected [12], or assumed lower than 8% [6] which is why comparing the various configurations
is problematic.

Three comparative evaluations of air liquefaction processes in CES systems were presented
in [8,13,14]. Borri et al. [13] compared three air liquefaction processes (Linde-Hampson, Claude,
Collins) for application in a micro-scale CES. The Claude process was identified as the most suitable
air liquefaction process. The Linde-Hampson process (with a Joule-Thomson valve only) was found to
be inferior and the second cold expander used in the Collins process was claimed to be economically
not feasible. Yet, the integration of cold recovery and storage was not considered. Li [8] came to
the same conclusion, that the throttle-valve-based Linde-Hampson system is not applicable for CES.
Therefore, only the integration of a cold expander instead of a throttling valve in the Linde process and
an expander process, employing a refrigeration process with Helium as working fluid, are compared
in [8].

Table 1. Parameters of CES systems presented in [5,8,9,12,14–19]: Liquefaction processes, liquefaction
pressure pchar, liquid yield γ, cold storage configuration, discharge pressure pdis and round trip efficiency
ηRTE.

Source Process pchar, bar γ, - Cold Storage Configuration pdis, bar ηRTE, %

[12] Linde-Hampson 120 0.83 fluid tanks (CH4O, C3H8) 50 50–60
[15] Integr. Linde-Hampson 90 0.60 fluid tanks (CH4O, C3H8) 120 60
[9] Heylandt 180 0.61 fluid tanks (CH4O, R218) 150 41

[16] Modified Claude 180 0.86 packed bed gravel (air) 75 48.5
[17] 2 Turbine Claude/Collins 54 NA packed bed gravel (air) 150 47
[6] 4 Turbine Claude 56.8 0.551 1 packed bed gravel (air) 190 >50
[18] Linde-Hampson 180 0.842 fluid tanks (CH4O, C3H8) 65 50
[19] Linde-Hampson 140 NA NA 70 47.2
[11] Linde-Hampson 20 0.70 direct integration (ideal) 100 20–50
[8] Linde-Hampson 2 ~130 0.44–0.74 fluid tanks (CH4O, R218) 112–120 28–37
[8] Expander cycle NA NA fluid tanks (CH4O, R218) NA 40–46

[20] Single expander 135 0.84 fluid tanks (CH4O, C3H8) 80 50–58
1 calculated from: 12 h charging, 3:1 (charge-to-discharge ratio),

.
mchar = 34.1 kg/s. 2 with cold

expander/throttling valve.

Abdo et al. [14] compared the by Chen et al [21] patented CES system design based on a simple
Linde-Hamson liquefaction process to two alternative systems based on the Claude and the Collins
process. The heat of compression was taken into account but cold storage was not comprised.
The Claude and Collins process showed similar thermodynamic performance with greater RTE that
the Linde based system. Despite the Linde-Hampson having the lowest specific costs, the Claude-based
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system was evaluated the best option. The present paper aims to compare a number of air liquefaction
process configurations with integrated cold storage in order to identify the most suitable process for
implementation in CES systems.

2. Methods

For a comparative analysis, six liquefaction processes were simulated with and without
integration of cold storage under similar conditions. Results from energetic, exergetic, economic
and exergoeconomic analyses were used to identify the most cost-effective liquefaction process for
CES with cold storage.

2.1. Design and Simulation

Aspen Plus® (Version 9, Aspen Technology Inc., Bedford, MA, USA) was chosen as a suitable
software for process simulation. With the aid of the simulation software, all mass and energy
balances are fulfilled and the specific enthalpy and entropy values of all streams and substances
are calculated. The Peng-Robinson equation of state was employed and the simulation was performed
under steady-state conditions. Fortran routines are integrated to calculate exergy values for the
exergetic analysis. Six liquefaction processes were simulated: the simple Linde, the precooled Linde,
the dual pressure Linde, the simple Claude, the Kapitza and the Heylandt process. At first, the
liquefaction processes were manually optimized and later modified to accommodate the cold storage.
The assumptions made in simulation are given in Table 2.

Table 2. Assumptions made in simulation.

Parameter Value, Unit

Isentropic efficiencies (compressors, expanders) ηis,CM = 87% [8], ηis,EX = 80% [17]
Intercooler exit temperature and pinch Texit, IC = 25 ◦C, ΔTpinch, IC = 5 K [15]

Main heat exchanger pinch temperature difference ΔTpinch, MHE = 1–3 K [8,17]
Maximal pressure of compression pmax, CM = 200 bar [22]

Ambient conditions Tamb = 15 ◦C, pamb = 1.013 bar

The overall system configuration is shown in Figure 2. The pretreated air enters the analyzed
system at 15 ◦C, 1.013 bar and a molar composition of 79% N2 and 21% O2 (a1). The compression
block is the same for all systems. The air exits the last intercooler of the three-stage compression
at a temperature of 25 ◦C and a pressure of pmax,CM of 200 bar (a2). The largest part of the thermal
energy increase during compression is recovered in a heat storage. The heat storage is realized with
pressurized water tanks (5 bar, 205 ◦C). The design of the liquefaction block is different for each system.
Two types of liquefaction processes can be distinguished: Linde-based (Figure 3) and Claude-based
(Figure 4) liquefaction processes. The liquefied air exits the flasher and is stored at a temperature of
−192 ◦C and slightly elevated pressure 1.3 bar. The liquid is stored in an insulated storage tank with
boil-off losses of 0.2 %Vol.
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Figure 2. Flowsheet of the adiabatic CES system with “black box” air liquefaction block.

Figure 3. Flowsheets of Linde-based air liquefaction processes with cold recycle.

Figure 4. Flowsheets of Claude-based air liquefaction processes with cold recycle.

During discharge, the liquid air is pressurized to 150 bar, evaporated in heat exchange to the cold
storage media, superheated (Ta4 = 195 ◦C) and fed to the four-stage expander with reheat. The specific
power output of the discharge unit is constant for all systems (wdis = 470 kJ/kg of liquid air).

The assumed method of cold storage uses two fluid tanks and two circulating working fluids
that recover the high-grade and low-grade cold rejected in the evaporation process. Reviewing a
number of refrigerants, R218 and methanol are shown to be advantageous with respect to toxicity,
flammability, boiling and freezing temperatures [9]. The cold in the temperature interval −180 to

409



Energies 2019, 12, 493

−61 ◦C is recovered by R218, while the cold at higher temperatures (−19 to −59 ◦C) is captured and
stored using methanol. The amount of cold recovered is determined by the amount of air liquefied in
the liquefaction process. The mass flow rates of the cold storage media are therefore determined by a
ratio of the mass flow rate of the liquefied air

.
ma3:

.
mR218 = 2.29· .

ma3 (1)

.
mmethanol = 0.49· .

ma3 (2)

The ratio is adjusted to the optimal heat transfer between the evaporating liquid air and the cold
storage media. Thermal losses in the cold storage were accounted for and are equivalent to 4 K/cycle.

The liquefaction processes are shown in Figures 3 and 4. A detailed description of the liquefaction
processes and the fundamental concept can be found in fundamental publications e.g., [23]. The stream
values (mass flow

.
m, temperature T and pressure p) can be found in Tables 3 and 4.

The Linde-Hampson process, Figure 3a, is the most straightforward of all liquefaction processes.
The process consists of only four sets of components: the compressor(s), the main heat exchanger
(MHE), the throttling valve and the flash tank. After compression, the temperature of the air is
reduced (below −100 °C) in the MHE. The low-temperature high-pressure air is throttled reducing
the temperature close to the dew point resulting in partial condensation. In the flash tank, the liquid
air is separated and stored. The gaseous air is supplied back to the MHE to precool the compressed
air. The efficiency of the simple Linde-Hampson process strongly depends on the temperature of the
high-pressure gas at the inlet of the MHE.

The precooled Linde-Hampson process, shown in Figure 3b, intends to achieve a better
performance and a higher liquid yield by lowering the temperature of the air with the addition
of a compression refrigeration process. Working fluids such as ammonia, carbon dioxide or Freon
compounds are commonly used for the secondary refrigeration cycle.

In the dual-pressure Linde process (Figure 3c) the heat transfer in the MHE is improved by
introducing a second pressure level. The air enters the liquefaction process at an intermediate-pressure
(1). Together with the recycled stream, the pressure of the air is elevated further to the high-pressure
level (3). The gas is cooled and throttled to the intermediate-pressure level (5). The gaseous and the
liquid air are separated in the intermediate-pressure flash tank. The gaseous part is fed back to the
MHE to precool the entering air stream (3) to (4) and is mixed to the entering intermediate-pressure air
stream (1). The liquefied air is fed to the second pressure-stage. This modification reduces the specific
work required to liquefy the air at the expense of the share of air liquefied.

The Claude process and its modifications are the most commonly employed process in commercial
air liquefaction plants, as its efficiency is higher than that of the Linde process [23]. In the Claude
process the cooling of compressed air is provided by a cold recycle stream—a part of the pressurized
air that underwent an isentropic expansion in cold expanders [6]. The application of a cold expander
avoids part of the exergy destruction in the throttling process and reduces the required power for
liquefaction by the power output of the expander (

.
Wchar = ∑

.
WCM −

.
WEX). The stream exiting the

expander (
.

m10) is used to cool the air stream entering the MHE. The expander does not replace the
throttling valve before the flash tank.

The Kapitza process is analogous to the Claude process but with the difference that the third
partition of the MHE (or low-temperature heat exchanger) is eliminated. In other words, while using a
multi-stream heat exchanger, stream 7 is not fed to the MHE before mixing. Streams 7 and 10 tend
to have only a small temperature difference, which is why the difference in heat exchanger area and
performance is little. The Heyland process is also adopted from the Claude process. Nevertheless,
it can also be seen as a variation of the precooled Linde-Hampson process using air as a refrigerant.
The precooling process—the splitting of the stream before entering the MHE—improves the heat
transfer process in the MHE [23].
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Table 3. Stream values for the states indicated in the flowsheets in Figure 3.

Stream Variable, Unit
Simple Linde Precooled Linde Dual-Pressure Linde
With Storage With Storage With Storage

1
.

m kg/h 100.0 100.0 100.0 100.0 100.0 100.0
T ◦C 25.0 25.0 25.0 25.0 25.0 25.0
p bar 200.0 200.0 200.0 200.0 33.4 33.4

2
.

m kg/h 100.0 100.0 100.0 100.0 547.3 137.3
T ◦C −102.4 −125.3 −113.6 −138.7 24.1 24.2
p bar 200.0 1.03 200.0 200.0 30.4 30.4

3
.

m kg/h 100.0 100 100 100 547.3 137.3
T ◦C −191.8 −191.7 −192.3 −193.1 25.0 25.0
p bar 1.03 1.03 1.03 1.03 200.0 200.0

4
.

m kg/h 9.0 31.2 19.8 44.1 547.3 137.3
T ◦C −191.8 −192.7 −192.3 −193.1 −105.0 −124.5
p bar 1.03 1.03 1.03 1.03 200.0 200.0

5
.

m kg/h 91.0 68.8 80.2 55.9 547.3 137.3
T ◦C −191.8 −192.7 −192.3 −193.1 −146.2 −146.2
p bar 1.03 1.03 1.03 1.03 30.4 30.4

6
.

m kg/h 91.0 68.8 80.2 55.9 100.0 100.0
T ◦C 24.0 24.0 24.0 −95.8 −146.2 −146.2
p bar 1.03 1.03 1.03 1.03 30.4 30.4

7
.

m kg/h - - - - 100.0 100.0
T ◦C - - - - −192.9 −192.9
p bar - - - - 1.03 1.03

8
.

m kg/h - - - - 40.0 40.0
T ◦C - - - - −193.0 −193.0
p bar - - - - 1.03 1.03

9
.

m kg/h - - - - 60.0 60.0
T ◦C - - - - −193.0 −193.0
p bar - - - - 1.03 1.03

10
.

m kg/h - - - - 60.0 60.0
T ◦C - - - - 24.0 24.0
p bar - - - - 1.03 1.03

11
.

m kg/h - - - - 447.3 37.3
T ◦C - - - - −146.2 −146.2
p bar - - - - 30.4 30.4

12
.

m kg/h - - - - 447.3 37.3
T ◦C - - - - 24.0 24.0
p bar - - - - 30.4 30.4
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Table 4. Stream values for the states indicated in the flowsheets in Figure 4.

Stream Variable, Unit
Claude Kapitza Heylandt

With Storage With Storage With Storage

1
.

m kg/h 100.0 100.0 100.0 100.0 100.0 100.0
T ◦C 25.0 25.0 25.0 25.0 25.0 25.0
p bar 200.0 200.0 200.0 200.0 200.0 200.0

2
.

m kg/h 100.0 100.0 100.0 100.0 36.0 76.1
T ◦C −4.0 −2.0 −4.0 −2.0 25.0 25.0
p bar 200.0 200.0 200.0 200.0 200.0 200.0

3
.

m kg/h 34.3 73.2 34.3 73.3 36.0 76.1
T ◦C −4.0 −2.0 −4.0 −2.0 −177.6 −180.5
p bar 200.0 200.0 200.0 200.0 200.0 200.0

4
.

m kg/h 34.3 73.2 34.3 73.3 36.0 76.1
T ◦C −190.8 −182.8 −190.6 −182.8 −193.9 −194.0
p bar 200.0 200.0 200.0 200.0 1.03 1.03

5
.

m kg/h 34.3 73.2 34.3 73.3 28.6 62.3
T ◦C −194.1 −194.0 −194.1 −194.0 −193.9 −194.0
p bar 1.03 200.0 1.03 1.03 1.03 1.03

6
.

m kg/h 31.2 61.5 31.1 61.5 7.4 13.7
T ◦C −194.1 −194.0 −194.1 −194.0 −176.5 −179.0
p bar 1.03 1.03 1.03 1.03 1.03 1.03

7
.

m kg/h 3.1 11.8 3.2 11.8 71.4 37.7
T ◦C −194.1 −194.0 −194.1 −194.0 −176.4 −177.4
p bar 1.03 1.03 1.03 1.03 1.03 1.03

8
.

m kg/h 3.1 11.8 68.9 38.5 71.4 37.7
T ◦C −192.0 −191.0 −191.7 −192.1 −7.3 24.0
p bar 1.03 1.03 1.03 1.03 1.03 1.03

9
.

m kg/h 65.7 26.8 65.7 26.7 64.0 24.0
T ◦C −4.0 −2.0 −4.0 −2.0 25.0 25.0
p bar 200.0 200.0 200.0 200.0 200.0 200.0

10
.

m kg/h 65.7 26.8 65.7 26.7 64.0 24.0
T ◦C −191.6 −191.2 −191.6 −191.2 −176.4 −176.4
p bar 1.03 1.03 1.03 1.03 1.03 1.03

11
.

m kg/h 68.8 73.0 - - - -
T ◦C −191.7 −182.8 - - - -
p bar 1.03 200.0 - - - -

12
.

m kg/h 68.8 38.6 68.9 73.3 - -
T ◦C 24.0 23.4 24.0 24.0 - -
p bar 1.03 1.03 1.03 1.03 - -

The performance of the Claude-based processes is dependent on the splitting ratio r. The splitting
ratio is defined as the mass flow through the expander

.
mEX over the mass flow through the last

compression step
.

mCM:

r =
.

mEX
.

mCM
(3)

The Kapitza process dates back to 1939 when the inventor suggested the use of centrifugal
expansion turbines in the Claude process [10]. Most modern liquefiers utilize expansion turbines
proposed by Kapitza [10,24] and most high-pressure air liquefaction plants operate with the Heylandt
process. Highview Power Storage Ltd. base their charging unit on the Claude process relying on the
maturity of the process and the trouble-free scale-up [25]. The pilot plant operates with a Claude-based
liquefaction process similar to the Kapitza configuration [26]. The operation pressures for the different
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liquefaction processes differ [23]. For a better comparison, the liquefaction pressure is kept to 200
bar [23] first and later varied in sensitivity analysis.

2.2. Energetic and Exergetic Analyses

The six liquefaction processes were compared with and without cold storage in energetic and
exergetic analyses at the system level. For the three most efficient processes, sensitivity analyses and
exergetic analyses at the component level were further undertaken. The exergetic analysis is adopted
from [27]. The exergetic efficiency ε, the liquid yield γ and the specific power requirement w of the
systems were used as a basis for comparing the process’ performance with and without cold recovery.
The parameters are defined below:

ε =

.
Eliquid air +

.
Eq,hot

.
Wchar +

.
Eq,cold

[−] (4)

γ =

.
mliquid air

.
mCM

[−] (5)

w =

.
Wchar

.
mliquid air

[
kJ/kgliquid air

]
(6)

The general definition of the exergetic efficiency ε is the ratio of the exergy of the product
.
EP and

the exergy of the fuel
.
EF. The fuel supplied to the liquefaction system is the charging power

.
Wchar and

the exergy of the low-temperature exergy supplied by the cold storage
.
Eq,cold:

.
Wchar = ∑

.
WCM −

.
WEX (7)

.
Eq,cold =

∣∣∣(1 − T0/Tcold)·
.

Qcold

∣∣∣ = .
mliquid·ΔeR218 +

.
mmethanol ·Δemethanol (8)

Tcold (or Thot) denote the thermodynamic mean temperatures at which the low-temperature
energy (or the heat) is supplied. Both the exergy of the liquefied air

.
Eliquid air and the exergy of the

heat supplied to the heat storage
.
Eq,hot are products of the liquefaction process:

.
Eliquid air =

.
mliquid·eliquid air (9)

.
EQ,hot = (1 − T0/Thot)·

.
Qheat (10)

The definitions of fuel and product for CES system components can be found in [9]. As the systems
partially operate below the ambient temperature, the physical exergy is split into its mechanical and
thermal parts, according to [28].

The liquefaction processes with the best performance with cold storage were identified (200 bar)
and a sensitivity analysis was performed. In sensitivity analyses the splitting ratio r and liquefaction
pressure pmax,CM were varied. For the optimal liquefaction pressure and splitting ratio, the three
systems were compared using economic and exergoeconomic analyses.

The round-trip efficiency (RTE) of the systems was calculated as base for comparison. The RTE is
defined as the ratio between the electricity charged and the electricity discharged:

ηRTE =

.
Wdis

.
Wchar· τchar

τdis

(11)

In contrast to evaluating the charging system only, for the overall system the charging
duration τchar and the discharge duration τdis need to be accounted for. Reason for this is that the
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charge-to-discharge ratio ( τchar
τdis

) may be unequal to one. For calculation of the RTE an exergy density of
approx. 445–465 kJ/kg and a charge-to-discharge ratio of two was accounted for.

2.3. Economic Analysis

The economic analysis was performed on the optimal system configuration ( pmax,CM, r → εmax )
of the best performing processes. The processes were sized to 20 MW charging power

.
Wchar. The total

revenue requirement (TRR) method was applied [22]. The bare module costs (BMC) of the components
were estimated with a number of methods. Cost estimating charts [29,30], cost estimating equations [8]
and past purchase orders [27,31,32] were considered. Pressure and temperate ranges were also taken
into account. The costs were adjusted to €2017 with the chemical engineering cost indexes of the
reference years (CEPCI2017 = 567.5 [33]). The derived cost equations of the BMC for each type of
component can be found in [34].

The assumptions made in the economic analyses are summarized in Table 5. The operation and
maintenance costs (OMC) are assumed as a percentage of the fixed capital investment (FCI) which
ranges from 1.5% to 3% of the plant purchase price per year [35]. The system is assumed to operate at
low electricity prices.

Table 5. Assumptions made in economic analysis.

Assumption Value

Service facilities, architectural work 30% of BMC
Contingencies 15% of BMC

Effective interest rate 8%
Average inflation rate 3%

Plant economic life 30 years
Annual full load operation 2882 h/a

Annual OMC 1.5% of FCI
Mean cost of charged electricity 17.2 €/MWh

For better comparability the specific investment costs are determined. The total capital investment
(TCI) of the charging unit is levelized to the charging capacity of the storage (€/kWchar).

For the exergoeconomic analysis, the levelized cost rate
.
Zk of each component k needs to be

determined. The component cost rate considers the costs associated with the capital investment
.
Z

CI
k

and the operation and maintenance costs
.
Z

OM
k of the respective component. The component cost rate

is calculated over the levelized carrying charges CCL, the levelized operation and maintenance costs
OMCL, the annual operation time of the component τ and the share of the investment costs BMCk
associated with the k-th component in the total bare-module costs BMCtot of the overall system:

.
Zk =

.
Z

CI
k +

.
Z

OM
k =

BMCk
BMCtot

· (CCL + OMCL)

τ
(12)

2.4. Exergoeconomic Analysis

The exergoeconomic analysis was applied to the best performing liquefaction processes. Aim is
to identify the cost-effectiveness of the processes, the costs associated with the thermodynamic
inefficiencies and the potential for cost reduction in the processes. This is achieved by “exergy
costing” [27], where the average cost per unit of exergy of each stream in the process is calculated with
the aid of cost balances and auxiliary equations. The cost balance for the k-th component of the process
is expressed by:

∑
.
Cout,k +

.
Ck,W =

.
Ck,Q + ∑

.
Cin,k +

.
Zk (13)

The cost balance needs to be fulfilled for each component in the system to determine the costs of
the exiting streams. The sum of the costs associated with the n entering streams of matter ∑

.
Cin,k, the
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cost rate of the respective component
.
Zk and the cost of heat supplied to the component

.
Ck,Q are equal

to the sum of costs associated with the m exiting streams of matter ∑
.
Cout,k and the work done by the

system. Each stream of matter, heat or work with associated exergy transfer rate has an average cost
per unit of exergy cn (€/GJ):

.
Cn = cn·

.
En (14)

.
CW = cW ·

.
W (15)

.
CQ = cQ·

.
E Q (16)

All costs associated with the streams entering the overall system need to be known. The specific
cost of the incoming air is set to c1= 0 €/MWh while the specific costs of the electricity is
cW= 17.5 €/MWh. The specific exergy costs of the entering cold storage media streams are assumed
equal to the cost per unit of exergy of the liquid air:

cR218, in = cmethanol,in = cliquid air (17)

If more than one stream exits the component, auxiliary equations based on the “fuel and product”
approach are necessary [24]. The cost balance at the component level can also be formulated as:

.
CP,k =

.
CF,k +

.
Zk (18)

The cost associated with the thermodynamic inefficiencies—the exergy destruction—is calculated
by the average cost per unit of exergy of the fuel to the component cF,k and the exergy destruction

.
ED,k

of the respective component:
.
CD,k = cF,k·

.
ED,k (19)

The components which are of high importance to the system’s cost-effectiveness are determined
by the sum of cost associated with the initial investment of the component

.
Zk and the cost associated

with the exergy destruction
.
CD,k. The exergoeconomic factor can be used to determine the type of

changes required to improve the cost effectiveness of the respective component:

f =

.
Zk

.
Zk +

.
CD,k

(20)

In the performed exergoeconomic analysis the major contributors to the overall costs are identified
and their potential for cost reduction is compared. Moreover, the results facilitate a subsequent
iterative optimization.

3. Results and Discussions

3.1. Energetic and Exergetic Analyses

The results of the energetic and exergetic analysis of each liquefaction configuration before and
after the integration of cold storage are shown in Figure 5. The integration of cold storage significantly
increases the liquid yield. The exergy of the product increases correspondingly:

.
EP ↑=

.
Eliquid air ↑ +

.
EQ,hot. (21)
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Figure 5. Results of exergy analysis of the liquefaction processes with/without integrated cold storage.

With a higher share of air liquefied the cold supplied by the cold storage increases (
.
Ecold ↑).

A substantial reduction of the specific power required to produce one kg of liquid air is observed for
all processes (

.
Wchar ↓). Thus, the exergetic efficiency is considerably augmented with the addition of

cold storage:

ε ↑=
.
Eliquid air ↑ +

.
EQ,hot

.
Ecold ↑ +

.
Wchar ↓

(22)

The improvements were most significant in the simple Linde and the precooled Linde
configuration where the exergetic efficiency increased significantly. Despite the liquid yield of the
precooled Linde reaching a compatible value (0.453), its specific power requirement and exergetic
efficiency cannot level with the Claude-based configurations. The simple Claude process, the Heylandt
process and the Kapitza process reach the highest exergetic efficiencies (76.6%, 76.7% and 76.6), and
have the lowest specific power requirement (1059, 1021 and 1059 kJ/kgliquid air) and the highest liquid
yields (0.609, 0.629, 0.609).

For the most efficient liquefaction configurations, the Claude-based processes, a sensitivity
analysis was conducted. The compression pressure was varied (80–200 bar) and the splitting ratio r
was reduced to its absolute minimum value. The effect of these variations on the exergetic efficiency ε

can be seen in Figure 6. The share of air liquefied increases with a reduction in the value of the splitting
ratio (r =

.
mEX/

.
mCM), as a greater mass flow enters the MHE and throttling process. The temperature

difference in the MHE decreases with a reduction in “cold feed” (
.

mEX) and a simultaneous increase in
“hot feed” (

.
mCM − .

mEX). The minimum splitting ratio is therefore restricted by the minimum pinch
temperature ( ΔTMHE1, min → 1 K).
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Figure 6. Sensitivity analysis results of the Claude, the Kapitza and the Heylandt process: exergetic
efficiency ε over splitting ratio r, for various values of the liquefaction pressure. The maximum
efficiency line is indicated with a solid black line.

By minimizing the splitting ratio for the respective compression pressure, a maximum efficiency
line can be obtained. In Figure 7, the maximum exergetic efficiency curve of the Claude process, the
Kapitza process and the Heylandt process are compared. The maximum liquid yield and the minimum
specific power consumption graphs are also compared in Figures 8 and 9 respectively.

The thermodynamic performances of the Claude and Kapitza processes are almost the same.
Reason for this is the temperature difference of only 3.3 K of the two mixing streams. The three
processes reach their maximum efficiency at different pressures (Figure 7). This confirms that
comparing the systems at a single pressure level is not sufficient. For liquefaction pressures of
120 bar and above the Heylandt process performs better reaching its optimum of approximately 81.2%
(at 130 bar). The optimal configuration of the Claude and the Kapitza process is at about 100 bar
reaching 80% exergetic efficiency.

Figure 7. Maximum exergetic efficiency graphs as a function of the splitting ratio r for the Claude,
Kapitza and Heylandt processes.
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Figure 8. Maximum liquid yield graphs of the three Claude-based processes for different pressures
and splitting ratios.

 
Figure 9. Minimum specific power graphs of the three Claude-based processes for different pressures
and splitting ratios.

3.2. Economic Analysis

The economic analysis was conducted for the optimal system configuration for each of the three
Claude-based systems. The system design parameters are given in Table 6. The charging power

.
Wchar,

the liquefaction capacity
.

mliquid air, and the storage capacity (
.

Wdis·τdis) are similar for all systems.
The liquid yield γ and the charging pressure pCM of the Heylandt process is slightly higher.

Table 6. Design parameters for liquefaction systems evaluated in economic analysis.

Parameter Unit Claude Heylandt Kapitza

Liquefaction pressure bar 95 130 95
Charging capacity MW 20 20 20

Liquefaction capacity tons/day 606 608 606
Storage capacity MWh 76.6 78.4 76.6

Liquid yield - 0.54 0.59 0.54
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Figure 10 shows the BMC broken down to the component groups: expander, compressors,
intercoolers, main heat exchanger and other components. The heat exchangers are responsible for
70–80% of the investment costs for all processes. The results of economic analysis of the Claude and
the Kapitza process differ despite similar performance in energetic and exergetic analysis. The small
difference in size of the MHE results in a noteworthy difference in costs. The total revenue requirements
for the Claude, Heylandt and Kapitza systems amount to 2770 €/a, 2915 €/a and 2670 €/a respectively.

Figure 10. Bare module costs of the evaluated Claude-based systems with indicated cost shares of the
contributing component groups.

The Heylandt system is not competitive in regards to its specific investment per unit of exergy
stored despite the slightly higher energy output of the process, see Table 6. The specific investment
per kW installed capacity for the Claude, Heylandt and Kapitza systems amount to 733 €/kWchar,
792 €/kWchar and 691 €/kWchar, respectively.

3.3. Exergoeconomic Analysis

The results of the exergoeconomic analysis at the component level are shown in Figure 11.
All analyzed systems show an elevated exergoeconomic factor ( f � 0.5) which indicates that the
costs associated with the purchase and maintenance of the components

.
Zk dominates the cost picture

(
.
Zk �

.
CD,k). The cost of exergy destruction in the components

.
CD,k is a minor contributor to the costs

of the final product. When investment costs dominate, a reduction in investment costs while accepting
lower efficiencies is recommended to lower the total costs.

The exergoeconomic factor of several components in the Heylandt system is higher than in the
other two systems. This indicates that the Heylandt system leaves more room for improvement of
the cost-effectiveness of the system. Yet, regarding the significantly higher average cost per unit of
exergy of the product cP,tot (Table 7), the reduction in costs may not be substantial enough to surpass
the other configurations.

The average cost of exergy of the fuel cF,tot is relatively high in comparison to the low average cost
of the electricity celectricity = 17.5 €/MWh. Reason for this is the average cost of low-temperature exergy
supplied by the cold storage cq,cold which is relatively high and amounts to the average cost of exergy
of the liquid air cliquid air. The average cost of exergy of the heat supplied to heat storage has the lowest
value for the Heylandt process while the average cost of exergy of liquid air is the most expensive.
Regarding the average cost of the exergy of the final product cP,tot, the Kapitza process performs best.

This conclusion is not expected to be changed with increase in the system size. The reason is that
the heat exchangers are the major contributors to the costs of the liquefaction systems, and the cost of
heat exchanger increase linearly with scale—for all systems equally.
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Figure 11. Sum of the cost rates associated with the initial investment of the component
.
Zk and the

exergy destruction
.
CD,k and exergoeconomic factor f of the respective component(s).

Table 7. Results of exergoeconomic analysis for the three evaluated systems.

Parameter Claude Heylandt Kapitza Unit

Average cost of exergy of the fuel, cF,tot 44.3 61.2 44.0 €/MWh
Average cost of exergy of the losses, cL,tot 39.3 43.7 39.2 €/MWh

Average cost of exergy of the product, cP,tot 88.8 114.8 88.0 €/MWh
Average cost of exergy of the liquid air, cliquid air 95.4 133.4 94.6 €/MWh

Average cost of exergy of the heat, cq,hot 67.9 63.1 67.5 €/MWh

No previous publications considered the effect of integrating cold storage on the selection of
the liquefaction process. Thus, the results are validated by drawing comparison to values given in
literature for air liquefaction processes without cold storage (Table 8) and values reported in previous
publications for CES system characteristics (Table 9).

Table 8. Final results of the three Claude-based systems compared to air liquefaction processes.

Parameter Unit Claude Heylandt Kapitza Reference

Specific power consumption kWh/ton 264.0 263.3 264.0 520–760 [13],
439 [35]

Production cost of liquid air €/ton 18.6 25.9 18.4 37–48 [35]

Table 9. Final results of the evaluation of the three Claude-based systems compared to CES system.

Parameter Unit Claude Heylandt Kapitza Reference

CES specific investment €/kWdis 939 923 911 500–3000 [6,7,36]
CES round-trip efficiency % 46.9 49.0 46.9 40–60 [6,9,36]

The specific power consumption of air liquefaction processes reported in [13] and [35] is twice as
large than in the presented systems. The integration of cold storage thus not only decreases the specific
power consumption to half but also reduces the production cost of liquid air from 37–48 €/ton [35] to
18.4–25.9 €/ton (Table 8).
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Assuming a TCI for the 40 MW discharge unit of 17.1 Mio €, the specific investment of the
CES systems based on the Claude processes reach values lower than 1000 €/kWdis, see Table 9. The
specific investment costs of the total CES system is approximated from 500–3,000 €/kW [6,7,36] in
literature. The levelized cost of discharged electricity (LCOEdis) of the CES systems based on the
Claude, the Heylandt, and the Kapitza process are expected to reach 175.6 €/MWhel, 175.3 €/MWhel
and 172.0 €/MWhel, respectively. For industrial application 120-200 €/MWh are set as goal. A
sensitivity analysis of the LCOE and comparison to other technologies was reported in [34]. The final
RTE of 47–49% are also in line with the expected 40–60%, which confirms the presented results.

In Table 10, the specific investment costs and RTE of other bulk-energy storage technologies
are given. The competing bulk-energy storage technology are also capital intense which makes
CES competitive with compressed air energy storage (CAES), pumped hydro storage (PHS) and
hydrogen-based energy storage (H2). Regarding the RTE of PHS and CAES, CES efficiency is still the
greatest obstacle. The high exergy density of CES (120–200 kWh/m3 [36])—the absence of geographical
constraints—remains the technologies greatest advantage.

Table 10. Specific investment cost and RTE of competing bulk-energy technologies.

Parameter Unit CAES PHS H2

Specific investment cost €/kWdis 500–2200 [37] 350–1,500 [37] > 2000+ [38]
Round-trip efficiency % 40–5 [37] 75–85 [39,40] 30–50 [38,41]

Exergy density kWh/m3 0.5–1.5 [36] 3–6 [36] 133–785 [41], 500+ [36]

4. Conclusions

This paper presents the state-of-the-art of cryogenic energy storage with regards to air liquefaction
processes, thermodynamic parameters and cold storage configurations. Six air liquefaction processes
within the charge unit of CES were investigated and results obtained from the exergy-based analysis
were compared. The effect of cold storage integration on different liquefaction processes was
firstly quantified.

• The integration of the charging unit with cold exergy recovery was shown to substantially
augment the liquid yield γ, significantly reduce the specific power requirement wchar and
significantly improve the exergetic efficiency ε of all liquefaction processes assessed.

• The simple Claude, the Heylandt and the Kapitza processes were found to reach the highest
exergetic efficiencies and liquid yields, as well as the lowest specific power requirements
for liquefaction.

• The sensitivity analysis showed that for liquefaction pressures of 125 bar and higher, the Heylandt
process reaches the highest exergetic efficiencies, at lower pressures the Claude and the Kapitza
process are superior.

• The economic analysis revealed that the Kapitza process-based system has the lowest specific
investment cost and total revenue requirement.

• The exergoeconomic analysis demonstrated that the Kapitza process is the most cost-effective
liquefaction process to be considered for CES with cold storage. The average cost of the exergy of
the final product was the lowest in the Kapitza process.

• The results were compared to values from literature. The specific power consumption of
the presented air liquefaction processes with cold storage (≤264 kWh/ton) was found to be
approximately half the values reported in literature. The production cost of liquid air was found
to be significantly reduced with the integrating cold storage (18–26 €/ton).

• The final results on system level were found to be in line with the values reported for CES specific
investment cost and RTE. Finally, CES was evaluated cost-competitive with other bulk-energy
storage technologies.
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Abstract: Seawater desalination is considered a technique with high water supply potential and has
become an emerging alternative for freshwater supply in China. The increase of the capacity also
increases energy consumption and greenhouse gases (GHG) emissions, which has not been well
investigated in studies. This study has analyzed the current development of seawater desalination
in China, including the capacity, distribution, processes, as well as the desalted water use. Energy
consumption and GHG emissions of overall desalination in China, as well as for the provinces,
are calculated covering the period of 2006–2016. The unit product cost of seawater desalination
plants specifying processes is also estimated. The results showed that 1) The installed capacity
maintained increased from 2006 to 2016, and reverse osmosis is the major process used for seawater
desalination in China. 2) The energy consumption increased from 81 MWh/y to 1,561 MWh/y during
the 11 years. The overall GHG emission increase from 85 Mt CO2eq/y to 1,628 Mt CO2eq/y. Tianjin
had the largest GHG emissions, following are Hebei and Shandong, with emissions of 4.1 Mt CO2eq/y,
2.2 Mt CO2eq/y. and 1.0 Mt CO2eq/y. 3) The unit product cost of seawater desalination is higher
than other water supply alternatives, and it differentiates the desalination processes. The average
unit product cost of the reverse osmosis process is 0.96 USD and 2.5 USD for the multiple-effect
distillation process. The potential for future works should specify different energy forms, e.g. heat
and power. Alternatives of process integration should be investigated—e.g. efficiency of using the
energy, heat integration, and renewables in water desalination, as well as the utilization of total site
heat integration.

Keywords: water desalination; water supply; water shortage; energy demand; environmental
impacts; specific energy consumption

1. Introduction

Increasing water scarcity has become a global issue. Freshwater supply is limited and has been
remarkably affected by the degradation of water quality in natural water bodies, while the demand for
freshwater has continued to increase. Besides water consumption minimization by improving water
use efficiency, conventional water treatment and desalination are employed to reclaim the polluted
water and freshwater to increase the supply. Especially in water-scarce regions, where the water
source is mainly from precipitation, the water supply has been unreliable due to the influence of global
climate change [1]. Water desalination has been widely applied in the world. A report from the Water
Desalination Report by the International Desalination Association presented the current installed
capacities of the world desalination by countries [2]. Figure 1 shows the water desalination capacities
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of the world by countries from 2010 to 2016 [2]. In the last six years, the world total water desalination
capacity, including brackish water and seawater desalination, increased steadily with an annual rate
of about 9%. A large proportion came from the Gulf region, and not surprisingly, the Kingdom of
Saudi Arabia (KSA) and the United Arab Emirates (UAE), which take a proportion of 15% and 11% of
the world's total desalination capacities in 2016. Next is the USA, which takes 10% of the world total
installed desalination capacity. China has the fourth largest water desalination capacity, with a share
of 5% of the world total installed capacity.

Figure 1. Water desalination capacities of the world and selected countries from 2010 to 2016 (derived
from [2]). KSA: Kingdom of Saudi Arabia; UAE: United Arab Emirates.

Water desalination is an energy intensive approach for freshwater production [3], and the rapid
increase of installed capacity has resulted in increasing resource (mainly energy) consumption and
environmental impacts. Based on the water desalination capacities and the energy consumption factor
provided by [4], the energy consumption of the world overall water desalination is estimated and as
shown in Figure 2.

Figure 2. Water desalination energy consumption (electricity) from 2010 to 2016.

The environmental impact of water desalination has been focused on theoretical and scenario
analyses [5]. Cornejo et al. [6] found that reverse osmosis (RO) technologies have lower GHG emissions
than thermal desalination technologies. The estimated GHG emissions footprint of seawater RO
desalination (0.4–6.7 kg CO2eq/m3) is generally larger than brackish water RO desalination (0.4–2.5 kg
CO2eq/m3) and water reuse systems (0.1–2.4 kg CO2eq/m3). Shrestha et al. [7] determined that the
associated CO2 emissions for seawater desalination (0.25 Mt/y) are 47.5 % higher than that for water
conveyance (0.17 Mt/y). The GHG footprint values vary due to the variability of location, technologies,
life cycle stages, parameters considered, etc.
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For producing freshwater, seawater desalination has been strongly implemented in the Gulf
region and is emerging in East Asia, where are facing serious water stress issues. China has the fourth
largest capacity of seawater desalination in the world, and water desalination is still an emerging
industry. The major driving force is increasing water shortage. China is becoming one of the countries
with a severe water shortage especially in the most developed northeast region [8]. For example,
in 2016, the average water resource per capita was 2,355 m3 [9], which is about 40% of the world
average value [10]. For the capital city of China, Beijing, the amount is 162 m3 [11], which is less
than 3% of the world average value. The population and urban land in these water stress areas are
still increasing [8], which indicates an increasing demand for freshwater. One fact is that about 71%
of the Earth's surface is covered by water, and the oceans hold about 96.5% of all Earth's water [12].
Consequently, the water shortage is a shortage of clean freshwater, which will lead to an increase in
economic cost and resource consumption, as well as potential environmental impacts.

Facing the water shortage issue, China is making a major effort with increasing the water use
efficiency and eliminating water waste. On the other hand, for the regions with severe water shortage,
there are mainly two possibilities to increase the amount of available freshwater. One solution is water
transfer projects, including the South–North Water Transfer Project and the Water Transfer from Yellow
River to Qingdao Project [13]. These projects are carried out by constructing water channels to transfer
freshwater from water-rich areas to water-scarce regions, mainly Beijing, Hebei, Henan, and Shandong.
Another action is the promotion of seawater desalination techniques and projects. From 2006 to
2016, the installed seawater desalination has increased from 20 × 106 m3/y to 390 × 106 m3/y [14].
Until 2016, there have been 15 newly released standards by the government to facilitate the promotion
and management of water desalination projects [14]. Seawater desalination has been considered as
one of the most promising techniques due to the abundance of seawater and the improving operating
efficiency [15]. With an increased capacity, the potential of resource consumption and environmental
impacts are also concerned.

The majority of studies have focused on either the advancement of the desalination process or
specific case plants. Sores et al. [16] proposed and tested a novel supercharger which can be applied to
a seawater desalination RO system and found that the efficiency of the tidal supercharger is currently
lower than 20%, although the efficiency increased from 12% to 14%, with the seawater flow rate
increasing from 290 m3/h to 440 m3/h. The application of renewable energies is also discussed in
the current studies. For instance, Zuo et al. [17] proposed a model of a wind supercharged solar
chimney power plant combined with seawater desalination and claimed that the utilization of solar
energy can be raised by 70% with integration. Li et al. developed a high-efficiency membrane for
seawater desalination using solar energy [18], and the results showed a 90% efficiency of converting
solar energy. Desalination plants in China have seldom been discussed. Liu et al. [19] carried out the
systems process analysis of the freshwater cost of seawater desalination, with a case study of a 25,000
m3/d seawater desalination plant in Huanghua Port, Hebei Province, China. The study determined
that the freshwater consumption of the plant is 4.5 × 105 m3/y, which is 5% of the annual freshwater
production (9.2 × 106 m3/y). The World Resources Institute [15] investigated the carbon footprint of
different scenarios in Qingdao. It showed that in 2020 with a water desalination capacity of 400 ×
103 m3/d, the carbon footprint of the water desalination will be 541.31 kt CO2eq/y (with a cost of 8
CNY/m3), which is 1.81 times more expensive than water supplies from surface and groundwater
(with a cost of 1.17 CNY/m3). Other studies also reported that water desalination with various
techniques has other atmospheric emissions, e.g. dust, NOx, and SOx [20].

Most of the literature have focused on either the advancement of the desalination process or the
specific case plants. The overall picture of the development and environmental performance, as well
as the cost of seawater desalination in China, has not been thoroughly discussed. There is an urgent
need to analyze the current development of the seawater desalination in China and to benchmark
the energy consumption, emissions, as well as the cost. This can provide an overall picture of the
environmental and economic performance, and facilitate energy consumption minimization, GHG
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reduction, and efficiency improvement in seawater desalination implementations. The aim of this
paper is to provide fundamental remarks for the further studies of the water-energy nexus of seawater
desalination. In order to do this, the paper first overviewed the current development and processes of
seawater desalination projects in China. Then, the energy demand, GHG emissions, as well as the unit
product cost of the seawater desalination plants were estimated. Based on the calculation, the future
development and promising directions of water desalination studies are discussed.

2. Seawater Desalination in China

With the promotion and development of water desalination projects and more advanced
technology, the total capacity of seawater desalination plants increased from 20 × 106 m3/y to
390 × 106 m3/y from 2006 to 2016, which can be seen from Figure 3 [14]. Due to the introduction
of relevant policies and standards by the government, seawater desalination has been one of the
promising solutions to the water shortage in China.

Figure 3. Total seawater desalination plant capacities in China from 2006 to 2016 (Based on [14]).

According to the State Oceanic Administration of China [14], there have been 131 seawater
desalination plants/projects up until 2016 in mainly coastal cities in China, and the total capacity has
reached to 1.19 × 106 m3/d. The plants with different capacities are evenly distributed.

As shown in Table 1, there are 36 plants/projects with a capacity larger than 10 km3/d, with
a total capacity of 106 m3/d. 38 plants have a capacity of 103 m3/d to 104 m3/d, with a total capacity of
1.2 × 105 m3/d. Another 57 smaller plants/projects have a total capacity of 1.1 × 104 m3/d. The largest
water desalination plant in China is in Tianjin, with a total capacity of 2 × 105 m3/d.

Table 1. Water desalination projects development in China until 2016 (Based on [14]).

Item Description Value

Quantity Number of plants 131

Capacity

Total Project capacity 1.19 × 106 m3/d
Plants capacity > 104 m3/d Number of plants: 36, Total capacity 106 m3/d
Plants capacity (1–104 m3) Number of plants: 38, Total capacity 118 × 103 m3/d
Plants capacity < 103 km3 Number of plants: 57, Total capacity 11 × 103 m3/d

Benefits The added value of seawater
desalination plants 1.5 × 109 CNY/y

Regionally, large-scale seawater desalination plants are located on the northeastern coast of
China with relatively severe water scarcity issues, e.g. Tianjin, Shandong, and Hebei. Figure 4 shows
the seawater desalination capacities of the plants by desalination process, as well as the estimated
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water stress index of the provinces with seawater desalination plants. Tianjin, as a coastal city next
to Beijing (the capital of China), has the largest total capacity of 317 × 103 m3/d, with RO and
multiple-effect distillation (MED) being the main processes, multi-stage flash (MSF) and electrodialysis
(ED) are less applied in China. The Tianjin Beijing seawater desalination plant, with a capacity of
200 × 103 m3/d, is the largest seawater desalination plant in China. Tianjin also has the largest
installed seawater desalination plants with MED process. Shandong has the second largest seawater
desalination capacity (282 × 103 m3/d). The largest water desalination plant in Shandong is located
in Qingdao, an international city facing severe water shortage issues, with a capacity of 105 m3/d.
The total capacity of water desalination plants in Qingdao reached 235× 103 m3/d in 2016, which
takes 83% of the total capacity of Shandong province [21]. One large-scale plant in southern China is in
Zhejiang Province, with a capacity of 228 × 103 m3/d. Other seawater desalination plants in southern
China (e.g. Guangdong, Fujian, Jiangsu, and Hainan) are mainly small plants. Most of the plants are
built after 2009, and the main processes applied are reverse osmosis (RO, with a proportion of 86%)
and MED (with a proportion of 12%). Other technologies such as MSF and ED are also applied in few
plants, with a total ratio of 2%.

Figure 4. Water desalination capacity by provinces (derived from [14]). WSI: water stress index, RO:
reverse osmosis; MED: multiple-effect distillation; MSF: multi-stage flash; ED: electrodialysis.

Figure 4 also indicates that the provinces/cities with large seawater desalination plants also have
a higher water stress index (WSI), which is the ratio of the annual water consumption and the available
natural water resources [22]. A higher WSI indicates that consumption is closer to the available water
resources, thus higher water stress. When the value is higher than 1, it means the water consumption
of the region has exceeded the available freshwater resources, and the region has a high water stress
level. The WSI of the selected provinces are estimated with the method of [22] based on the data
from [9], and the values are shown in Figure 4. The green dash line is the reference WSI with a value
of 1. For most of the selected provinces, provinces with higher water stress have higher seawater
desalination capacity, which indicates the driving factors of the development of seawater desalination.
Two exceptions are Zhejiang and Jiangsu. Zhejiang has the third largest seawater desalination capacity,
but the water stress is rather small. Jiangsu has a very small seawater desalination capacity but with
relatively high water stress.

In terms of water use, as shown in Figure 5, a major proportion (66.6%) of desalted water is
used in industries, and followed by domestic use with a ratio of 33.1%, and a small fraction (0.3%)
is used for other purposes, e.g. watering in parks and greenbelts. Within industry, main users of
desalinated water are fossil fuel power plants (31.6% of total), steel making industries (13.1%), and
petrol chemical industries (12.3% of total). The major use in industries indicates that the quality of the
desalted seawater needs to meet the quality requirement for industrial use.
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Figure 5. Distribution of desalinated water use in 2016 (Based on [14]).

Water treatment, seawater desalination, and water resource transfer are the main solutions for
the freshwater shortage in China. Wastewater treatment, as the most conventional approach, has
been well developed and implemented. The wastewater treatment approach can only offset part of
the consumed water by removing the contaminants from the polluted water and return the treated
water back to the available natural resource, but usually, the water quality of the discharged water
is not as high as previous. When there is not enough available natural water resource, the cycle of
supply- use-treatment-return cycle would be difficult to maintain. Water transfer is usually a huge
project that has considerable economic and ecological cost, with large-scale changes to the inhabitants
along the channel. Due to this reason, the existing water transfer projects in China are still under
controversial discussion [23]. Seawater desalination is considered as one of the most promising
approaches to produce freshwater.

Although seawater desalination is a reliable water supply and is not vulnerable to climate change,
it consumes a lot of energy and it requires a lot of investment and public acceptance. The increasing
capacity and wide distribution in different regions also result in the issue of increasing energy
consumption, GHG emissions, as well as the economic cost. It is important to analyze and benchmark
the environmental and economic performance, in order to provide insightful data for the further
planning and optimization of energy use and emission reduction in seawater desalination.

3. Methodology

The energy consumption, GHG emission, and the unit product cost of the seawater desalination
plants in China are assessed for the year of 2006–2016. The seawater desalination capacity data of
China overall and selected provinces in 2016 are mainly derived from [14], and other data sources are
explained where mentioned.

3.1. Energy Consumption

The energy consumption of seawater desalination plants in China can be calculated using mass
balance equations along with the specific energy consumption (SEC) and the capacity of the plants.
SEC in kWh/m3 desalinated water, is one of the most critical factors characterizing the performance of
the water supply [24].

ECa = ∑ SECi × Ci × 365 × Pa (1)

where ECa is the annual energy consumption of the plant, kWh/y; SECi is the specific energy
consumption of seawater desalination plants with process i, kWh/m3; the energy consumption
of all desalination processes involved in this study (RO, MED, MSF, and ED) are converted to the form
of electricity, kWh/m3; Ci is the capacity of the desalination plants with process i, m3/d. Pa is the
availability of the plant, when specific data is not available, Pa is set as 90% based on the study of [25].

The specific energy consumption of various desalination processes is listed in Table 2.
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Table 2. Specific energy consumption (SEC) of different processes (based on [4]).

Process Specific Energy Consumption kWh/m3

RO (seawater) 5.0
MED 17.9
MSF 23.4
ED 4.1

3.2. GHG Emissions

Since there are no major direct GHG emissions in water desalination, the estimation of GHG
emissions mainly considers the emissions from energy consumption. The estimation method is based
on the calculation method of GHG emission from processing proposed by ISCC [26], which is shown
as follows:

Ge = EMe + EMin + EMwaste (2)

where Ge is the annual GHG emissions of the desalination plants, t CO2eq/y; EMe is the emission
of energy consumption, t CO2eq/y; EMin is the emission of material inputs, t CO2eq/y; and EMwaste,
is the indirect emission from treating the waste generated from the desalination processes, t CO2eq/y.
In this study, the GHG emission from energy consumption is estimated, and the emissions of material
input (seawater) and waste (brine) are not considered due to the limit of data availability.

EMe = ECa × Ef (3)

where ECe is the annual energy consumption of process i, kWh/m3; and Ef is the emission factors,
t CO2eq/kWh. In this study, the Ef is set as 1.04 t CO2eq/kWh according to the reference [27].

3.3. Unit Product Cost

The cost of water desalination mainly includes capital cost and operating cost, with the later
mainly consisting of energy cost for plant operation and the cost for maintenance. In this study, the unit
product cost, which is the cost per m3 desalted water, is calculated based on the method proposed
by [25].

Estimation of the unit product cost is calculated as follows:

UPC =
CC
Pl + OPa

Ca × Pa
(4)

where UPC is the unit product cost, USD/m3; CC is the capital cost of the plant over the lifespan, USD;
Pl is the plant life, y; OPa is the annual operating cost; USD; Ca is the capacity of the plant, USD; Pa is
the plant availability, %.

Capital Cost

The capital cost is calculated according to the power law rule:

CCx

CCr f
=

[
Cax

Car f

]m

(5)

where CCx and Cax are the capacity (m3/d) and capital cost (MUSD) of the studied plant; CCrf and
Carf are the capacity (m3/d) and capital cost (MUSD) of the reference plant, m is the power value.

Consequently, the capital cost of plant x can be calculated as:

CCx = em×ln (Cax)−m×ln(Car f )+ln (CCr f ) (6)
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According to [25], m is set as 0.8 for seawater desalinate plants. A dataset of the year 2016 from the
Carlsbad Desalination Plant, in San Diego County, USA, is selected as the reference plant to estimate
the overall capital cost of the desalination plants (shown in Table 3).

Table 3. Basic data of the Carlsbad Desalination Plant, in San Diego County [25].

Parameters Value Units

Total capacity 204,390 m3/d
Feedwater TDS 34,500 mg/L

Process RO 4 stages -
Capital cost of the plant 537 M USD

Operating Cost

The annual operating cost includes the energy consumption (electrical power), maintenance,
labor, membrane replacement, as well as the cost for the chemicals. The operating cost is dependent
on the operating process of the desalination plants, but in general, energy cost is the major component.
Zhou et al. [28] studied the cost of thermal processes and found that energy cost is 87% of the total
operating cost.

Wittholz et al. [25] investigated the cost of water desalination, and analyzed the breakdowns of
the cost, including fixed cost (capital cost) and operating cost (maintenance, material and energy cost,
etc). The contribution of the energy cost to operating cost is also estimated (Table 4).

Table 4. Average cost breakdowns of different desalination processes (based on [25]).

Process
Fixed Cost

Contribution
Operating

Contribution

Energy Cost
Contribution
in Operating

Cost

EOP

RO (seawater) 35% 65% 35% 54%
RO (brackish water) 35% 65% 30% 46%

MED 40% 60% 45% 75%
MSF 40% 60% 45% 75%

The operating cost can be calculated with energy cost and the energy/operating cost ratio as in
Equation (7):

OPa = Eco/EOP (7)

where OPa is the annual operating cost, MUSD, Eco is the energy cost, MUSD, and EOP is the ratio of
energy cost and operating cost, %, which is shown in Table 4.

The cost of energy consumption can be calculated based on the specific energy consumption of
different processes and the capacity as well as the price of the electric power, as shown in Equation (8):

Eco = SECi × Ci × Pe (8)

where SECi is the specific energy consumption, kWh/m3; the energy consumption of all desalination
processes involved in this study (RO, MED, MSF, and ED) is converted to the form of electricity,
kWh/m3; Pe is the price of the electricity supplied for desalination plant, USD, the price is estimated
for the year of 2016.

The electricity price for water desalination plant is referred from reference [29]. The cost is
estimated from water input to the gate of the plant; water conveyance and distribution, as well as the
brine disposal are yet considered.
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4. Results

4.1. Energy Consumption and GHG Emissions

The energy consumption and GHG emissions of the Chinese seawater desalination are determined
for the period of 2006–2016 (Figure 6). The annual energy consumption increased in the 11 y from
81 MWh/y to 1,561 MWh/y, with an increasing rate of 182%. The GHG emissions increased from
85 MtCO2eq/y to 1,628 MtCO2eq/y.

Figure 6. Overall seawater desalination energy consumption and GHG emissions from 2006–2016.

The breakdowns of GHG emissions by province and desalination processes are estimated for the
year of 2016, as shown in Figure 7.

Figure 7. GHG emissions of seawater desalination: Regional distribution and breakdowns by processes.

The map in Figure 7 showed the east costal line in China and marks the provinces with seawater
desalination plants. The deeper color indicates higher provincial seawater desalination GHG emissions.
The total GHG emissions of the seawater desalination plants in China in 2016 are 9,409 MtCO2eq.
The provinces of Tianjin, Hebei, and Shandong are the middle three contributors. The GHG emissions
of these three provinces are 7,359 MtCO2eq, which is 78.2% of the total seawater desalination GHG
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emission in China. Regarding the desalination process, MED plants contribute the most to the GHG
emissions. Tianjin has the highest GHG emissions of 4,142 MtCO2eq in China, and the MED plants
contributed more than 88.0% (3,645 MtCO2eq) of the total seawater desalination GHG emissions of
Tianjin. This is a major contributor to the overall emissions of all seawater desalination plants in
China in 2016. Shandong Province has the second largest seawater desalination capacity, but the
GHG emissions are much lower (1,035 MtCO2eq) compared to Hebei, which has larger emissions
(2,183 MtCO2eq) with smaller desalination capacity. The main reason is that the seawater desalination
plants in Shandong are all RO plants. For Hebei Province, about 65% of the total desalination capacity
is MED, which is more energy and GHG emission intensive. On the other hand, the south part of China
has relatively lower GHG emissions, due to a smaller capacity and less energy intensive processes.

4.2. Unit Product Cost

The Unit Product Cost (UPC) is correlated with the desalination processes and the capacity of
the plant, the type of energy used for the plant, etc [30]. In this study, the energy consumptions of
all processes are converted to electricity, therefore the impact of energy source is not analyzed. The
UPC of seawater desalination plants in different provinces in 2016 is determined as shown in Figure 8,
and the desalination process is specified.

Figure 8. Unit product cost of water desalination by province in 2016.

The UPC of RO desalination plants shows a slight difference. Firstly, the UPC of MED, MSF,
and ED is much higher than RO, which is inconsistent with the conclusion of other studies. For
example, a case study of Qingdao [14], Shandong Province, China showed the average economic cost
of seawater desalination process is 8 CNY/ m3 (approx. 1.16 USD based on the current exchange
rate 0.15), with an RO plant capacity of 3 × 103 m3/d. Hainan has the highest UPC for RO seawater
desalination of 1.3 USD, Shandong and Zhejiang have the lowest UPC for RO seawater desalination
of 0.8 USD. For MED seawater desalination, Hainan has the highest UPC of 3.6 USD, while Tianjin
has the lowest UPC of 2.0 USD. The only province with MSF process, Tianjin, has a UPC for MSF
desalination of 3.0 USD. The UPC for ED process desalination of Fujian and Hainan are 1.9 and 1.7
USD. It can be seen that for different processes, the UPC in increasing order is RO < MED < ED < MSF,
with RO as the cheapest and most applied desalination process. For the same process, the price varies
within a reasonable range, e.g. the UPC of RO process desalination plants in the selected provinces
in increasing order are: Shandong = Zhejiang < Tianjin = Hebei = Liaoning = Guangdong < Fujian <
Jiangsu < Hainan.

5. Discussion and Future Directions

5.1. Discussion

Seawater desalination has high water supply potential, but high energy consumption, GHG
emissions, and cost. Water desalination has a considerable water supply potential due to the abundance

433



Energies 2019, 12, 463

of its water source, and the desalination technology is improving. On the other hand, this type of
water supply is still supported by higher cost and intensive energy consumption and GHG emission.
Even though the cost and energy use are decreasing [7], seawater desalination is still an energy
intensive and costly approach compared to other freshwater alternatives. The World Resources Institute
investigated the energy consumption of water desalination plants in Qingdao, Shandong province in
China. The results showed that electricity is the main energy used for water desalination [15], and the
SEC of different water supplies are shown in Table 5.

Table 5. Energy demand and water supply potentials of water supply alternatives (from [15]).

Water Supplies Energy Demand (kWh/m3) Water Supply Potential (Mm3)

Surface water 0.43 980
Water transfer from Yellow River 0.70 1090

Groundwater 0.78 1700
Reclaimed water 0.82 2100

Water transfer from Yangtze river 1.14 2410
Brackish water desalination 1.40 2470

Seawater desalination (RO) [24] 4.34 2650

It showed that for the various water supply alternatives, surface water has the lowest energy
demand for per unit water (about 10% of seawater desalination), and at the same time with the lowest
water supply potential (37% of seawater desalination). On the other hand, seawater desalination (RO
process) has the highest energy demand with the highest water supply potential. For other desalination
processes, the energy demand is even higher.

This indicates that with the current situation of techniques, water desalination is still an option
with higher cost. Considering the continuously increasing population and the demand for freshwater,
seawater desalination has the potential of providing a stable amount of fresh water and should be
viewed as a crucial component in the future development of non-conventional water supplies [31].
The energy demand and thus GHG emissions are highly related to the capacity and techniques applied
in the plant [30]. The study of [4] showed that for a water desalination plant with capacity from 5 to
15 m3/d, the total electricity consumption would vary from 14.45 to 21.35 kWh/m3, and the MED
process has the highest energy demand, which is inconsistent with the results of this study (Figure 8).
This indicates the potential for energy consumption and GHG emission reduction can be optimized
with improving the combination of capacities and processes. According to the results of [14], a case
study of Qingdao, the overall cost of different water supplies from the lowest to the highest are local
surface water < groundwater < reclaimed water < brackish water desalination < seawater desalination.
Seawater desalination is still currently a more expensive approach for producing freshwater compared
to other water supply alternatives.

Determining the energy consumption, GHG emissions, as well as the cost of seawater desalination
would be helpful to identify the potential of improving the energy efficiency and productivity of
seawater desalination. New and advanced technologies, e.g. low energy reverse osmosis membranes,
improved energy recovery devices, highly energy efficient pumps, and optimized pre-treatment
systems, can enhance the energy efficiency of seawater desalination. The application of energy
recovery units in the desalination processes can also highly increase the energy use efficiency [3].
Increasing the efficiency of the process and the application of energy recovery system will reduce its
energy consumption and thereby its CO2 emissions.

The energy consumption, GHG emissions, and the cost of seawater desalination in China are
higher than the average values of the major desalination contributors in East Asia, e.g. Singapore.
Singapore has the second largest seawater desalination capacity of 0.45 × 106 m3/d [32], which is 36%
of the seawater desalination capacity of China. The average UPC of the two large scale RO seawater
desalination plants is 3.5 kWh/m3 and the cost is estimated as 0.75 USD/m3 [33], and the price is
estimated to increase due to the higher price of energy. The energy consumption and cost of per m3
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desalinated water in Singapore are lower than in China. However, as these indicators are affected
by the specific process, type, quality, and price of the energy, as well as the location of the plants,
etc. The comparison between different countries would be limited to provide insightful information,
but a comprehensive analysis of different water supply alternatives, or different desalination processes
in the same region would facilitate regional water use management.

5.2. Future Works

The correlation between the UPC and the capacity needs further investigation. In this study,
the UPC and capacity of seawater desalination plants showed a very obvious correlation. Identifying
this correlation would be helpful for the optimization of seawater desalination. Figure 9 showed the
trend line of the UPC-availability plots. As MSF and ED are rarely applied, there is not enough sample
data, and only RO and MED are discussed. For RO plants, the correlation between the UPC and the
capacity fits the logarithmic correlation with a R2 of 0.9847 and 0.9359 for MED plants.

Figure 9. The correlation between unit product cost (UPC) and the seawater desalination capacity.

The figure showed a decreasing UPC with the capacity increasing. According to a statistic of
China seawater desalination [14], in 2016, large plants (capacity > 104 m3/d), the average cost is
6.22 CNY/m3 (0.90 USD), and the average of desalination cost in medium plants (104 < capacity < 103)
is 7.20 CNY/ m3 (1.05 USD). In this study, Shandong has the lowest UPC (0.8 USD) with the highest
RO capacity of 0.28 × 106 m3/d. Following is Zhejiang, with the same UPC and a RO capacity of
0.22 × 106 m3/d Tianjin. For MED the trend is not clear. The correlation analysis between the capacity
and the UPC should be further investigated with more sufficient data.

Potentials for energy consumption and GHG emission reduction in seawater desalination.
The water-energy integration in seawater desalination, e.g. seawater desalination plants utilizing
renewable energy [34], low potential heat integrated with seawater multiple-effect thermal
desalination [35], which are worth further investigation. The implementation of the integration
of energy and seawater desalination still needs a comprehensive review.

In addition to energy consumption and GHG emission, there are other potential environmental
issues of seawater desalination. Along with the desalted seawater, a remarkable amount of brine is
also produced from the process. A common approach is currently to dispose the brine back to the
sea, which might cause harm to the regional aquatic life due to high salinity [36]. The utilization and
treatment technologies of the brine is still. Similarly, chemical and thermal pollutions in the near-plant
areas, should be further investigated in the future works.
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A limitation of this work, which should form the potential future works, is less investigation of
the energy consumption by different forms of energy, e.g. heat and electricity in different processes.
The usage of renewable energies should also be further reviewed. To cover the whole life cycle,
the waste generated during the desalination process, including brine, wastewater, and waste heat
should be investigated.

6. Conclusions

Seawater desalination is an emerging approach for producing freshwater in China, and the number
of plants, as well as the installed capacity, are increasing. Simultaneously, the energy consumption, and
environmental impacts are also increasing. This study initially investigated the energy consumption,
GHG emission of the seawater desalination in China from 2006 to 2016, and the unit product cost in
2016. The key findings and conclusions are:

(1) With the increasing installed capacity of seawater desalination from 2006 to 2016, the energy
consumption and GHG emission increased from 81 MWh/y to 1,561 MWh/y during the 11 years.
The overall GHG emission increase from 85 Mt CO2eq/y to 1,628 Mt CO2eq/y, with an increasing
rate of 180%. Tianjin has the largest GHG emissions, followed by Hebei and Shandong, with
emissions of 4.1 MtCO2eq/y, 2.2 MtCO2eq/y. and 1.0 MtCO2eq/y.

(2) The unit product cost (UPC) of seawater desalination is higher than other water supply
alternatives, and it differentiates the desalination processes. The UPC of the RO process varies
from 0.8 USD to 1.3 USD in 2016, and the UPC of MED, MSF, and ED are 2.0 USD–3.6 USD,
3.0 USD, and 1.7 USD to 1.9 USD. Tianjin which has the largest overall seawater desalination
capacity has the relatively lowest UPC for RO and MED.

(3) Seawater desalination is now being highly encouraged and developed in China and is becoming
a critical water supply alternative for cities with serious water scarcity. The cost, energy demand
and GHG emissions are still considerably higher than surface water supply. There is potential for
energy consumption, GHG emission and cost reduction with the application of energy recovery
units, the integration of desalination plants and renewable energies or low potential heat, as well
as the development of new technologies.

Limitation of this work, and also the potential for future works are, (1) Energy consumption
should specify different energy forms, e.g. heat and power. In this study, due to the limit of data,
the energy used in different processes are converted into electricity. But it is necessary to investigate
different energy forms for a more detailed analysis, and the cost analysis would be more accurate.
(2) When data is available, the capital cost of the plants should be calculated based on the type of
process. (3) Alternatives for process integration should be investigated—e.g. efficiency of using the
energy, heat integration, and renewables in water desalination, as well as the utilization of total site
heat integration.
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Nomenclature

Ca
The capacity of the plant, MUSD. Subscript x and rf represents the
capacity of the studied plant and the reference plant

CC
Capital cost of the plant over the lifespan, USD; Subscript x and rf
represents the capital cost of the studied plant and the reference plant

Ci Capacity of the desalination plants with process i, m3/d
CO2 Carbon Dioxide
ECa Annual energy consumption, kWh/y
ECe Annual energy consumption of process i, kWh/m3

Eco The cost due to energy consumption, MUSD
ED Electrodialysis
Ef Emission factors of per unit electricity, t CO2eq/kWh
EMe Emissions of energy consumption, tCO2eq/y
EMin Emissions of material inputs, tCO2eq/y
EOP Ratio of energy cost and operating cost, %
Ge Annual GHG emissions, tCO2eq/y
KSA Kingdom of Saudi Arabia
MED Multiple-effect distillation
MSF Multi-stage flash
OPa The annual operating cost; MUSD
Pa Availability of the plant, %
Pe The price of the electricity supplied for seawater desalination plant, USD
Pl The plant life, y
RO Reverse osmosis
SEC Specific energy consumption, kWh/m3 desalinated water
UAE United Arab Emirates
UPC Unit Product Cost, USD/m3

WSI Water Stress Index
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Rudjera Boskovića 32, 21 000 Split, Croatia; hdedicja@fesb.hr

* Correspondence: snizetic@fesb.hr; Tel.: +385-21-305-954

Received: 16 November 2018; Accepted: 11 December 2018; Published: 14 December 2018

Abstract: In this paper a numerical analysis of a T-joint fillet weld is performed to investigate the
influences of different preheat temperatures and the interpass time on the longitudinal residual stress
fields and structure deflections. In the frame of the numerical investigations, two thermo-mechanical
finite element models, denoted M2 and M3, were analyzed and the results obtained were then
compared with the model M1, where the preheating technique was not applied. It is concluded that
by applying the preheat temperature prior to the start of welding the post-welding deformations of
welded structures can be significantly reduced. The increase of the preheat temperature increased the
longitudinal residual stress field at the ends of the plates. The influence of the interpass time between
two weld passes on the longitudinal residual stress state and plate deflection was investigated on
two preheated numerical models, M4 and M5, with an interpass time of 60 s and 120 s, respectively.
The results obtained were then compared with the preheated model M3, where there was no time
gap between the two weld passes. It can be concluded that with the increase of interpass time, the
plate deflections significantly increase, while the influence of the interpass time on the longitudinal
residual stress field can be neglected.

Keywords: welding residual stress; welding deflection; T-joint fillet weld; preheat temperature;
interpass time; finite element analysis

1. Introduction

The welding technique is one of the most frequently used engineering methods of joining
structural components in many industrial fields. The large localized heat generation during welding
and subsequent very fast cooling of the melted material to ambient temperature have, as a consequence,
the occurrence of permanent residual stresses and dimensional imperfections in the welded structure.
Such imperfections can cause large inconveniences during the structure assembly, while high residual
stresses can have a detrimental impact on its integrity and durability [1–4]. The elimination of these
consequences using conventional post-weld thermal or mechanical treatments requires an extended
production time and incurs additional financial expenses. For these reasons, it is highly desirable to
carry out measures that will lessen these consequences prior to, or during, the welding process. To
mitigate the residual stress and plate deflections in a single pass T-joint fillet weld Gannon et al. [5] and
Fu et al. [6] numerically and experimentally studied the influence of various welding sequences on the
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residual stress field. It was concluded that the welding sequence has a negligible impact on the residual
stress distribution pattern, but has an influence on the longitudinal stress peaks. Jiang and Yahiaoui [7]
presented a three-dimensional thermomechanical model to investigate the effect of welding sequences
on the residual stress field in a multipass welded piping branch junction. Li et al. [8] dealt with water
cooling effects on welding residual stresses in a core shroud. In their contribution, Moat et al. [9]
concluded that martensitic filler metals with low transformation temperatures can efficiently reduce
the welding residual stresses. Cozzolino et al. [10] investigated the mitigation of residual stresses and
distortions using a post-weld rolling technique. Schenk et al. [11] studied the influence of different
clamping conditions in a T-joint fillet welded structure. Chuvas et al. [12] investigated welding residual
stress relief with mechanical vibrations using the X-ray diffraction technique and Monte Carlo method
on a butt-welded model of two plates. A significant longitudinal residual stress reduction of 40% was
observed after the application of mechanical vibration procedures, while in the transversal direction,
the residual stress was reduced by 20%. A finite element model with a clearer insight into the influential
parameters of the vibration stress treatment was presented by Yang [13]. In this study, the impact
of frequency, vibration amplitude and welding parameters on the residual stress were investigated
for resonant and non-resonant cases. Samardžić et al. [14] experimentally elaborated the influence
of vibrations on the residual stress in a T-joint fillet weld structure and concluded that this method
can reduce the residual stresses in specific areas of the structure, depending on the position of the
force inductor. Dong et al. [15] suggested a simple engineering scheme for estimating residual stress
reduction that is based on post-weld heat treatment temperature, material type and component wall
thickness. Fu et al. [16] investigated the structure deflections under a constant preheat temperature
during the welding process in a T-joint welded structure. They concluded that the preheating during
the welding has a significant effect on structure deformations, while its influence on the longitudinal
and tensile residual stresses is much smaller. In their numerical study, Kala et al. [17] investigated the
influence of the interpass time between various sequences in multipass butt-welded steel plates. They
concluded that the interpass time has a significant effect on the structure deformations. Moreover, they
concluded that the interpass time has a large influence on the phase-transformations in weldment.
Ilman et al. [18] carried out an investigation to mitigate the residual stresses in butt-welded plates using
static thermal tensioning to improve the fatigue performance of the welded structure. Zhang et al. [19]
introduced a multi-beam preheating method to reduce structure deformation. They concluded that a
multi-beam preheating method can successfully reduce the compressive stress in the welding area.
In their study, Okano and Mochizuki [20] applied a trailing heat sink using a water-cooling device.
They reduced the longitudinal tensile zone width, longitudinal bending and angular deformations by
up to 70%. Meanwhile, the tensile longitudinal stresses in the weld area were negligibly reduced by
the heat sink usage in this case. Zubairuddin et al. [21] numerically and experimentally investigated
butt-welded plates during a GTA welding process and concluded that the preheating procedure before
welding can significantly reduce welding distortions.

As can be seen above, there are numerous mitigation techniques that can be undertaken before
or during the welding process to reduce residual stresses and structure deformations. It is important
to note that the mitigation techniques mentioned above are primarily suitable for indoor factory
fabrication when structures are of smaller dimensions. In this work, a study of the influence of local
preheat temperature and the interpass time on the longitudinal residual stress field and deformations
was carried out on a T-joint fillet welded structure, in the case where the preheat temperature was kept
constant only at the beginning of the welding process. This technique is more appropriate for outdoor
on-site welding of large structures.

The paper consists of six sections: In Section 1 a survey of the literature is given; in Section 2,
the geometry of a T-joint fillet welded model, the welding parameters and the preheat temperature
volume are defined; a detailed description of the numerical model is provided in Section 3; in Section 4
the data about the application of the preheat temperature and interpass time to the numerical models
are provided; Section 5 contains an analysis of the preheat temperature influence and interpass time
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on the residual stress fields and deflections of the T-joint fillet welded model; in the last section, the
conclusions of the investigations are summarized.

2. T-joint Fillet Weld Geometry and Welding Conditions

To analyze the influence of the preheat temperature and the interpass time between two weld
passes on the longitudinal residual stress (residual stress in welding direction) field and plate deflection,
a T-joint fillet weld model taken from Deng et al. [22] was considered. The plates were joined with
two single pass welds using the MAG procedure without any time gap in between and their geometry
is shown in Figure 1. The welding conditions are given in Table 1. The plate material was SM400A
carbon steel, for which the temperature-dependent thermal and mechanical properties are shown in
Figures 2 and 3, and the elemental composition is given in Table 2.

Table 1. Welding conditions [22].

Welding Current (A) Welding Voltage (V) Welding Speed (mm/min) Angle of Torch (◦)

270 29 400 45

Table 2. Elemental composition of SM400A steel (mass%) [22].

C Si Mn P S

0.23 - 0.56 <0.035 <0.035

Figure 1. T-joint geometry and volume of preheating.

Figure 2. Thermal properties of SM400A steel [22].
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Figure 3. Mechanical properties of SM400A steel [22].

Since only the experimental measurements of horizontal plate deflections, using a Vernier caliper,
are provided in Reference [22], the validation of longitudinal residual stresses was performed using
two idealized solutions from the literature [23], which could provide acceptable engineering results
for single-pass T-joint structures welded with MAG technology [5,24,25], and are appropriate for the
evaluation of the reference model M1 (Table 3). In these two simple solutions it is assumed that the
maximum residual stress along the line A-B in the middle plane of the horizontal plate (Figure 4) is
tensile and that it reaches the yield stress of the material. The compressive residual stress along the
same line governs the rest of the horizontal plate and can be calculated as follows:

σc =
2bt

b − 2bt
[MPa] (1)

or

σc =
2bt + tpσy + bstwσy

(b − 2bt)tp + As + bstw
[MPa] (2)

where
bt =

tw

2
+

0.26ΔQ
tw + 2tp

[mm] (3)

bs =
tw

tp

(
bt −

tw

2

)
[mm] (4)

ΔQ = 78.8l2 (5)

l = 0.7tw when t < 10 mm (6)

l = 7.0 when t ≥ 10 mm (7)

Table 3. List of the simulated numerical models.

Model Name Preheating Application Interpass Time

M1 No t = 0 s
M2 Yes, T = 100 ◦C t = 0 s
M3 Yes, T = 150 ◦C t = 0 s
M4 Yes, T = 150 ◦C t = 60 s
M5 Yes, T = 150 ◦C t = 120 s
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Figure 4. Idealised longitudinal residual stress distribution [23].

In the equations given above, b is the width of the horizontal plate in mm, tw and tp denote the
thicknesses of the horizontal and vertical plates in mm, 2bt is the tensile zone width of the horizontal
plate, bs is the tensile zone width of the vertical plate, σy is the yield stress of the material at room
temperature, while As is the cross section of the vertical plate in mm2.

3. Numerical Model

A numerical simulation was performed employing a sequentially coupled thermal-elastic-plastic
model [26–29]. In this case, the welding simulation process consisted of two separate numerical
analyses, i.e., one thermal and one mechanical. In the thermal analysis, the key equation for nonlinear
transient heat transfer can be written in the form of:

∂

∂x

(
kx

∂T
∂x

)
+

∂

∂y

(
ky

∂T
∂y

)
+

∂

∂z

(
ky

∂T
∂z

)
+ Q = ρC

∂T
∂t

(8)

In Equation (8) kx, ky, and kz are the thermal conductivity components in the x, y and z directions;
T is the body temperature; Q is the generated heat input; ρ is the material density; C is the specific heat
capacity of the material; and t is time, respectively. A general solution for Equation (8) can be obtained
when the following initial boundary conditions on the outer model surfaces are taken into account:

T(x, y, z, 0) = T0(x, y, z) (9)

(
kx

∂T
∂x

Nx + ky
∂T
∂y

Ny + kz
∂T
∂z

Nz

)
+ qs + hc(T − T∞) + hr(T − Tr) = 0 (10)

where Nx, Ny, and Nz are the direction cosine of the normal to the boundary; hc denotes the convective
heat transfer coefficient; hr is the radiation heat transfer coefficient; qs represents the heat flux on the
outer body boundaries; Tr denotes the radiation temperature; and T∞ is the ambient temperature.
Heat loss due to radiation can be expressed by the following expression:

hr = σBoltεsur f F(T2 + T2
r )(T + Tr) (11)
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where σBolt = 5.67 × 10−8 Wm−2K−4 denotes the Stefan–Boltzmann constant; εsurf is the surface
emissivity factor; and F is the configuration factor. The generated heat input applied to the weld
volume can be expressed as follows:

Q =
ηUI
VH

(12)

In Equation (12) η represents the efficiency of the welding process, I is the welding current,
U denotes the arc voltage, and VH is the weld volume. Although it is usual in the literature for the
temperature distribution calculation in the MAG welding process to be performed as a combination
of Gaussian and a uniformly distributed volumetric heat flux model [5,22], in this study, a pure
volumetric heat flux with uniformly distributed heat input was used to speed up the simulation process,
Q = 5.22 × 1010 Jm−3s−1 per weld volume was applied and its value was obtained from Equation (12).
The MAG welding process efficiency η = 80% was taken according to the EN 1011-1 [30]. On the
model boundaries, the convection heat transfer coefficient hc = 10 Wm−2K−1 and the surface emissivity
εsurf = 0.9 were assumed. During the thermal analysis, the element birth and date method [31–33] was
employed for the simulation of weld filler addition.

To cut down calculation time, the mechanical analysis was performed simultaneously in one
step, without the application of the element and birth technique [34] and elastic-perfectly plastic
behavior of the material was assumed here. Because the impact of metallurgical phase transformations
on the residual stress field in low-carbon steel is relatively small [35], it was neglected in this study.
Furthermore, creep material behavior was also neglected because the exposure period of the material
to high temperatures due to welding is very short. Keeping in the mind that phase transformations and
creep material behavior are neglected, the total strain increment dεtotal can finally be written as follows:

dεtotal = {dεe}+
{

dεp
}
+ {dεth} (13)

where {dεe}, {dεp} and {dεth} are elastic, plastic and thermal strain increments, respectively.
It is important to note that the plates of the T-joint sample are free welded, without any mechanical

constraints, but they are added in the mechanical numerical simulation only to prevent plate motions
as a rigid body. The applied mechanical constraints are shown in Figure 1. Because data about thermal
and mechanical properties of the weld filler material are not provided in Reference [22], it was assumed
that they are the same as the base metal ones.

A finite element mesh containing 19,188 elements is shown in Figure 5. Its sensitivity was checked
on a small part of the T-joint with a very high density using the submodeling technique [36]. The
dimensions of the submodel and volume of submodeling are given in Figure 1.

Figure 5. T-joint finite elements mesh.
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The same mesh was employed in both the thermal and mechanical analysis, except that the
three-dimensional 8-node brick DC3D8 finite elements from the thermal analysis were converted into
8-node brick C3D8I finite elements with incompatible modes in the mechanical analysis. The numerical
simulation was performed using Abaqus/Standard software.

4. Application of Preheat Temperature and Interpass Time in the Numerical Models

In the frame of the numerical preheat temperature investigations on the longitudinal residual
stress (stress in welding direction) fields and horizontal plate deflections, two thermomechanical finite
element models, denoted M2 and M3 were analyzed. These models were locally preheated (Figure 1)
at 100 ◦C and 150 ◦C, respectively. The obtained results were then compared with the reference
model M1, where no preheat was applied. In the numerical simulations the preheat temperature was
accomplished with the *INITIAL TEMPERATURE option in Abaqus/Standard software before the
heat flux application.

To analyze the influence of interpass time between the two weld passes on the longitudinal
residual stress fields and deflections, the numerical models M4 and M5 with an interpass time of
60 s and 120 s, respectively, were considered. In both the M4 and M5 numerical models, a preheat
temperature of 150 ◦C was assumed. The results of the two investigated interpass time models obtained
were then compared with model M3 where the interpass time was 0 s. In all the preheated models, it
was assumed that a structure volume of 500 × 127 × 65 mm3 dimensions (Figure 1) was preheated
before the start of welding. The selected dimensions of the preheated volume satisfied the minimum
prescribed requirements according to the ISO 13916 [37] norm. Therefore, it is important to point out
that the local preheating technique was applied in this work, where preheating is only applied in
areas close to the weld, while the rest of the structure is not preheated. Since the preheated part of
the structure attempts to expand, the non-preheated area resists it, which introduces residual stresses
into the structure before the start of the welding. This approach differs from Reference [16] where the
entire structure was preheated at the same temperature and there was no additional introduction of
residual stresses before welding. Also, unlike Reference [20], where the structure was continuously
preheated during the welding process, in this study the preheating was applied once at the beginning
of the welding process. All the numerical models considered in this study are given in Table 3.

5. Results and Discussion

5.1. Residual Stress and Deflection Distributions—Reference Model

Since the obtained thermal field from the thermal analysis is a burden on the mechanical
analysis, special attention is devoted to its accuracy. For this purpose, the numerically calculated peak
temperatures of model M1 were compared with a more appropriate model from the literature [5],
where the heat flux is defined as a combination of volumetric and Gaussian surface heat flux. Figure 6
shows the temperature histories of model M1 at nodes N1 and N2 for the first 250 s after the beginning
of the welding process. The comparison of the peak temperatures between model M1 and the model
from the literature is given in Table 4, where it can be seen that the differences are negligible. It can be
concluded that the impact of the heat flux simplification has little effect on temperature distribution
and that the model presented can be applied in the mechanical analysis.
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Figure 6. Temperature histories at nodes N1 and N2 (Figure 1).

Table 4. Peak temperatures at nodes N1 and N2.

Peak Temperatures (◦C)
Node N1
(1st Pass)

Node N2
(1st Pass)

Node N1
(2nd Pass)

Node N1
(2nd Pass)

Current study 1712 496 398 381
Gannon et. al. [5] 1730 500 374 356

Figure 7 shows the numerically calculated deflection distribution of the horizontal plate (deflection
in y-direction) at the middle plane along the line A-B (Figure 1) for the reference model M1, after the
completion of welding and cooling process to room temperature. The obtained numerical deflection
corresponds very well with the experimental measurement. Figure 8 shows the longitudinal residual
stress profile (σz, stress in z-direction) at the middle plane of the horizontal plate along the A-B line
(Figure 1) compared with two analytical solutions from Equations (1) and (2). It can be seen that
tensile residual stresses are in the weld area, while in the rest of the model they are compressive. The
maximum numerically calculated tensile stresses are approximately 5% higher than the analytically
calculated ones. The numerically calculated compressive stresses are very close to the analytical ones
calculated according to Equations (1) and (2) of 48.2 MPa and 42.5 MPa, respectively. Comparing the
numerically calculated width of the tensile zone with the analytically calculated values it can be seen
that they corresponded well. The numerically calculated tensile zone width is approximately 4% lower
than the analytically calculated ones. Based on these results, it can be concluded that the numerical
model presented is sufficiently accurate and it can be applied to the other four numerical models given
in Table 3.

Figure 7. Middle-plane deflection profile along A-B line (Figure 1), model M1.
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Figure 8. Middle-plane longitudinal residual stress profile along A-B line (Figure 1), model M1.

5.2. Influence of Preheat Temperature on the Longitudinal Residual Stress and Horizontal Plate Deflection

Figure 9 shows a comparison of the numerically calculated horizontal plate deflections in the
preheated models M2 and M3 compared with the reference model M1. Here it is evident that with
an increase of the preheat temperature, the deflections of the horizontal plate significantly decrease.
Unfortunately, the increase of the preheat temperature level is limited by several factors such as:
welding technology, heat input, steel group, chemical composition, diffusible hydrogen, required
microstructure, and plate thickness. As for the T-joint welded model discussed in this study, it should
not exceed 150 ◦C according to the EN-1011-2 norm [38]. In the case of the preheat temperature being
higher than prescribed in Reference [38], certain issues can be expected regarding the mechanical
properties in the weld joint, especially in the weld metal, such as metal softening in the heat-affected
zone. For the preheated models M2 and M3, the horizontal plate deflections are approximately 12%
and 22% lower, respectively, in comparison with the reference model M1. If the entire volume of the
T-joint model was hypothetically preheated at 150 ◦C prior to the start of welding, the peak deflection
would be 4.5 mm which is very close to the value of the locally preheated model M3 used in this study,
of 4.6 mm, i.e., the deflection differences are within a range of 2%. Furthermore, it should be pointed
out that from an energy point of view, the use of local preheat leads to 76% in energy savings compared
to preheating an entire model of the same dimensions. Keeping these two conclusions in mind, as well
as the fact that the recommendations in the norm [38] are conservative, the model presented offers the
possibility for structure volume optimization which is preheated.

 

Figure 9. Middle-plane deflection profile along A-B line (Figure 1), models M1, M2 and M3.
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Furthermore, Figure 10 shows that the preheat temperature increase minimally affects the
longitudinal tensile stress and the tensile zone widths. However, the increase of preheat temperature
significantly increases the longitudinal compressive stresses at the ends of the plates. Since the increase
of temperature in the preheated part of the welded model causes its extension in the longitudinal
direction, the non-preheated part resists it. It can be concluded that the application of the local
preheating technique prior to welding causes higher pressure compressive residual stresses outside
the weld area in comparison with the models where the entire volume is preheated before the start
of welding [16]. This phenomenon will be far more visible in welded models with higher preheat
temperatures than in the model analyzed in this study.

Figure 10. Middle-plane longitudinal residual stress profile along A-B line (Figure 1), models M1, M2
and M3.

5.3. Influence of Interpass Time on the Longitudinal Residual Stress and Horizontal Plate Deflection

The influence of the interpass time between the two weld passes was investigated on the preheated
models M4 and M5 and the obtained values were then compared with the M3 model where the
interpass time was 0 s. Figure 11 shows that with the increase of interpass time, the horizontal plate
deflection increased as well, because the positive effect of the preheat procedure vanishes during the
cooling process. For example, when the interpass time is hypothetically extended up to approximately
70 min, the full model completely cools down to room temperature before the start of the second weld
pass. In such a case the maximum horizontal plate deflection becomes only about 5% lower than in the
reference model M1, without applying preheat and without interpass time application. It can be stated
that when the interpass time is too long, the preheating procedure is almost useless. In Figure 12 it is
shown that the influence of the interpass time on the longitudinal tensile residual stress and the width
of the tensile stress zone can be neglected.

Figure 11. Middle-plane deflection profile along A-B line (Figure 1), models M3, M4 and M5.
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Figure 12. Middle-plane residual stress profile along A-B line (Figure 1), models M3, M4 and M5.

This is due to a smaller temperature gradient difference between the preheated and non-preheated
parts of the model in comparison with models M1, M2 and M3 without the application of interpass time.

6. Conclusions

In this study, the influences of preheat temperature and interpass time on the longitudinal residual
stress and vertical deflection of a T-joint fillet model were investigated. The local preheating technique,
where the preheat temperature was kept constant only at the beginning of the welding process was
simulated in the numerical calculations. The conclusions are as follows:

• The increase of the preheat temperature decreases the horizontal plate deflection of a T-joint
very quickly.

• The influence of preheat temperature on the longitudinal tensile residual stress and the tensile
stress zone width is negligible.

• The application of local preheating increases the compressive longitudinal stresses due to the
increased temperature gradients between the preheated and non-preheated parts of the model.
This occurrence is much more pronounced than in the models where the entire volume is preheated
before the start of welding.

• The increase of interpass time increases the plate deflections. In cases when interpass time is
prolonged, the positive effects of preheating vanish.

• The increase of interpass time minimally affects the longitudinal tensile residual stress and its
tensile zone width.

• The effect of interpass time increase on compressive longitudinal stresses in preheated models
can be neglected.

Generally speaking, the application of a local preheating procedure is very useful when the
reduction of plate deflections is of primary concern. In this case, a preheat temperature should be
imposed as high as practically possible, without interpass time, as was demonstrated with model M3.
When the compressive longitudinal residual stress at the ends of the plates is minimized, the optimal
solution is model M1 without any localized preheating and with no time gap between the two weld
passes. In order to reduce the energy consumption that is needed for the preheat procedure, in the
next phase of the investigations, the emphasis will be on optimization of the preheat zone size and
temperature level in the high-productive buried arc welding of thick steel plates, when the heat inputs
are very high.
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Abstract: Feeding the world’s population sustainably is a major challenge of our society, and was
stated as one of the key priorities for development cooperation by the European Union (EU) policy
framework on food security. However, with the current trend of natural resource exploitation, food
systems consume around 30% of final energy use, generating up to 30% of greenhouse gas (GHG)
emissions. Given the expected increase of global population (nine billion people by 2050) and the
amount of food losses and waste generated (one-third of global food production), improving the
efficiency of food systems along the supply chain is essential to ensure food security. This study
combines life-cycle assessment (LCA) and data envelopment analysis (DEA) to assess the efficiency
of Spanish agri-food system and to propose improvement actions in order to reduce energy usage
and GHG emissions. An average energy saving of approximately 70% is estimated for the Spanish
agri-food system in order to be efficient. This study highlights the importance of the DEA method as
a tool for energy optimization, identifying efficient and inefficient food systems. This approach could
be adopted by administrations, policy-makers, and producers as a helpful instrument to support
decision-making and improve the sustainability of agri-food systems.

Keywords: data envelopment analysis; energy efficiency; food loss and waste; life-cycle assessment

1. Introduction

The food industry is one of the major manufacturing sectors, representing 15% of the sales in
the European Union and more than 1,120,000 million euros [1]. However, the rapid growth of global
population and its corresponding consequences, such as the increasing demand of food production,
caused an intensive use of energy resources [2]. In this sense, a considerable use of energy, estimated
at 30% of the total energy consumption, is attributed to agri-food systems [1]. Given the strong
dependency on fossil fuels of our current energy system, such energy consumption is responsible
for 20–30% of total anthropogenic greenhouse gases (GHG) [3]. This fact results in the depletion of
fossil resources and GHG emissions being of major concern. Energy is required at every stage in food
production, including the cultivation and harvesting of crops, animal husbandry, transportation and
distribution, and food processing for consumption, with the agricultural stage as the most critical [4].
This causes a low efficiency for food systems, with around 10 kcal of fossil fuel energy to produce 1 kcal
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of food [1]. Some foods are very efficient in their use of resources to produce a nutritious meal, such
as fruits and vegetables, while others are very inefficient, such as animal-based products. In general,
animal foods require eight times more energy per calorie than plant-based commodities [5].

Concerns regarding inefficiency are wider when food losses and waste (FLW) are taken into
account. According to the Organization for Economic Co-operation and Development (OECD) [6],
more than one-third of the food produced worldwide is lost along the supply chain, involving around
38% of the energy consumed in its production. In fact, FLW was identified as a major global concern
putting at risk environmental, economic, and health security [7]. This food produced is, therefore,
lost or wasted from initial agricultural production down to final household consumption. Since
the embodied amount of energy builds up along the chain, the later the waste occurs, the higher
the energy waste and the related GHG emissions will be. In addition, due to the expected global
population increase, a 60% rise in food production was forecasted for the year 2050, entailing a 50%
rise in global energy consumption [8]. Therefore, the efficient use of energy is a necessary step toward
reducing environmental hazards, preventing destruction of natural resources, and ensuring food
sustainability [9].

With the aim of attaining sustainability, many analytical tools are applied individually or
combined to determine an appropriate productive performance. Life-cycle assessment (LCA) is
a powerful tool that assesses the environmental impacts of products, processes, and services; it gained
in acceptance since it first appeared in the 1990s and is today well established [10]. Many authors
used LCA to assess the energy efficiency of their processes. For instance, Marique and Rossi [11],
Ingrao et al. [12], and Berg and Fuglseth [13] applied LCA to energy uses in the building sector, while
Li and Feng [14] used it to improve the energy recovery from sewage sludge comparing different
pathways. Sundaram et al. [15] assessed the energy efficiency of the production of gasoline from biogas
and pyrolysis oil using an LCA approach. Regarding the agri-food sector, Carrasquer et al. [16] created
a new indicator to estimate the water and energy efficiency in agro-industries based on life-cycle
thinking methodologies. Skunca et al. [17] performed the LCA of the chicken meat chain to estimate
the cumulative energy demand (CED), while Pires-Gaspar et al. [18] carried out an energy-LCA of
Portuguese peach production using energy efficiency indicators.

On the other hand, additional methods to compute which resource/technology combinations
provide the highest amounts of net energy to society are reported as energy return ratios (ERRs) [19].
The most well-known indicator is the energy return on investment (EROI). In fact, its use is widespread
within the energy sector to determine the energy that is returned from an energy-collecting process as
compared to the embodied energy to provide this energy [20]. However, in recent years, some authors
highlighted the benefits of calculating EROI ratios to monitor energy return in food systems [21]. For
instance, Laso et al. [22,23], Vázquez-Rowe et al. [20], Tyedmers [24], and Ramos et al. [25] applied the
EROI ratio to fishery systems. Cancino-Espinoza et al. [26] computed the EROI of organic quinoa, and
Pérez Neira et al. [27] estimated the EROI of tomato production.

In contrast to traditional EERs, the use of the data envelopment analysis (DEA) enables the
identification of energy-saving targets for energy-inefficient processes [28]. DEA is a non-parametric
multi-input/output linear approach for the calculation of the relative efficiency of a set of comparable
decision-making units (DMUs) [29]. In recent years, the application of DEA increased in the fields of
environmental and energy. For instance, DEA was applied in the building sector [30–32], the power
industry [33,34], the food production sector [1,9,35], and for agricultural production [36–38]. Moreover,
it was also used with economic and social variables [3]. The combination of LCA and DEA for the
identification and quantification of potential environmental consequences of operational inefficiencies
experienced a pronounced increase, and enriched the interpretation of results [39,40]. Several previous
studies used the joint LCA/DEA method in different agricultural production systems: fisheries [41,42],
grapes for winemaking [39], wheat [43], rice [44], and dairy farms [45,46].

In this contribution, a hybrid approach which combines EROI, LCA, and DEA is proposed to
assess the energy and environmental efficiency of agri-food systems. The capabilities of this combined
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approach are illustrated through its application to the Spanish agri-food system in order to explore the
operational inefficiencies and improvement actions.

2. Materials and Methods

Figure 1 depicts the methodology described in this analysis, which attempted to assess the energy
and environmental efficiency of Spanish agri-food system using a life-cycle approach. Firstly, an
LCA was conducted to estimate the primary energy demand (PED) and related global warming
potential (GWP). Secondly, the EROI was estimated to describe the energy efficiency of food categories
under study. Finally, DEA was synergistically combined with LCA results to assess the efficiency of
the system.

 

Figure 1. Schematic representation of the methodology applied.

2.1. Life-Cycle Assessment (LCA)

LCA is a powerful tool for performing the potential environmental assessment of impacts and
resource consumption throughout a product’s life cycle [47]. In this regard, LCA became one of the
most relevant methodologies to help organizations perform their activities in the most environmental
friendly way along the whole value chain.
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In the current study, LCA was conducted following the recommendations of International
Organization for Standardization (ISO) 14040 and 14044 international standards [48,49], and was
divided into four stages.

(i). Goal and Scope Definition

This stage consisted of a detailed definition of the intended application of the study in terms of
the system boundaries and functional unit (FU) [50,51]. Moreover, allocation procedures, cut-off rules,
and assumptions were also defined in this step.

(ii). Life-Cycle Inventory (LCI)

In this stage, all relevant energy, water, and material consumptions, and emissions, effluents, and
residues of the process in a specific temporality and geography were collected [52]. Therefore, in this
stage, it was necessary to determine the FLW flows. Moreover, in this study, the LCI also collected data
about the nutritional content of the different food categories.

(iii). Life-Cycle Impact Assessment (LCIA)

The LCIA step transformed the inputs and outputs of the LCI into environmental impact over
all of the stages involved in the supply chain. In this study, the impact assessment method selected
followed the International Reference Life Cycle Data Product Environmental Footprint (ILCD/PEF)
recommendations v1.09 for determining the global warming potential (GWP). The consumption of
primary energy resources (net calorific value, PED) was determined according to PE International’s [53]
life-cycle inventory. Once the PED and GWP embodied along the agri-food supply chain (FSC) were
determined, the embodied energy and GHG emissions in FLW could be determined using FLW rates
from Gustvasson et al. [54], as indicated Equations (1) and (2).

FLWEE,i = ∑j
j=1

(
PEDi,j

)
αi,j, (1)

FLWGWP,i = ∑j
j=1

(
GWPi,j

)
αi,j, (2)

where PEDi,j is the PED in stage j for food category i, αi,j is the percentage of FLW in stage j for food
category i, and GWPi,j is the GWP of stage j for food category i (see the example in Section S4 of the
Supplementary Materials).

(iv). Interpretation of the Results

2.2. Energy Return on Investment (EROI)

The concept of EROI is part of the field of net energy analysis (NEA), and is one way of measuring
and comparing the net energy availability from different energy sources and processes. In general,
EROI can be defined as “the ratio between the energy returned from an energy-gathering activity
compared to the embodied energy in that process” [55]. Although this concept was used initially to
develop an energy-focused approach to the economy [56], the concept was adapted to calculate ratios
between food energy output and food production energy inputs. In this sense, the most commonly
used EROI perspective is the human-edible food energy return on industrially energy investment, as
indicated in Equation (3). This provides an anthropocentric perspective on the non-renewable resource
efficiencies of competing food production technologies [5]. Therefore, the higher the EROI of a food
system is, the more “valuable” it is in terms of producing (nutritionally) useful energy output.

EROI =
∑

j
j=1 Foodi,j × NCi,j

∑
j
j=1 PEDi,j

, (3)
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where Foodi,j represents the amount of the food category i available in stage j after withdrawing the
FLW, NCi,j is the nutritional content of food category i in supply chain j expressed in kcal, and PEDi,j is
the PED in stage j for food category i calculated using LCA.

2.3. Data Envelopment Analysis (DEA)

DEA is a non-parametric method widely used to compare the inputs and outputs of a set of
homogenous DMUs. This method focuses on evaluating the performance of DMUs based on the
evaluation of relative efficiency of comparable DMUs by estimating an empirical efficient boundary [9].

Charnes, Cooper, and Rhodes (CCR) introduced the DEA method for the first time. The original
CCR model was applicable to the assumption of constant returns to scale (CRS) [57]. In this sense, the
CCR model considers that the efficiency frontier is a straight line intersecting the point of origin and
the best performer(s), as shown in Figure 2a. The best performer is determined by the highest ratio of
output to input; thus, as DMU2 has this condition, it is considered as the reference DMU for all other
units [38]. The remaining four DMUs in Figure 2a are inefficient since they use more amounts of input
than DMU P2 to produce one unit of output.

Banker et al. [58] modified the CCR model by introducing the so-called “convexity constraint”,
which changed the efficiency frontier from being a straight line to a convex hull (see Figure 2b). The
new model, referred to as BCC, was built based on variable returns to scale (VRS). This model presents
two advantages as compared to the CCR model: (i) more units can potentially be considered efficient,
and (ii) inefficient units can be compared to more appropriate peers [38]. As shown in Figure 2b, using
the BCC model, a higher number of units are efficient (DMU1, DMU2 and DMU3).

Figure 2. Graphical representation of the efficiency frontier of the (a) Charnes, Cooper, and Rhodes
(CCR) model, and (b) the CCR model modified by Banker et al. (BCC model). Adapted from
Hosseinzadeh-Bandbafha et al. [38].

The slacks-based measure (SBM) model is a typical extension of DEA. Although CCR and BCC
approaches calculate the efficiencies of the DMUs based on the proportional decrease/increase of
inputs/outputs, the SBM model uses the input excess and output shortfall of each DMU to measure its
efficiency [59]. Moreover, it is possible to create and estimate models that provide input-oriented or
output-oriented approaches for both CRS and VRS envelopments. An input-oriented model attempts
to reduce input variables while remaining within the envelopment space. On the other hand, an
output-oriented model increases output variables while remaining within the envelopment space [37].
In this study, an input-oriented approach was selected because multiple inputs were used, while there
was only one output.
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The DEA linear programming (LP) model (M1) deployed to generate CCR efficiency factors of
DMUs is as follows [54]:

M1 (CCR model input-oriented to be solved for each DMU k0):

minθCCR(k0) =
n
∑

j=1
ujyjk0

;

s.t.
m
∑

i=1
vixik0 = 1;

n
∑

j=1
ujyjk0

−
m
∑

i=1
vixik0 ≤ 0, k = 1, . . . , K; j = 1, . . . , n; i = 1, . . . , m;

uj ≥ 0,
vi ≥ 0,

where uj is the weight for output j, vi is the weight for input i, m is the number of inputs, n is the
number of outputs, k is the number of DMUs, yjk is the amount of output j of DMU k, and xjk is the
amount of input i of DMU k.

On the other hand, the DEA LP model deployed to generate BCC efficiency factors of DMUs is as
follows [58]:

M2 (BCC model input-oriented to be solved for each DMU k0):

minθBCC(k0) =
n
∑

j=1
ujyjk0

− u(k0);

s.t.
m
∑

i=1
vixik0 = 1;

n
∑

j=1
ujyjk0

−
m
∑

i=1
vixik0 − u(k0)

≤ 0,

k = 1, . . . , K; j = 1, . . . , n; i = 1, . . . , m;

uj ≥ 0,
vi ≥ 0,

where uj is the weight for output j, vi is the weight for input i, m is the number of inputs, n is the
number of outputs, k is the number of DMUs, yjk is the amount of output j of DMU k, and xjk is the
amount of input i of DMU k.

To combine the LCA and DEA methods, a five-step procedure was followed [60,61]: (i) individual
LCI for each of the DMUs; (ii) LCIA for every DMU included in the inventory (in this case, using the
PED and GWP indicators, as explained in Section 2.1); (iii) determination of the operational efficiency
for each DMU; (iv) LCIA of the target DMUs; (v) quantification of the environmental consequences of
operational inefficiencies [42].

3. Case Study: The Spanish Food Basket

3.1. Goal and Scope

The Spanish Agency of Food Security and Nutrition (AECOSAN), along with the Spanish Society
of Community Nutrition (SENC), is the institution that sets the nutritional recommendations for the
Spanish population. These recommendations take into account the main diet-related public health
challenges, as well as cultural habits of the Spanish population, to promote healthy eating and regular
physical activity [62].

In this study, a basket of products was selected based on the consumption data reported by the
Ministry of Agriculture, Fisheries, and Food (MAPAMA) [63]. These food commodities were classified

458



Energies 2018, 11, 3395

according to eleven categories following the Food and Agriculture Organization of the United Nations
(FAOSTAT) classification: eggs, meat and animal fat, fish and seafood, dairy, cereals, sweets, pulses,
vegetable oils, vegetables, fruits, and roots and tubers. The food commodities considered in each
category are collected in Table 1.

The goal and scope of this study was to assess the energetic and environmental efficiency of the
Spanish food basket by means of the combination of LCA and DEA approaches. An additional goal of
this analysis was to determine whether the use of DEA methodology is a viable tool for assessing the
energy efficiency of food systems with FLW. The results are expected to provide an overview regarding
the energy efficiency of the different food categories under study with the aim of identifying the most
inefficient and the stages where improvement measures should be applied.

Table 1. Food commodities included in the study.

Food Category Commodities Included

Cereals Wheat, rice, maize, and others
Roots and tubers Potatoes

Sugar Sugar
Vegetable oils Sunflower seed oil, palm oil, olive oil, and others

Vegetables Tomatoes, onions, and others

Fruit Oranges and mandarins, grapes (excluding grapes for winemaking), apples,
and others

Pulses Beans, peas, and others
Meat and animal fat Beef, pork, lamb, and poultry

Fish and seafood Fish and seafood
Dairy Milk, cheese, and butter
Eggs Eggs

3.2. Function, Functional Unit, and System Boundaries

The methodology proposed included three main parts: LCA, EROI, and the combination of LCA
and DEA. Therefore, the function of the study was the estimation of the environmental impacts of the
Spanish food basket and the determination of its energy efficiency. To quantify this function, it was
necessary to define an FU to which inputs and outputs would be referred. In this case, the FU was
described as the food basket with the representative food products consumed by a Spanish citizen in a
year, covering the daily energy requirement of 2000 kcal of an adult.

The system boundaries comprise the entire supply chain of a food system following
Garcia-Herrero et al. [4] (see Figure 3), i.e., agricultural production, postharvest and storage, industrial
processing, distribution (i.e., retail/wholesale), and consumption. The consumption stage was divided
into household consumption and related extradomestic consumption.

3.3. Life-Cycle Inventory (LCI)

An extensive LCI was built up using data from the literature (for more details, see
Batlle-Bayer et al. [64]) and the PE GaBi database [53]. The food balance sheet and the unavoidable
FLW percentages of each food category were collected from García-Herrero et al. [3], where production
values were mainly sourced from Eurostat [65–68]. Imported food products were taken into account
based on trade statistics compiled by the Spanish Tax Agency (AEAT) [69]. The food balance sheet
for Spain in 2015 and the FLW percentages are available in Sections S1 and S2 in the Supplementary
Materials (SM).

For transportation, 400-km and 100-km distances to wholesale and retailers were assumed,
respectively. Electricity consumption for retail storage was considered, assuming two days of storage
for products requiring cooling conditions, and 15 days under freezing conditions. Transport to home
was estimated based on Milà i Canals et al. [70]. Regarding home storage, data from the LCA Food
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Database was used [71]. For cooking, energy factors of Foster et al. [72] were taken (for more details,
see Batlle-Bayer et al. [64]).

On the other hand, nutritional data for the EROI estimation were obtained from the food
composition tables of the Institute for Education in Nutrition and Dietetics from Spain (CESNID) [73].
Such tables are registered in the FAO’s International Network of Food Data Systems [74].
The nutritional content for each food category under study is collected in Section S3 in the
Supplementary Materials.

 

Figure 3. System boundaries for the Spanish food basket using a life-cycle assessment (LCA)/data
envelopment analysis (DEA) approach.

3.4. Selection of the DEA Model

The selected DEA model was the slacks-based measure of efficiency (SBM). The choice of model
was based on its flexibility concerning the computation of the DMUs irrespective of the units of measure
used for the different inputs/outputs [42]. Moreover, for the sake of further discussion, the CRS and
VRS approaches were computed in parallel in the current study under an input-oriented approach.

3.5. Inputs and Output Selection for the DEA Matrix

One DEA matrix composed of 11 DMUs was computed in this study. The number of DMUs under
study must satisfy Equation (4). Each DMU included two different inputs (see Figure 3). As input 1,
the primary energy invested in food production was computed in MJ/cap/day, whereas the GWP
was considered as input 2. As mentioned previously, an input-oriented approach was based on the
assumption that inputs have to be minimized and outputs have to be maximized. However, in some
situations, undesirable (bad) inputs and outputs may be presented in the production process [75]. In
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this case, the GWP was a bad output that was computed as an input to be minimized. Finally, the
nutritional energy supply was computed in kcal/cap/day as output.

n ≥ max {m × s, 3 × (m + s)}, (4)

where m is the number of inputs used in the DEA study, and s is the number of outputs involved.

4. Results and Discussion

Following the methodology described in Section 2, the LCA of the 11 food categories selected was
performed, and the PED and GWP were calculated. These values were obtained from a previous study
developed by Batlle-Bayer et al. [64]. As shown in Table 2, the total energy invested in food production
daily amounts to around 19,500 kcal for an average Spanish citizen. This involves an emission of close
to 4 kg of CO2 equivalent per day, with meat production as the most responsible: 28% for PED and
42% in terms of CO2 equivalent emissions. Dairy, and fish and seafood are the second main categories
contributing to GWP, each representing 12% of total emissions. Results suggest a high correlation
between the investment of energy along the FSC and the generation of GHG emissions, owing to
the high dependency of the energy matrix on fossil fuels. Conversely, this is not directly related to
the nutritional energy provided to consumers. As displayed in Table 1, the major contributors to the
Spanish average diet are vegetable oils and cereals, responsible for nearly half of the energy supply.
However, the contribution of meat to nutritional energy supply is relegated to less than 12%, with
eggs as the food category providing the lowest amount of nutritional energy to consumers (2%). These
results are in agreement with data reported by the European Commission [76], which confirm that
livestock products, such as meat, fish and seafood, and dairy products, incorporate a substantial
amount of energy; in addition, the consumption of dairy and meat products has a major role in
GHG emissions.

Table 2. Energy invested from cradle to plate for the food categories under study, related CO2 eq.
emissions, and nutritional energy provided to consumer. PED—primary energy demand; GWP—global
warming potential; FLW—food losses and waste.

Food Category
PED

(kcal/cap/d)

Energy Provided
to Consumer

(kcal)

GWP
(g CO2

eq./cap/d)

Embodied
Energy in FLW

(kcal/cap/d)

Embodied GWP in
FLW (g CO2

eq./cap/d)

Eggs 1059 41 221 163 35
Meat 5465 261 1673 1162 378

Fish and
seafood 3170 99 468 852 128

Dairy 1411 289 496 137 55
Cereals 2717 456 372 1042 143
Sweets 156 103 28 35 8
Pulses 490 58 85 142 27

Vegetable Oils 717 461 158 150 39
Vegetables 3297 72 261 745 70

Fruits 690 159 159 171 52
Roots 330 53 51 88 16

Total 19,501 2000 3971 4685 951

When considering FLW, it was observed that embodied energy waste duplicates the daily energy
supplied to consumers (4685 kcal/cap/d). As shown in Figure 4a, the largest contributor to this fact is
the meat category, accounting for 25%. This is directly related to the unnecessary emission of CO2 eq.,
which also contributes 40% to the total GWP (Figure 4b). It is followed by cereals and fish and seafood
categories, for which a 22% and 18% embodied energy waste was estimated, respectively, whereas a
15% and 12% of embodied GWP waste was calculated.
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Figure 4. Contribution of each food category in the average Spanish diet to the (a) embodied energy,
and (b) embodied global warming potential (GWP).

These findings suggest the need for estimating the efficiency of the Spanish agri-food system. As a
first approach, the EROI indicator was used to estimate the energetic efficiency. As displayed in Table 3,
the maximum EROI was observed for sweets and vegetable oils, which means that such food categories
are the most efficient from an energy perspective. These results also suggest the need of studying
more in-depth nutrients that should be either encouraged or limited, in order to provide a nutritional
efficiency perspective. Results also show that animal-based products such as eggs, meat, and fish
present the lowest EROI values (3.1–4.0%), which agree with the study of Pelletier et al. [5], where an
eightfold difference between animal- and plant-based products was determined. An exception was
observed in our results for vegetables. This is mainly due to the inclusion of processed commodities in
this category, particularly tomato sauce, which exhibits an EROI value of 1.2%.

Table 3. Energy return on investment (EROI) values for food categories in the Spanish diet.

Food Category Eggs Meat Fish and Seafood Dairy Cereals Sweets

EROI (%) 3.90 3.96 3.14 20.52 16.79 66.00

Food category Pulses Vegetable Oils Vegetables Fruits Roots

EROI (%) 11.75 64.27 2.18 23.05 16.10

However, these efficiency results do not consider the environmental impacts of food production
along the supply chain. For this reason, DEA was combined with LCA, allowing a wider scope of
the efficiency of the Spanish agri-food system to be provided. To perform an LCA/DEA analysis,
it is firstly necessary to elaborate the DEA matrix. Table 4 represents the DEA matrix, composed of
11 DMUs, with each one represented by two inputs and one output, as explained in Section 3.4.

Table 4. Data envelopment analysis (DEA) matrix under study. DMU—decision-making unit.

Food Category DMU

Input 1 Bad Output (Input 2) Output 1

Primary Energy
Invested (MJ/cap/day)

GWP (g CO2

eq/cap/day)
Nutritional Supply

(kcal/cap/day)

Eggs 1 4.43 221 41.3
Meat 2 22.84 1672 216

Fish and seafood 3 13.25 468 99.7
Dairy 4 5.90 496 289

Cereals 5 11.36 371 456
Sweets 6 0.53 28.5 103
Pulses 7 2.05 85.0 57.6

Vegetable Oils 8 3.00 158 461
Vegetables 9 13.78 261 71.7

Fruits 10 2.84 154 151
Roots 11 1.38 50.5 53.1
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DEA Frontier was the software used for the computation of the DEA matrix [77]. Results using
CRS and VRS perspectives were compared and are shown in Figure 5, which includes the efficiency
score for each DMU. A food category was considered inefficient with an efficiency score φ < 1, whereas
ϕ = 1 represented an efficient food category. According to that, when the CRS perspectives were
considered, one food category was efficient (sweets), while a 0.97 efficiency was observed for vegetable
oils (see Figure 5a). The CRS approach presented a wide range of efficiencies, between 0.06 and 0.97.
Egg production was the least efficient food category, followed by fish, meat, and vegetables, with
similar efficiencies ranging from 0.06 to 0.08. On the other hand, when the VRS model was applied, a
total of two food categories were considered efficient (sweets and vegetable fats; see Figure 5b). Despite
the fact that the VRS approach presented an additional efficient DMU, the range of efficiencies was
lower than when using a CRS perspective, ranging from 0.06 to 0.56. Finally, the average efficiencies
(including efficient DMUs) were similar: 0.33 ± 0.34 for CRS and 0.40 ± 0.34 for VRS. Some authors
state that using a VRS approach rather than a CRS formulation leads to a higher number of efficient
DMUs since the constraint set for CRS is less restrictive and, consequently, lower efficiency scores
are possible [78]. In addition, the convexity constraint added in the VRS simply guarantees that each
DMU is only compared to others of similar size [43]. Therefore, considering that the unit of reference
(i.e., DMU) is, in each case, a different food category and that the food categories inventoried in this
study present different characteristics, we considered that the use of the VRS approach should prevail.

Figure 5. Efficiency (φ) score of the selected food categories (i.e., decision-making units (DMUs)) using
the (a) constant return to scale (CRS) model, and (b) variable return to scale (VRS) model.

The previous findings agree with the pattern observed for the EROI assessment. While this can be
taken as a verification of both approaches, DEA also provides a further exploration of the operational
inefficiencies and the improvement actions of the system under study. Hence, the DEA model was
also used to formulate new virtual and efficient values for the inputs of the inefficient DMUs, by
projecting the inefficient scores on the efficient targets established. Both PED and GWP were subjected
to minimization while maintaining the same nutritional supply.

Figures 6 and 7 compare the current environmental impacts of the different DMUs with the
target PED and GWP calculated with the LCA/DEA methodology. In other words, it presents the
environmental savings that would be reached in these DMUs if they were to operate under the efficient
conditions projected in the computed matrix. In this regard, when the CRS perspective was used,
primary energy invested savings ranged from 2.83% to 96.7%, while, when the VRS approach was used,
reductions ranged from 52.9% to 95.3%. The highest reductions were obtained by the most inefficient
food categories (i.e., vegetables, meat, fish, and eggs). On the other hand, GWP savings followed the
same trend, ranging from 19% to 96.4% for CRS and from 43.6% to 95.8% for VRS. Similarly, the highest
reductions were also reached by vegetables, meat, fish, and eggs.
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Figure 6. Primary energy invested (PED) for original DMUs (blue bar) and virtual targets for the
CRS model (orange bar) and VRS model (green bar). The lines represent the overall environmental
improvements for the CRS model (orange line) and VRS model (green line).

Figure 7. Global warming potential (GWP) for original DMUs (blue bar) and virtual targets for the
CRS model (orange bar) and VRS model (green bar). The lines represent the overall environmental
improvements for the CRS model (orange line) and VRS model (green line).

The results suggest that the planification of citizens’ diet may affect the quantity of embodied
energy waste and related environmental impacts. For this reason, specific strategies should be
addressed to the categories revealing larger inefficiency scores, such as meat, eggs, fish, and vegetables,
which all have better nutritional reputation than sweets or processed cereals. Figure 8 displays the
contribution of each stage of the FSC to the PED for eggs, meat, fish and seafood, and vegetable
categories. As stated by Batlle-Bayer et al. [64], in terms of the life-cycle processes, the primary
production phases were the major contributors to the PED for eggs (85%), meat (65%), and fish and
seafood (59%), while the household stage was the main contributor for vegetables (52%). These results
are related to the production of feed in the case of eggs and meat production [60]. According to
Ghasempour and Ahmadi [79], the production of feed (corn, soybean, and wheat), as well as the
poultry equipment, used in the production of eggs is associated wuth the most energy consumption,
whereas Skunca et al. [17] suggested the use of grain legumes as a protein source in feed instead of
soybean-based ingredients. This fact could decrease the resource consumption since the cultivation of
grain legumes does not require mineral fertilizer application. Moreover, in the case of beef, the use of
electricity and diesel during the suckling cow–calf stage was also significant in the primary production
phase [64].
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Other authors, such as Avadí et al. [80,81], Laso et al. [22], and Vázquez-Rowe et al. [82] assessed
the life cycle of processed fish products identifying the fishery stage as one of the most energy-intensive
due to the use of fossil fuels. Batlle-Bayer et al. [64] analyzed eight fish and seafood species (i.e.,
mussels, shrimps and prawns, Atlantic mackerel, European hake, sardines, salmon, tuna, and octopus),
identifying the use of diesel as the main contributor (around 98%) in the fishery stage, and the use of
electricity (around 97%) in the culture stage (mussels farming).

On the other hand, for vegetables, several foods were considered (tomato, lettuce, and veggies).
The fact that household consumption was the stage with the highest contribution to PED was due to
the use of energy when cooking veggies (i.e., boiling and frying) and cold storage for preserving their
shelf life. However, the agricultural production stage for vegetables was also important, representing
26% of total PED, due to the cultivation of lettuce, in particular, the use of diesel for machinery. In fact,
although the amount of PED required for meat, fish and seafood, and vegetable consumption is similar
(Table 4), it was distributed in different stages. Finally, the processing stage represented 19% of the
total impact due to the inclusion of processed products, such as tomato processed products, which use
fuel oil and electricity in their processing.

Figure 8. Distribution of the primary energy demand (PED) between the different stages of the food
supply chain for the most inefficient food categories: eggs, meat, fish and seafood, and vegetables.

5. Conclusions

Food systems are heavily reliant on energy resources, especially non-renewable resources. This
causes significant amounts of GHG emissions. In this study, the efficiency of the Spanish agri-food
system was addressed from an energy and environmental perspective. Firstly, an LCA was performed
to determine the PED and GWP impact results of the food basket with the representative food products
consumed in and out of home by a Spanish adult in a year. Thereafter, the EROI indicator was
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used to perform an energy-based efficiency assessment. Finally, DEA was coupled with LCA to
include environmental aspects in the efficiency assessment. Both approaches provided similar results,
suggesting a high correlation between PED and CO2 eq. emissions. Best results were obtained for the
categories of sweets and vegetable oils (φ = 1), while vegetables, fish, eggs, and meat exhibited the
lowest efficiency, below 0.1. As expected, animal-based products required more energy resources in
their production than vegetable-based products. However, it is important to mention that these types
of food (i.e., sweets and vegetable oils) are considered “empty kcals”, and their nutritional value is very
low, whereas eggs, meat, and fish are most valuable in terms of nutritional value. Therefore, it would
be interesting to considering other nutrients, such as proteins, in future assessments. On the other hand,
the unexpected results for vegetables are due to the inclusion of processed products in this category.
On average, approximately 70% energy-saving potential is estimated for the Spanish agri-food system
if it were to be efficient, with a similar reduction in related GHG emissions. These results suggest
the need for improving the efficiency of the FSC by introducing circular economy strategies, such as
establishing appropriate food waste management measures and the consequent reduction of FLW.
Therefore, the methodology proposed is a useful tool for promoting the circular economy of food. The
introduction of nutritional- and energy-based criteria, in addition to the environmental pillar, provides
an integrated framework for proposing integrated reduction targets. However, as ongoing research,
other criteria, such as economic and social aspects, could be considered. From the DEA results, it
is possible to define specific strategies for the categories revealing larger inefficiency scores, such as
meat, eggs, fish, and vegetables. In terms of the life-cycle processes, the primary production phases
were the major contributors to PED for eggs (85%), meat (65%), and fish and seafood (59%), due to the
production of feed (corn, soybean, and wheat) in the case of eggs and meat, and the use of diesel and
electricity in the fishery and cultivation stages, respectively. On the other hand, the household stage
was the main contributor for vegetables (52%) due to the use of electricity for cooking and cooling.

Finally, we can establish that DEA is a useful tool for energy optimization, identifying efficient
and inefficient food systems. This approach may be adopted by institutions, policy-makers, and
producers as a helpful instrument to support decision-making and improve the sustainability of
agri-food systems.
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Abstract: This article extends earlier research by the authors that was devoted to the experimental
evaluation of ultra-fine particles produced by the laboratory combustion of beechwood samples.
These particles can have severe influence on human health. The current paper presents a parametrical
study carried out to assess the influence of the composition of the atmosphere and the temperature
on the production of ultra-fine particles during the micro-scale combustion process. The paper
presents a laboratory procedure that incorporate the thermogravimetric analysis (TGA) and detailed
monitoring of the size distribution of the produced fine particles. The study utilises the laboratory
scale identification of the formation and growth of the fine particles during the temperature increase
of beech wood samples. It also compares the particle emissions produced by beech heartwood and
beech bark. The size of the emitted particles is very strongly influenced by the concentration of light
volatiles released from the heated wood sample. From the experimental study, decreasing oxygen
content in the atmosphere generally results in higher particulate matter (PM) production.

Keywords: particulate matter; fine particles; combustion particles; nucleation; particle growth

1. Introduction

In recent years, the monitoring of air pollution has been heavily focused on particulate matter
(PM) [1,2]. The negative impact of fine and ultra-fine particles has been studied by many authors.
Ultra-fine particles are dangerous to human health [3] and have much greater active surface than
larger particles with comparable weight and, therefore, have a greater ability to bind to other harmful
substances [4]. Particles smaller than 1 micrometre (PM1) are less than the minimum size for the lung’s
self-cleaning ability. The smallest particles can even diffuse through the wall of alveolar sacs and into
the bloodstream [3]. The ultra-fine particles are produced during combustion processes due to a rise
in temperature. Internal combustion engines and small furnaces are the main producers of ultra-fine
particles in urban areas [5] and most of the particles produced by these combustion processes are
PM1 [6], which becomes increasingly problematic in urban areas with a high density of residents using
cars and small furnaces. The production of ultra-fine particles from these sources is significant and
the final emission concentrations are dependent on the conditions of dispersion. Unfortunately, city
buildings are a great obstacle for air flow at the canopy layer of air and the low air velocity creates
conditions for a long residence time of particulates in air [7]. Ultra-fine particles do not sediment and
can remain in the environment for days and weeks. They are separated from the air by touching a solid
surface like walls, roads, vegetation, or a liquid surface like water bodies or raindrops. The ultra-fine
particles can grow to fine particles by (i) coagulation mechanisms, that aggregates colloidal and
macromolecular organic particles into larger clusters, (ii) by agglomeration, where particles bonding is
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based on the adhesion of the surfaces, by (iii) oxidation reactions or by (iv) condensation of condensable
vapours on the particle surface [8].

This paper focuses on the emissions of ultra-fine particles released by the combustion process
occurring in a small biomass furnace. There is a vast variety of those furnaces and in each of them
are different combusting conditions. Some parts of the furnaces have intense air flow that causes the
flying of ash. Sides of a combustion chamber are intensively heated by exothermic reactions as there
is a high concentration of volatiles in the combustion chamber. These volatiles undergo incomplete
combustion due to a lack of intake air and then cool down and condense – a mechanism resulting in
the nucleation of ultra-fine particles.

The measurement of the ultra-fine particles dispersed in the flue gas is important for identifying
the effects of furnace operating parameters (heat power output, a surplus of combustion air,
temperature) on the resulting emissions of the particles. Such measurements are also used for
comparison of different fuels in one furnace [9], but these experimental measurements do not provide
detailed insight at the sub-stages of the process of nucleation and subsequent agglomeration of
particles. Numerous studies published by different authors deal with this topic, but the process of
particle nucleation is still not sufficiently explained and clarified [10–12]. It is necessary to continue with
the experimental investigation of numerous samples and analyse the result for a better understanding
of the nucleation and the growth process. These processes are studied in laboratory conditions with
ideal combustion of fuel samples. This experimental research is the main target of this paper and uses
thermogravimetric analysis (TGA) for the identification of particles emitted from a small sample of
wood. The measuring instrument provides the particle size distribution of particulate matter. It is very
important to understand the nucleation and creation of these particles in the combustion process to
create viable strategies for their elimination.

An earlier study by the authors [13] dealt with a laboratory investigation of fine particulate matter
production from the controlled heating of beechwood samples in the atmosphere with 21% oxygen.
This paper extends this previous experimental investigation by using lower oxygen content in the
atmosphere during laboratory combustion. The limiting test case uses an inert atmosphere with
100% nitrogen.

2. Particulate Formation

When heat flux is applied to the solid phase of woods it is divided into three distinctive layers:
(i) the char layer, (ii) the pyrolysis layer and (iii) raw wood. Between the char and pyrolysis layer is
identified the char front in which occurs transition from raw wood into char by thermal decomposition
(pyrolysis). This transition is usually considered to take place at the 300 ◦C isotherm, called the
char-line [14].

When external heat flux affects the wood surface, part of the heat is reflected from the surface.
Convective heat transfer between surrounding gases and the wood surface also occurs. In the pyrolysis
layer, water evaporation occurs first and is later accompanied by pyrolysis reactions and the production
of gas volatiles. Vapour and gas volatiles penetrate through pores and leave the wood.

Released volatile components have different values of partial pressure. When they reach their
respective saturation point, the formation of a new phase begins – this is the nucleation process.
The molecules are clustered into ultra-fine particles up to 0.1 μm in size. These particles can further
grow by mechanisms mentioned in the introduction section. Particles that are formed in the combustion
chamber are called primary particles. Particles formed in the flue gas duct and in the atmosphere are
called secondary particles. Organic particles have different levels of volatility that divides them into
volatile organic compounds (VOC) and semi-volatile organic compounds (SVOC) [15].

2.1. Soot

Soot is a spherical particle of impure carbon coated in polyaromatic hydrocarbons (PAHs) [16].
These pollutants are usually the result of a fuel-rich combustion at high temperatures (over 900 ◦C).
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Combustion at low temperatures (under 700 ◦C) results in CO, VOC, smoke species, and soot coated
in oxidized PAHs [17]. Production of soot can also occur in fuel-lean conditions if some parts of the
fuel cannot be accessed by the combustion air both in the fuel bed and in the freeboard flue gas.

Modelling of soot formation is based on experimental work on laminar flames of simple and
clean fuels like ethylene and methylene, and to date, no model describes the formation precisely.
But there is an agreement on the basic mechanism of soot formation, and a mechanism known as
HACA —hydrogen abstraction–C2H2 addition, that also describes the evolution of PAHs, manages
to describe the nucleation of soot [18]. For the description of this mechanism, a basic chemical and
physical frame was created. In the chemical frame, the main precursor of soot formation is considered
to be acetylene C2H2 that is reacting to create higher hydrocarbons (aromatics with one or two rings)
that are the basis of PAH [19]. Once the PAH is formed, the physical frame can be used to describe the
rest of the formation. This consists of four steps: formation (nucleation), coagulation, condensation,
and surface growth [19]. Coagulation and condensation are shown in Figure 1. These two steps are
creating agglomerates that, after further reactions, turn into impure carbon nuclei. Oxidation by O2

and OH appears at all steps [18]. The main source of these pollutants is incomplete combustion and
is controllable to some degree, because when biomass is combusted on grate pyrolysis always takes
place, by the quality of the combustion process.

 

Figure 1. Nucleation and growth of combustion particles.

2.2. Fly Ash

Biomass generally contains trace amounts of metals and the most important of them is
potassium [17]. These metal elements are released during combustion and create the compounds
responsible for fouling the equipment after condensing on its walls. But some of these compounds
leave the combustion equipment in the form of aerosols that are dangerous for human health by
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themselves or when they create particles of fly ash in a similar fashion to the formation of soot particles.
The reason for this is that these mechanisms are interconnected.

The inception and growth of ultra-fine particles are very complex processes in which it is difficult
to quantify the intensity of individual incremental changes. A certain help in the quantification is
numerical modelling, but despite the great advances in the development of models and the greater
computational resources, it is not yet possible to account for every process and create an exact model
of the particulate’s inception and growth. Additionally, models of biomass combustion do not usually
account for particulates [20].

3. Experimental Procedure and Measurement Device

From the previously stated reasons, the focus of this paper is on the laboratory measurements of
the size distribution of ultra-fine particles emitted from the combustion of beech wood. The developed
laboratory procedure incorporates the advantages of thermogravimetric analysis and the detailed
monitoring of the size distribution of the produced fine particles. Thermogravimetric analysis (TGA)
allows to monitor the exact influence temperature has on a small fuel sample according to the
desired heating schedule by monitoring the weight of the heat affected sample and identifying
the weight loss. TGA can also change the composition of the atmosphere flowing around the sample.
By analysing the development of temperature change, it further identifies the presence of endothermic
and exothermic reactions.

The measurement was carried out by utilising a STA 449 F3 Jupiter TGA device (NETZSCH, Selb,
Germany). The base component of the STA-449 analyser is a very precise digital weighing system
with a vertical design. The analysed samples are placed into a shielded ceramic module (TG-module).
This module is linked to the weighting system itself. For the whole duration of the measurement,
the entire module is located in a gas-tight laboratory furnace with a controlled heating rate. For each
measurement the device provides a TGA curve showing the relationship between weight change and
the temperature of the sample.

The gas phase volatiles released by pyrolysis from the fuel sample during the measurement are
scattered in the test atmosphere and removed from the device. Subsequently, the resulting stream
is cooled down to the ambient temperature by flowing through the connected pipeline, creating an
aerosol stream that enters a Scanning Mobility Particle Sizer (SMPS). In SMPS are separated fractions
of different particle size. The production of fine particles during the process of combustion of the
wood sample was measured with a TSI-SMPS device (Model 3080-Series Electrostatic Classifiers
including CPC 3775, TSI Inc., Minneapolis, MN, USA). The SMPS consists of an aerosol neutralizer
and differential mobility analyser (DMA).

Almost every particle has some level of electric charge. The DMA requires the aerosol to achieve
a uniform and steady charge distribution. This is achieved with an aerosol neutralizer device, which
provides a process that neutralises the charge of particles. After neutralisation, the particles pass
through a bipolar charger and are all charged to a unified level. Then, the aerosol flows into the DMA
where sizing occurs, see Figure 2.

 

Figure 2. Scheme of the measuring equipment and the particles’ flow.
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As a particle sizing system, the DMA separates particles by size for high-resolution measurements
of the particle size distribution and allows particles in the range of 10 to 1000 nanometers in diameter
to be classified. The size of the particles in the polydisperse aerosol flowing though the DMA is
determined by their electrical mobility and as only particles of specific sizes are selected, a highly
monodisperse aerosol leaves the DMA. This aerosol continues to a condensation particle counter (CPC).
The purpose of this device is to measure the particle number concentration and identify particles in
the particle-size fractions.

The CPC function is based on condensation of butanol vapours on the monodisperse aerosol’s
particles that act as condensation nuclei. The condensation occurs in a cooled condenser and the
particles grow into larger droplets of such size that they can be counted by an optical detector when
passing through it [9].

4. Experimental Results and Discussion

Many parameters vary during the combustion process. Temperature and combustion air surplus
being the most variable depending on the location in the combustion chamber. The measuring
apparatus described in the previous section was used for the research of nucleation and growth
of the fine particles in the flue gas from beechwood combustion.

Plants and trees are mainly composed by cellulose fibrils [21]. Next to the cellulose cell walls
of wood are composed by lignin and hemicellulose. Cellulose and hemicellulose together are called
holocellulose. These three together principally represents the total carbohydrate fraction and are
considered as the bulk of wood. The proportions of holocellulose and lignin are different in various
parts of woody plants, and, therefore, their residues (sawdust, bark) have different compositions.
The beech is a genus of trees and the beechwood have the following composition: extractables (2%),
lignin (20%) and holocellulose (78%) [22], as shown in the Table 1.

Table 1. Chemical composition of beechwood. Adapted with permission from Elsevier [22].

Description Value

Density 730 kg/m3

Humidity 6.1%
Lignin 20%

Holocellulose 78%
α-cellulose 50%
Extractives 2%

Blocks of beechwood were used as testing samples with each block weighing 80 mg. The samples
were heated up in the thermogravimetric analyser from 20 ◦C to 620 ◦C over a period of 120 min.
The constant temperature increase was set at +5 ◦C/min. The experiments were carried out for beech
heartwood and beech bark. To simulate the wide spectrum of possible conditions of the combustion
process the samples were heated up in atmospheres with different oxygen concentrations, namely
with the concentrations of 0%, 5%, 10% and 15% of oxygen. Each atmosphere was prepared by mixing
pure oxygen and pure nitrogen from pressurised vessels connected to the TGA device.

Mass loss occurs during the controlled heating up the samples as shown in Figure 3. This figure
presents the temperature pattern of wood samples (increasing curve) and the associated weight loss of
the samples (decreasing curves). Water evaporates from the tested samples during the temperature
increase up to 120 ◦C, then light volatile compounds are released in the interval from 120 ◦C to
250 ◦C. In the interval from 250 ◦C to 300 ◦C occurs a rapid loss of a sample’s weight induced by
the intensive release of remaining volatile compounds. The release of these volatile compounds is
intensified by the heat generated from exothermic reactions that commence within these temperatures.
The interval from 300 ◦C to 500 ◦C is associated with the gradual decomposition of carbon in charcoal.
The relations presented at the Figure 3 show the different intensity of incineration of samples in
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different atmospheres. Higher concentration of the oxygen causes more intensive combustion of
charcoal. In the atmosphere formed only by pure nitrogen, 30% of the sample remained unburned in
form of charcoal. Influence of the oxygen content in the atmosphere is similar for beech heartwood
and beech bark.

 
(a) 

 
(b) 

Figure 3. Results from the thermogravimetric analysis of beech samples in different atmospheres.
(a) Beech heartwood; (b) Beech bark.

The thermal decomposition of the beechwood samples is influenced by the intensity of the
oxidation reactions. The result of the thermal decomposition is the production of ultra-fine particles
scattered in the gaseous products that leave the TGA apparatus. Figure 4. presents the obtained
distribution of the generated particle concentration for all tested concentrations of oxygen in the
atmosphere. The presented results represent the sum of all particles generated during the increase
of temperature from 20 ◦C to 620 ◦C over the testing period of 120 min. Significant concentrations
of the ultra-fine particles occurred within the particle mobility diameter of 50 nm–340 nm and the
maximum concentration corresponds to a particle size around 140 nm. This corresponds to the
typical concentration peak of combustion particles formed by the coagulation process. At 300 ◦C,
the highest concentrations of emitted particles were measured. This temperature is close to the ignition
temperature of the samples and causes an intense production of volatile compounds that subsequently
lead to the nucleation of a great number of particles that in turn, coagulate into large particles.
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(a) 

 
(b) 

Figure 4. The distribution curves of the total particle number generated over the testing period.
(a) Beech heartwood; (b) Beech bark.

Low concentrations of oxygen in the atmosphere generally caused a higher number of produced
particles. This relationship is valid for particle size bigger than 50 nm. In the case of a pure nitrogen
atmosphere, significant concentrations of particulate matter were obtained. This is due to the absence
of most oxidation reactions, also leading to a decrease in the local temperature affecting other reactions.
The dependence of the production of fine parts on the oxygen concentration in the atmosphere is more
pronounced when burning beech bark compared to the beech heartwood. Beech bark produces a
higher number of particles in the atmosphere of pure nitrogen. The same sample produces a lower
particle number in the atmosphere with 15% oxygen and more.

Figure 5 shows the total mass of all particles generated during the increase of temperature from
20 ◦C to 620 ◦C over the testing period of 120 min. The maximum total particle mass was identified for
particle sizes close to 200 nm. As oxygen concentration in the atmosphere increases, the total particle
mass generally decreases. Threshold oxygen concentrations in the atmosphere were identified to be
between 5% and 10% of oxygen. For oxygen concentrations up to 5%, the higher total particle mass
was achieved by burning beech bark; however, for oxygen concentrations of 10% and above, the higher
total particle mass was achieved by burning beech heartwood.

 
(a) 

 
(b) 

Figure 5. The relationship between the total particle mass generated over the testing period and the
mobility diameter of the particles. (a) Beech heartwood; (b) Beech bark.
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5. Conclusions

The fine and ultra-fine particles produced by combustion processes represent a significant
health risk. The entire process of inception and growth of these particles is very complex and still
not sufficiently described. The study of this issue in actual combustion devices is very difficult
due to the instability and diversity of the combustion process due to the wide ranges of devices
and fuels. The research presented in this paper focused on the emission of ultra-fine particles
from the controlled heating of small samples of beechwood (heartwood and bark). A connection
between thermogravimetric analysis and the mobility diameter measurement of particulates was
realised for this purpose. Other studies looking into the topic of particulate emissions from biomass
combustion were interested in: (i) the chemical composition of released volatile compounds from which
particulate matter can form [23–25], (ii) mass amount of particulate matter released by different types
of biomass [23,26–28] and (iii) number of released particles [23,26,28]. These studies were conducted
on small (domestic) biomass burners for different types of wood (beech included) and under various
conditions specified by % of the nominal output of the device under observation. But wider range
of atmospheric conditions is required for modern approaches for biomass combustion [29], pyrolysis
(0% O2) included. The study carried out in this paper was a parametric sweep tracking the influence
of different concentrations of oxygen in the atmosphere on the production of particulates during a
controlled heat up.

From the experimental measurements it can be concluded that increasing the temperature leads
to a higher emission of particles produced by the combustion process. This applies until the ignition
temperature is reached. This is most likely due to the increasing concentration of volatile vapours.
Just before the ignition temperature the highest amount of volatile vapours is evaporating from the
sample leading to the most intensive nucleation of particles resulting in their high concentrations,
coagulation and growth. When the ignition temperature of the volatile vapours is reached, which can
only happen if oxygen is present, the concentration of these vapours diminishes and so does the
production of the particulates. This diminishing process occurs until the maximum experimental
temperature of 620 ◦C.

The utilisation of the thermogravimetric analysis is suitable for the experimental measurement of
particulates produced by combustion and is a suitable tool for detailed insight into the sub-processes of
the particulate’s inception and growth during the combustion process, which can be further expanded
by performing the same study for other types of woods. With the information from [30] about the
effective density of the particulate matter a deeper insight into the researched problem can be obtained.
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