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Preface

Exergy has been defined as the maximum work that is useful, extracted from any 
process toward its equilibrium. Hence, it has a very strong connection with the 
second law of thermodynamics. In energy harvesting and management systems, 
the concept of exergy is very important because it represents the efficiency of the 
system. Exergy can be used as a tool to measure resource efficiency, as well as whole 
system sustainability. In addition, it can also be used to analyze and clarify the 
performance of each process; hence, methods of improvement can be determined.

This book is the result of a very careful selection of chapters and contributors 
in the related field. The book is divided into three main sections according to 
the approaches and purpose of each proposed chapter. The first chapter in the 
“Introduction” section, deals with detailed exergy analysis of developed photo-
voltaic/thermal systems employing nanofluid, which are designed to harvest solar 
energy efficiently. Various models have been developed and compared with each 
other to achieve optimum design and conditions. In addition, the utilization of nano-
fluid as optical filters of solar radiation leads to higher exergy efficiency. The second 
section, “Advanced energy conversions,” describes several advanced technologies 
that are considered to have great potential in energy conversion and harvesting, and 
comprises three chapters. The second chapter describes the idea of power-to-gas 
energy storage systems coupled with a combined cycle employing chemical looping 
combustion technology to facilitate base and intermediate loads of power utilizing 
unused or surplus electricity from the grid. In addition, the idea of chemical loop-
ing also results in very clean energy conversion due to its capability to separate the 
produced CO2 during the reduction process. In this chapter, to achieve high total 
energy efficiency, the idea of enhanced process integration technology is employed 
resulting in efficient and optimal heat and exergy recovery throughout the system. 
The third chapter focuses on novel models and design for energy conversion (power 
generation) using the principles of electromagnetics. The text contains a detailed 
description related to electromagnetic induction, magnetic susceptibility, poten-
tial materials, and magnetic hysteresis. In addition, a diagram of electromagnetic 
systems is also provided and explained.

The third section focuses on the idea of “innovative energy management systems” 
toward high-quality energy systems and contains two chapters. The fourth chapter 
is dedicated to the utilization of electric vehicles for demand-side energy manage-
ment. The vast deployment of electric vehicles is considered to have great potential 
when they can be utilized effectively for providing ancillary services to the grid. 
In addition, the utilization of electric vehicles in load scheduling can facilitate 
households to alleviate the network load burden, in addition to reducing electricity 
bills. Also in this chapter, two different models of demand response assisted using 
electric vehicles are described, including electric vehicle auxiliary power supply 
and neighbor energy-sharing models. The objective of the developed models is to 
optimize the load distribution for both individual and multihousehold networks 
via vehicle-to-home and vehicle-to-neighbor connections. Finally, the fifth chapter 
explains the utilization of supercapacitors as very responsive energy storage devices 
in low-power modules. The supercapacitor has many advantages compared to other 
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types of energy storage, including high charging and discharging rates, very small 
capacity degradation, low toxicity of used materials, and high cycle efficiency. 
The chapter explains in detail the characteristics and performance of a lithium-ion 
supercapacitor, especially its usage for low-power sensor modules.

It is expected that this book will provide and enrich the state of the art in advanced 
energy systems, including energy conversion and management. All the chapters 
cover a broad range of disciplines, which are correlated in terms of the efforts 
toward efficient energy systems. In addition, the correlation between energy and 
exergy, and their understanding, are believed to be very important to improve 
energy efficiency and guarantee better energy quality.

Muhammad Aziz
The University of Tokyo, 

Japan
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Chapter 1

Introductory Chapter: Green 
Energy Systems
Muhammad Aziz

1. Introduction

As one of the very crucial elements of life, energy has given huge impacts in 
forming the domestic and international policies of the country, raising the environ-
mental issues, changing the social dimensions, accelerating the economic growth, 
etc. The study related to energy has focused mainly on finding and establishing 
the new and efficient ways to produce (convert), store, transport, and utilize the 
energy. The conventional energy system, coupled with the huge demand of energy 
due to industrial activities, has resulted in various social, psychological, and envi-
ronmental problems. Concretely, conventional combustion of fossil energy sources 
has accelerated the emission of greenhouse gases (GHGs), leading to high concern 
on climatic issues. In order to tackle down the above problems, several research have 
been developed, especially related to the way to achieve greener energy systems. 
Dincer and Zamfirescu [1] have proposed the concept of greenization, which refers 
to the efforts to greenize the energy systems, including the processes and applica-
tions with high sustainability.

Some academic efforts to clearly analyze the problems also include several 
theoretical approaches to correlate the theories to their real implications. The 
intensive correlation of thermodynamics toward sustainable energy systems and 
environment has been studied by Hammond [2]. In addition, Bejan [3] also used the 
theory of entropy generation minimization in order to analyze the energy policy. 
Discussing the energy policy, there is a strong relationship between the exergy 
destruction and environmental impact. Lower exergy destruction leads to higher 
energy efficiency of the system; hence, the systems consumes less energy input 
 followed by lower environmental impact, leading to the sustainability of the system.

2. Challenges in energy systems

Figure 1 shows four essential pillars related to energy issues, covering security 
and resilience, economy, social, and environment. In energy security, recently, the 
issue is not only limited to the security of supply but also includes the capability 
of the system to respond and recover back when any disturbance in the energy 
system occurs. Therefore, the security and resilience correlate strongly to both 
quantitative and qualitative aspects of energy. Furthermore, the economic issues 
cover several major points including equity, participation, economic performance, 
and open opportunity to the whole players. All of the entities in the system can 
behave as energy producers and consumers simultaneously, leading to the concept 
of “prosumer.” The equal opportunity provided to the all players involved in the 
system potentially accelerate and maximize the introduction of renewable energy, 
as well as improve the total economic performance. The environmental issues deal 
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strongly with some challenges to realize the green and clean energy system which 
give a minimum influence to the environment, as well as keep both the system and 
environment to be sustainable. At the last, the social issues are related strongly to 
the problems in equal and appropriate distribution of the energy to the consumers. 
Energy is very essential element in human activities; therefore, the correlation and 
balance of those four pillars in energy system are very important.

The transition of the energy systems from currently high- to low-carbon 
emitting systems has led to several socioeconomic-environmental opportunities. 
However, there are still many unresolved issues related to the correlation among 
the energy, economic growth, and social welfare. The prediction and projection of 
energy systems in the future, especially related to the balance of both fluctuating 
demand and supply, face many uncertainties, due to several parameters including 
social, economic, weather, climate, and technological developments.

Long-term accurate and flexible (responsive) strategies on energy will gave a 
strong confidence to all of the energy entities involved in the system/region. The 
dynamic and fast changes in energy systems have occurred time by time following 
the technological and social changes in the community.

3. Exergy

Energy has two different measures, which are quantity and quality. The 
energy quantity is the amount of energy which is supplied or consumed, while 
the energy quality deals with the availability/usability of energy resource to 
be consumed. The latter has revealed the concept of exergy. It is very strongly 
correlated to both the first and second laws of thermodynamics. The exergy is 
possibly destructed, which is different with the concept of energy as it is con-
served. It strongly relates to the concept of entropy generation; however, exergy 
can be useful in determining the system components which are responsible for 
the system irreversibility [4].

The concept of exergy is very useful for economic, ecological, and sustainability 
measures, as its capability to describe the quality of the energy resource. The exergy 
analysis also includes and considers the impact of energy stream to the environ-
ment, which further influences significantly both energy and environmental 
policies. The exergy is a very potential indicator for the policy makers and industrial 
practitioners in justifying the energy system and resources [5].

Figure 1. 
Essential pillars in energy system.
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Figure 2 shows the possible utilization of exergy in practical applications. First 
of all, the exergy is very important to model and optimize the developed design 
of the processes or systems, before they are being developed and constructed. 
Furthermore, exergy is also convenient tool to analyze the performance of the 
developed system, as well as measure and predict the possible improvement points 
which can be performed.

The exergy of the system, Ex, is basically represented as follows:

  Ex = S (T −  T  0  )  − V (p −  p  0  )  +  ∑ 
i
      n  i   ( µ  i   −  µ  io  )   (1)

where S, T, V, and p are entropy, temperature, volume, and pressure, respec-
tively. In addition, ni and μi are number of moles of substance i and chemical 
potential of substance i. From Eq. (1), it can be understood that the exergy could 
be zero when the system reaches the equilibrium with the surrounding environ-
ment. Practically, the exergy depends on several condition parameters, including 
temperature, pressure, chemical potential, electricity, magnetism, gravity, and 
radiation [6].

By adopting the exergy, both the quantity and quality of energy are coherently 
considered, resulting in the holistic approach of the energy itself. This is compat-
ible for all cases of energy systems and all types of energy resources. Therefore, the 
economic and social prices of the energy systems and resources can be more clearly 
defined, as well as their impacts to the environment.

4. Conclusion

Development of sustainable energy system requires comprehensive knowledge, 
deep scenario analysis, and referable case studies. The discussion of energy requires 
a deep analysis of both quantitative and qualitative aspects. In addition, energy 
sustainability strongly imposes sustainability in other sectors, including economic, 
social, and environmental. The concept of exergy potentially leads to the opportu-
nity for energy efficiency in the targeted system. The coherent understanding and 
application of both energy and exergy is urgently demanded. The inclusion of exer-
getic consideration in energy policy and practical application is strongly expected to 
be able to realize the sustainable and efficient energy system in the future.

Figure 2. 
The exergy concept for practical applications.
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Abstract

Renewable energy provides a quick win solution for global warming, but it
comes with drawbacks. Renewable sources such as solar and wind are not available
for continuous use; thus, intermittency of electric power generation is an issue.
Fluctuation of electricity production could damage the grid. Throughout the years,
researchers have come up with solutions to solve this problem by storing the excess
electricity via an energy storage system. One of the most efficient options is through
solid oxide electrolysis cell (SOEC) to produce H2. In itself, H2 contains a lot of
energy and can be converted to electricity via combustion or fuel cell. Therefore,
storing electricity in the form of H2 could prove to be effective. Energy storage
systems such as power-to-gas may provide a clean and efficient way to store the
overproduced electricity. In this work, a power-to-gas system coupled with a
chemical looping combustion combined-cycle system is proposed to provide base
and intermediate load power from the unused electricity from the grid. Enhanced
process integration was employed to achieve optimal heat and exergy recovery. This
chapter focuses on the design of a system consisting of a power-to-gas conversion
method and a H2-powered chemical looping combustion power generation system.

Keywords: chemical looping combustion, solid oxide electrolysis cell,
system modeling, power to gas

1. Introduction

Combustion of fossil energy sources for industrial processes around the world
contributes massively to the creation of greenhouse gases (GHG) and mainly CO2.
This has been a major problem worldwide as it directly increases the pollution level
and the likelihood of the earth’s increase in temperature. This led the international
community to investigate ways to prevent this phenomenon [1]. Besides, fossil fuels
are inevitably bound to be depleted in the future [2]. As of right now, as much as
84% of the world energy consumption is still fossil fuel driven, less than what the
previous year had (85%); even so, it is still very high. Without a radical transfor-
mation, fossil fuel will still be the majority of energy source in the foreseeable
future. This condition necessitates scientists and engineers to provide a sound
solution. Efforts to reduce the fossil fuel usage and transition to sustainable energy
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sources remain a challenge for scientists and engineers alike. Alternative renewable
and clean energy technologies are actively being developed now [3, 4]. Fossil fuel
combustion for power generation and industrial processes around the world is a
key contributor to CO2 emissions and had caused the earth’s temperature to increase
ever since the industrial revolution. This brought the international community to
implement emission regulations and policies to mitigate GHG effect on the earth
while transitioning to sustainable alternatives to fossil fuels [1]. This is also
supported by the fact that fossil fuel reserves are depleting due to massive use
around the world [2]. Right now, as much as 84% of the world energy consumption
is still derived from fossil fuels, which is less than what the previous year had
(85%). Without a radical change, fossil fuel will still be the key energy source in the
foreseeable future. Thus, efforts to reduce the fossil fuel usage and transition to
sustainable energy sources remain a big challenge. Alternative renewable and clean
energy technologies are actively being developed now [3, 4].

It is widely agreed and practiced that the conversion of fossil fuels into energy is
mainly through combustion. It is an extremely efficient process and very mature
in terms of technology. Its development dates back to the seventeenth century
when the first steam engine was introduced. Regardless of its convenience now,
combustion processes release lots of GHG and harmful gases (e.g., CO2, SOx, NOx).
Even so, combustion technologies will still thrive as a primary contributor to the
world’s power generation. This necessitates scientists to develop a combustion
method that is also environmentally friendly. Many research and development
efforts have been put into finding new combustion methods. One of the major
drawbacks of traditional method for combustion utilizes air, where, upon reaction,
NOx and sometimes SOx will form and will potentially cause health indications if
inhaled over time. One of the most promising solutions for a clean combustion
process is to react the fuel directly with pure oxygen, or simply called
oxy-combustion. This method will only generate CO2 and H2O emissions. Although
being clean and efficient, the drawback of this process is that it requires prior
separation of oxygen from the air in the atmosphere, which directly increases cost
and efficiency penalty for the power plant.

Moreover, one similar solution, the emission could just be removed completely
if renewable energy is used. Even so, the drawback of renewable energy usage is the
intermittency of its production. Thus, the development of renewable energy
systems throughout the years has generated a new interest in energy storage
technologies. It is a dominant contributor in a renewable energy system. Despite
being sustainable and clean, it has been reported that the use of renewable energies
from solar and wind power sources has caused burdens to the electricity grid.
Energy storage technologies include H2, batteries, flywheels, compressed air,
ultracapacitors, pumped hydro, and compressed gas [5]. Energy storage could
mitigate power variations, enhance the system’s flexibility, and provide a scheme
where surplus electricity from the grid could be stored and dispatched on
demand [6].

Driven by the same problem, overproduction of electricity is also being
demonstrated in Indonesia where renewable energy is not widely available yet.
Heavily reliant on fossil fuels, the country consumes as much as 87.5% of all its
power generation right now [7, 8]. Furthermore, according to the National
Electricity Company in Indonesia (PLN), by default, Java-Bali sector of Indonesia’s
power generation generates as much as 6000 MWe excess electricity production,
which is wasted due to lack of energy demand. Likewise, this indicates a strong
need for energy storage option. It is widely considered that the conversion of fossil
fuels into energy is mainly through combustion. The development of combustion
processes for power dates back to the seventeenth century when the steam engine
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was first founded. With all its convenient characteristics, combustion process
releases lots of GHG and harmful gases (e.g., CO2, SOx, NOx). Seeing that
combustion technologies will remain as a primary contributor to the world’s power
generation, many research and developments have been put into finding new
combustion methods. One of the promising ideas for clean combustion is to react
the fuel directly with pure oxygen, or simply called oxy-combustion. This method
will only generate CO2 and H2O emissions. Although being clean and efficient, this
method requires prior separation of oxygen from the atmospheric air, which may
increase cost and cause efficiency penalty for the power plant.

Moreover, the GHG emission could just be removed completely if renewable
energy is used. The development of renewable energy systems throughout the years
have generated a new interest in energy storage technologies. It is a dominant
contributor in a renewable energy system. Despite being renewable and clean, it has
been reported that the use of renewable energies from solar and wind power sources
have caused burdens to the electricity grid. Energy storage technologies include
H2, batteries, flywheels, compressed air, ultracapacitors, pumped hydro, and
compressed gas [5]. Energy storage could mitigate power fluctuations, enhances the
system’s flexibility and provides a scheme where surplus electricity from the grid
could be stored and dispatched on demand [6].

By the same token, overproduction of electricity is also being demonstrated
in Indonesia, where renewable energy is not widely available yet. Heavily reliant on
fossil fuels, the country consumes as much as 87.5% of all its power generation right
now [7, 8]. Furthermore, according to the stated-owned electricity company in
Indonesia, PLN, by default, Java-Bali sector of Indonesia’s power generation
generates as much as 6000 MWe excess of electricity production, which are wasted
due to lack of energy demand. Likewise, this indicates a strong need for energy
storage option.

1.1 Hydrogen production and utilization

Hydrogen as an alternative energy source is predicted to have a powerful role
in the low-carbon future [9]. It is long recognized as a sustainable fuel due to its
favorable characteristics [10]. Besides that, hydrogen is greatly abundant on earth,
albeit in its oxidized state (H2O) [11]. Presently, H2 is commercially produced using
reforming technologies on hydrocarbon fuels. Researches for the production of H2

have been a great interest for a long time. The routes to produce H2 vary from
chemically to electrochemically. Chemically, supercritical water gasification
(SCWG) of biomass and syngas chemical looping (SCL) are among the most
efficient ways to produce hydrogen [11, 12]. Compared to other types of
gasification, SCWG utilizes more steam, thus promoting more reforming of the
gases to produce H2.

Moreover, from the electrochemical routes, many types of water electrolysis are
considered to be effective for H2 production by splitting water. Proton-exchange
membrane (PEM) electrolysis and alkaline water electrolysis are the most used
technology due to their maturity [13]. Typically, PEM electrolysis and alkaline
water electrolysis have energy efficiencies of around 50–80%. Furthermore, solid
oxide electrolysis cell (SOEC) is another type of electrolysis method that utilizes
a high temperature of around 750–1000°C and 10–15 bar of pressure [14]. In
higher temperatures, higher efficiency could be achieved due to smaller energy
requirements.

The utilization of H2 also varies from just energy storage to electric power
production. Various H2 energy conversion technologies are already generally
understood, and many are already under commercial real-world developments
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[10]. Fuel cells are among the best and are among the most efficient ways for energy
conversion from H2 for electric power production [15]. Integration of fuel cells
with other technologies remains a challenging puzzle. Various integrations of fuel
cell and other systems are currently being investigated [16]. Generally, fuel cell is
very versatile in terms of fuel types and various operating conditions. Nevertheless,
one of the major drawbacks of fuel cell is that the membrane used in the cells may
have a relatively short lifetime and, hence, could potentially add costs to fuel
cell systems.

Numerous efforts have been made to integrate fuel cells, especially SOEC with
other energy conversion technologies. Cinti et al. proposed and investigated an
integrated SOEC and Fischer-Tropsch system to produce methane from surplus
renewable energy [17]. Energy and exergy evaluation of an SOEC-methanation
system is also evaluated by Luo et al. [18]. Kezibri et al. also modeled a power-to-gas
system for oxy-combustion power generation [19]. But they utilized and considered
a proton-exchange membrane-based electrolyzer, which is heavily reliant on the
membrane and did not further evaluate the possibilities of system and heat
integration. All these efforts can prove high potential of hydrogen energy utilization
in the future. Unfortunately, there is still no significant effort made to provide an
efficient energy system utilizing SOEC technology for hydrogen and,
subsequently, power.

1.2 Chemical looping combustion power system

Chemical looping combustion (CLC) is a new and leading-edge energy
conversion method that utilizes metal oxides or otherwise called oxygen carriers to
oxidize the fuel instead of atmospheric air. It uses two reactors, namely, the reducer
and the oxidizer. Mixtures of metal oxide and some inert solids for heat dilution
are being circulated throughout these two reactors. The process starts when fuel is
oxidized in the reducer reactor; afterwards, the reduced metal oxide will be re-
oxidized by air in the oxidizer while also generating heat in the process. These
processes are being repeated in a looping fashion. There have been many reports on
the use of various types of fuels, including hydrocarbon and biomass. Typically,
exhaust gas containing CO2 and H2O will be generated from the fuel oxidation,
and CO2 will be easily separated by condensation. Inherent CO2 separation and
storage are possible in this system due to the separate combustion processes.
Furthermore, if H2 is used, the combustion product will be just H2O. Thus, this
combustion technology has a high potential as a zero emission power generation
system due to its favorable characteristics, namely, the inherent separation capabil-
ity for CO2. As a comparison, this system could achieve the same advantage that
an oxy-combustion power plant has without the need to separate air first with an
air separator unit (ASU).

Thus, this paper tries to focus on the effort to propose an efficient energy system
which comprises of SOEC and chemical looping combustion (CLC) combined
cycle power generation to produce baseload power from hydrogen as a sustainable
zero emission energy source. The produced H2 is fed to the CLC power generation
system where it is mixed with natural gas. This way, environmental burden caused
by GHG can be decreased as we are producing less CO2 compared to traditional
natural gas-fired power generation system. Detailed process integration and the
calculation are discussed in Sections 2 and 3. Besides that, parameters and operation
conditions are evaluated to further improve the system’s energy conversion effi-
ciency and its key design parameters.

This paper focuses on the effort to propose an efficient energy system that
comprises of SOEC and chemical looping combustion (CLC) combined cycle power
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generation to produce base and intermediate loads power from both natural gas
and renewable energy-based hydrogen. The produced H2 from renewable energy
source is fed to the CLC power generation system where it is mixed with natural
gas. By this way, environmental burden caused by GHG can be decreased as the
process is producing less CO2 compared to traditional natural gas fired power
generation system. In addition, the inherent fluctuation characteristic of renewable
energy can be stabilized, producing a stable and reliable power generation to the
grid. Detailed process integration and the calculation is discussed in Sections 2 and
3. Besides that, parameters and operation conditions are evaluated to further
improve the system’s energy conversion efficiency and its key design parameters.

2. Proposed integrated system

2.1 Integrated SOEC and chemical looping combustion power generation
system

Figure 1 depicts a simplified process flow diagram for the proposed system. The
system itself consists of an SOEC as the H2 producer module and a chemical looping
combustion combined cycle (CLCCC) as an electric power generation module.
Theoretically, the CLCCC could act as the main electric power generator providing
a stable electrical power output that is suitable for base and intermediate loads. The
CO2 emitted from the combustion process is basically separated. This leads to low
CO2 emission and potentially zero CO2 emission if H2 is used. For this system, a dual
fuel system is considered where natural gas is considered, while the H2 produced
from the electricity from renewable energy sources or surplus electricity from the
grid becomes additional fuel. Theoretically, the produced H2 is consumed without
being stored; therefore, the flow of natural gas to CLCCC decreases accordingly.
Although, a storage infrastructure could also be considered for H2 in such system, it
is not considered for this study. Hence, the generated electric power from the
system is assumed stable, without being influenced by the fluctuation that comes
with renewable energy sources and grid surplus electricity.

Overall, surplus electricity from the grid is used to convert H2O into H2 and O2

via the SOEC process. Afterwards, as described in the previous part, the H2 is
directed and fed directly to the CLCCC module. On the other hand, additional O2 is
also being fed into the CLCCC power system along with air, which potentially leads
to higher combustion temperature. Table 1 describes the main assumptions and
parameters used for the developed CLCCC system.

In order to achieve highest energy efficiency for the system, enhanced process
integration methodology is utilized. This approach primarily focuses on heat and
exergy recovery in the system via heat exchanger integration and compression [20, 21].

Figure 1.
General overview of the integrated system.
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Waste heat from hot downstream processes is utilized to support the heat require-
ments of upstream processes recuperatively. Exergy is also elevated in cold streams
via compression. It is a proven methodology that has been demonstrated by various
works for producing electricity or hydrogen from various sustainable sources,
especially biomass [9, 11, 22].

Basically, the CLCCC is somewhat similar to a traditional combined cycle with
a gas turbine, but the combustor in such system is replaced by two chemical
looping combustion reactors that act as the heat source for the downstream tur-
bines. As opposed to the traditional method, the produced fuel gas that is rich in
CO2 could be directly separated as it does not produce other by-products except
CO2 and H2O. Thus, the separation of CO2 is significantly less energy intensive than
the traditional separation method. The schematic diagram of CLCCC is shown in
Figure 2. In a dual fuel scenario, H2 and CH4 (natural gas) are considered to be fuels
for this system, with the key assumption of a reactor design that would support
the use of these two fuels. Two fuel gas streams coming out of the CLC process,
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RT is directly separated by condensation and then compressed and stored. On

Component/system Unit Value

Solid composition 70% metal oxide

15% SiC

15% Al2O3

Generator efficiency % 98

Compressor isentropic efficiency % 90

Turbine isentropic efficiency % 90

Fuel flow rate kg/s 6

OT inlet temperature °C 1400

RT inlet temperature °C 800–900

ST inlet temperature °C 700

Operating pressure Bar 15–35

ST inlet pressure Bar 250

Table 1.
Details on the parameters and assumptions used in the CLCCC.

Figure 2.
CLCCC power generation system.

16

Exergy and Its Application - Toward Green Energy Production and Sustainable Environment

the other hand, the high-temperature gas leaving the OT is used to generate steam
for generating more power via a steam cycle.

2.2 Solid oxide electrolysis cell for H2 production

As discussed in the previous section, SOEC is regarded as one of the most
efficient electrolysis processes to produce pure H2 [23]. For the purpose of this
study, SOEC is considered favorable if it is used for power-to-gas energy storage.
In this case, the input electricity used for the SOEC is the surplus electricity from
the grid (especially due to surplus from renewable energies) or directly from
renewable energy sources. Afterwards, the generated H2 will be stored temporarily
or can be directly integrated with the CLCCC system described before. The
SOEC parameters in this study are based on the research conducted by
Udagawa et al. [23]. The detailed parameters are provided in Table 2.

3. Process modeling and calculation

For the purpose of system, mass, and energy balance simulation, ASPEN Plus
V8.8 from Aspen Technology, Inc., is utilized in this study. Key assumptions made
for this model are listed in Table 1 that are primarily taken from other experimental
and numerical researches. The operating conditions are chosen based on other
literatures [23–25]. Key thermodynamic assumptions are as follows: (i) ambient
temperature is set to 27 °C; (ii) no heat loss is assumed; and (iii) air is assumed to
contain 79% mol N2 and 21% mol O2. RStoic reactor blocks are used to model the
reducer and oxidizer reactors in ASPEN Plus. Simplistically, in the reducer, the
metal oxides will be reduced by the fuels, which are H2 and CH4, and then circu-
lated to the oxidizer where it is re-oxidized by air. The operating reactors are
assumed to be an entrained flow type for the oxidizer, and a moving bed type is
used for the reducer.

To identify different parameters used in this study, three types of metal oxides are
evaluated for the CLCCC process. Two of the most studied oxygen carriers, nickel
oxide (NiO) and iron oxide (Fe2O3), are each utilized for the CLCCC process. Addi-
tionally, CaSO4, also known as gypsum, is also utilized and evaluated in this study
due to recent interests for this material as an oxygen carrier due to its favorable
chemical characteristics [26]. All of these metal oxides have many distinctive charac-
teristics, such as resistance to elevated temperatures, high oxygen concentration, and
so on that could provide extra benefit and efficiency boost to the CLCCC system.
Table 2 provides the description of the metal oxides used in this study.

Component/system Unit Value

Power input MW 350

Produced hydrogen Nm3/h 87,803

Produced oxygen Nm3/h 43,901

Operating temperature °C 750

Operating pressure Bar 10

Efficiency % 88

Table 2.
Assumptions for the SOEC used in the model.
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And then, for parametric purpose, different H2 and CH2 mix flow rates are
considered. It is aimed to simulate different intermittent or fluctuating renewable
energy source used to generate H2 in the SOEC. The key assumption is that the heat
rate for the CLCCC is assumed to be the same for each different mixture. The base
case is 6 kg/s of H2. And then, for the metal oxide mixture, inert solids are also
considered as heat diluents and heat carriers. The mass fraction is assumed to be
70% metal oxide and 30% inert materials, which consist of 15% SiC and 15% Al2O3

as suggested by Fan [25]. Figure 3 shows the detailed process flow diagram of the
proposed system (Table 3).

As described in previous parts, the process begins with the fuel produced in the
SOEC entering the CLCCC along with natural gas. The mixture is then directly
combusted in the reducer. The fuel gases leaving the reducer and oxidizer are
expanded in the RT and OT, respectively, for electricity production. The CO2

leaving RT is separated and compressed up to 200 bars for storage. Besides that, the
fuel gas leaving the OT is utilized for heat addition of air and water streams. On
the other hand, the heat in reducer gas is also used to heat the water feed stream in
HX-1 and compressed air in HX-2. And then, HX-2 is also utilized to cool down the
compressed air coming from C2 to reduce additional compression work in
downstream processes.

The system’s total energy efficiency is defined and calculated as follows:

WGen ¼ WRT þWOT þWST (1)

WUsed ¼ WCompressors þWPump þWAuxilary (2)

ηtot ¼
Wgen‐Wused

LHV: _mfuel
(3)

where, WGEN, WRT, WOT, and WST are the total work obtained from the
system, works obtained from RT, OT, and ST, respectively. In addition, WUsed,

Figure 3.
Detailed process flow diagram of the CLCCC power generation process.
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WCompression, WPump, and WAuxiliary are the total consumed work by the system,
works consumed by compressors, pumps, and auxiliaries, respectively. Finally, the
total energy efficiency ηtot is defined as the ratio of net produce power to the total
calorific value of the fuels, including H2 and CH4.

4. Results and discussion

The parametric analysis has been done to provide a better understanding of
the key design parameters of the SOEC-CLCCC system. First of all, as mentioned in
the previous section, CaSO4, Fe2O3, and NiO are each adopted and evaluated in
the CLCCC system as oxygen carrier. Afterwards, different operating pressures
from 15 to 35 bars, with an interval of 5 bars, are simulated for each system.
Furthermore, different percentages for the H2 used as fuel are also being
investigated.

For the case of CaSO4 as the oxygen carrier, the results are presented in
Figure 4. The effects of different pressures and fuel mixtures are evaluated in the
graph. The main characteristics of this particular oxygen carrier are high oxygen
transport capacity, high temperature resistance, and highly exothermic reactions
with the fuels used. Generally, the main driver for efficiency is the different fuel
mixture. The highest energy efficiency obtained is 53%, with full H2 feed. The
efficiency decreases along with decreasing H2 use. Basically, more CH4 is required
with each incremental reduction of H2. Thus, more compression duty is required for
the fuels due to higher flow rate. By the same token, lower pressures are more
favorable for this case due to high compression work required. Thus, 15 bars achieve
the highest efficiency of 54%.

Afterwards, when Fe2O3 is used as oxygen carrier, the highest energy efficiency
obtained by the system rises to about 56%. The relationship is depicted in Figure 5.
Basically, the trend is similar to the CaSO4 system. When the H2 percentage
decreases, the energy efficiency decreases accordingly to about 45–47%. And then,
lower pressures tend to be more preferable to achieve higher energy efficiency. This

Metal
oxide

Characteristic

Minimum melting
point (°C)

Oxygen transport
capacity (wt%)

Representative reactions*

Fe2O3/FeO 1565 10 (R)Fe2O3 + H2 ➔ 2FeO + H2O

(R)FeO + H2 ➔ Fe + H2O

(R)4Fe2O3 + CH4 ➔ 8Fe + 3CO2 + 6H2O

(O)4Fe + 3O2 ➔ 2Fe2O3

NiO/Ni 1455 21.4 (R)NiO + H2 ➔ Ni + H2O

(R)4NiO + CH4 ➔ 4Ni + CO2 + 2H2O

(O)2Ni + O2 ➔ 2NiO

CaSO4/CaS 1460 47.06 (R)CaSO4 + 4H2 ➔ CaS + 4H2O

(R)CaSO4 + CH4 ➔ CaS + CO2 + 2H2O

(O)CaS + O2 ➔ CaSO4

*(R) reactions occur in the reducer and (O) reactions occur in the oxidizer.

Table 3.
Details of the oxygen carriers used in the system.
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oxygen carrier has the lowest oxygen carry capacity compared to the other two
oxygen carriers, but it has the highest melting temperature.

Furthermore, Figure 6 shows the relationship of the operating pressures and the
hydrogen percentages to the energy efficiency when NiO is used as oxygen carrier.
In this case, the achievable maximum energy efficiency is about 56%. When H2

percentage is reduced, the energy efficiency of the system further decreases to
about 45–47%. Moreover, when larger amount of CH4 is supplied, larger energy is
required for CO2 compression. NiO as an oxygen carrier has the second highest
oxygen carry capacity and melting temperature compared to the other two oxygen
carriers used in this study. These differences in efficiencies are driven by the
difference of the heat released by the reactions that exist in the reducer and
oxidizer.

Generally, from process modeling, operating pressure of the CLC system plays a
significant role on changing the system’s power intake and production. Process
modeling suggests that the highest compressor work is consumed for the air com-
pression process. Due to lower heating value of CH4 compared to H2, the system

Figure 4.
System energy efficiency vs. operating pressure for the CaSO4 system.

Figure 5.
System energy efficiency vs. operating pressure for the Fe2O3 system.
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energy efficiency decreases accordingly when larger amount of CH4 is used as fuel.
Besides that, the thermodynamic characteristics also played a significant role to
determine the heat produced and requirement in the combustion system. Subse-
quently, in case of CaSO4 is used as oxygen carrier, as the reaction of CH4 with
CaSO4 is endothermic, the input energy is required. This is opposite to the H2 that
provides an exothermic reaction releasing a considerable amount of heat. From
process modeling, it can be inferred that the highest amount of heat exchange
occurs in the oxidizer, where the heat from the oxidizer is utilized to heat up the
steam to a higher temperature.

Compared to other power generation systems, the proposed system does not
require additional process for air separation unit (ASU) and CO2 separation process.
Yet, the proposed system can achieve relatively high energy efficiency, which is
similar to the energy efficiency of oxy-combustion power system that requires
further CO2 separation process and ASU.

Figure 7 shows the required solid flow rate for each different system. It shows
that CaSO4 requires the least amount of solids for the system for complete reduction
of fuel and also for heat dilution. CaSO4 has the highest O2 transport capacity
compared to the other two oxygen carriers. Fe2O3 comes second and NiO comes
third in this comparison. The use of solids for heat dilution has to be considered for

Figure 6.
System energy efficiency vs. operating pressure for the NiO system.

Figure 7.
Total solid flow rate and the CO2 production for each system.
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the CLCCC system, because air that is usually used for heat dilution could be
replaced totally with solids. For further optimization of the system, excess air or
excess solids can be considered as temperature reduction agents in the oxidizer.
Higher amounts of solids circulated will require bigger reactors and more solid
control infrastructure, and higher amount of air flow would require more compres-
sor work.

5. Conclusion

A clean and efficient energy system to utilize efficiently hydrogen produced
from renewable energy or surplus electricity is proposed. The proposed system is
based on the chemical looping combustion using CH4 as the base fuel. The system
consists of SOEC for hydrogen production, chemical looping combustion, and
combined cycle for power generation. The cleanliness of the developed system is
promising as it can separate CO2 directly via condensation due to the clean com-
bustion process of CLC. A high energy efficiency of about 56% can be obtained. The
results of this study are useful for further improvement and developments toward
an actual CLC power generation system.
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Chapter 3

Exergy in Photovoltaic/Thermal
Nanofluid-Based Collector
Systems
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Abstract

This chapter focuses on the exergy analysis of photovoltaic/thermal (PVT) sys-
tems using nanofluid. The PVT hybrid systems are designed to harness solar energy
more efficiently. The thermodynamic theory of exergy in PVT systems is explained
in details. The existing researches used various models to perform the exergy
analysis for performance evaluation of the PVT systems. These models and formu-
lations are compared with each other to achieve a widely used theory for a better
comparison of the results. The exergy analysis is an effective tool to evaluate the
performance of PVT systems. The exergy efficiency enhancement in PVT systems
and the effect of nanofluid from the literature are presented. The literature survey
suggests that the increase in the flow rate increases the exergy efficiencies in
collector-based PVT. Using nanofluid as optical filters of solar radiation results in
higher exergy efficiencies compared to collector-based PVT systems. According to
the recent publications, the long-term thermophysical stability of nanofluid and
cost-based exergy analysis still require further investigations.

Keywords: PVT, photovoltaic/thermal, solar energy, nanofluids, exergy,
nanoparticles

1. Introduction

Solar energy is a proven alternative for fossil fuels due to its sustainability and
availability. The ever-reducing investment costs of solar system installation made
this technology highly popular. The use of solar energy is a great method for
mitigating the environmental and health problems presented by nonrenewable
energy sources in the long term. Photovoltaic (PV) systems and hybrid photovol-
taic/thermal (PVT) systems are the major tools for solar radiation to electrical and
thermal energy conversion. The PVT systems are a combination of PV and solar
collector to produce electricity and heat simultaneously. These hybrid systems have
the benefits of increasing the electrical efficiency of the PV, obtaining thermal
energy, and avoiding thermal degradation of PV solar panels [1]. Figure 1 shows the
schematic of a PVT system. The diagram of the PVT system with a water-based
sheet and tube thermal collector is presented in Figure 2. It is shown that by
reducing 1°C in PV cell temperature, the electrical efficiency increases by 0.4–0.5%
[2]. For amorphous silicon (a-Si), this increase is smaller about 0.25%/°C [3].
Additionally, the combination of solar collector and PV technologies has the
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energy, and avoiding thermal degradation of PV solar panels [1]. Figure 1 shows the
schematic of a PVT system. The diagram of the PVT system with a water-based
sheet and tube thermal collector is presented in Figure 2. It is shown that by
reducing 1°C in PV cell temperature, the electrical efficiency increases by 0.4–0.5%
[2]. For amorphous silicon (a-Si), this increase is smaller about 0.25%/°C [3].
Additionally, the combination of solar collector and PV technologies has the
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advantages of reducing material usage, time of installation, and space required [4].
It is therefore necessary to evaluate the efficiency of PV and PVT systems to
improve the design and usage of the systems, moreover, to help researches to make
decisions on the usage and improvement of efficient systems.

Regarding the working fluid, PVT systems are classified under three groups of
air-based PVT collector [5, 6], water-based PVT collector [7, 8], and a combination
of air/water PVT collector [9, 10]. The PVT systems are mainly employed for
low-temperature applications including space heating and air/water preheating in
domestic buildings [11]. The type of working fluid is of primary significance to
achieve energy-efficient systems compared to conventional fluids. The use of
nanofluids due to their advanced thermal properties is gaining more and more
attention [12]. Nanofluids are able to increase the efficiency of solar systems due to
their augmented heat transfer properties such as thermal conductivity [13].

Figure 1.
The schematics of a PVT system.

Figure 2.
The diagram of a PVT system with a water-based sheet and tube thermal collector.
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Exergy is an important means to evaluate the efficient use of the PV and PVT
systems. The term exergy is defined as the maximum theoretical work potential of a
system that interacts with an environment with constant conditions. In other
words, exergy is defined as the energy that is available to be used. Therefore, one
can evaluate the performance of a system by using the exergetic (second law) of
thermodynamics.

2. Theory

The performance of PVT systems could be analyzed by the second law of ther-
modynamics (exergy analysis). In contrast to energy analysis, the exergy analysis
takes the quality of energies into consideration. As mentioned before, the output
energy of a PVT system is distributed over two forms of thermal and electrical
energies. However, the quality of electrical energy is different from that of thermal
energy. The electrical energy is equivalent to the available work, while only a part of
thermal energy could be exploited as available work.

2.1 Energy analysis

Prior to performing the exergy analysis, the absorbed solar irradiation and out-
put thermal and electrical power of PVT are required to be found. The PVT system
is considered as control volume and is assumed to be in semi-steady state condition.
The solar irradiation absorbed by PVT is calculated by [14]:

_Esun ¼ _GT APV τg αcell (1)

where _GT is the total solar irradiation, APV is the PV area, τg is transmissivity of
the glass layer over the PV module, and αcell absorptivity of PV cells. The output
energy from the thermal collector is given by:

_Eth ¼ _m Cp Tout � Tinð Þ (2)

In Eq. (2) the term _m refers to the mass flow rate of the coolant fluid in the
thermal collector of PVT system, Cp is the specific heat capacity, and the Tin and
Tout are the inlet temperature and the outlet temperature of the coolant fluid,
respectively.

In the condition where the coolant fluid is a nanofluid, the specific heat capacity
of nanofluid is expressed as either Eq. (3) or (4) [15]:

Cp:nf ¼ φCp,np þ 1� φð ÞCp,np (3)

Cp:nf ¼
φ ρCp
� �

np þ 1� φð Þ ρCp
� �

bf

ρnf
(4)

where the subscripts nf , np, and bf denote nanofluid, nanoparticles, and base
fluid, respectively. In the above equations, ρ is the density of the corresponding
materials. The term φ is the volume fraction of nanoparticles which is given by:

φ ¼
mnp
ρnp

� �
=

mnp
ρnp

þmbf
ρbf

� � (5)
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wheremnp andmbf refer to the mass of nanoparticles and base fluid, respectively.
The density of nanofluid ρnf in Eq. (4) is simply given by the two-phase mixture
principle:

ρnf ¼ φρnp þ 1� φð Þρbf (6)

Equation (4) is proposed more in the literature than Eq. (3) due to the better
agreement with the experimental results [15–17].

The main output of a PV module is the electrical energy output which is given
by [18]:

_Eel ¼ Voc � Isc � FF (7)

where Voc, Isc, and FF are the open circuit voltage, short circuit current, and fill
factor, respectively.

2.2 Exergy analysis

For better understanding, the diagram of exergy flows belonging to a PVT
system is shown in Figure 3. The first step to investigate the performance of PVT
system from exergy viewpoint is to consider the PVT system as a control volume. It
is assumed that the system is in semi-steady condition.

The exergy balance of a PVT system is expressed as:

∑ _Exin ¼ ∑ _Exout þ∑ _Exdest (8)

where ∑ _Exin is inlet exergy, ∑ _Exout is the outlet exergy, and ∑ _Exdest is the
exergy loss or destruction due to the irreversibility.

The term ∑ _Exin is the net input exergy rate. In solar systems such as PVT, the
input energy is the solar radiation that reaches the system; therefore, the input
exergy is equal to the exergy of incident solar irradiation to the system ( _Exsun):

∑ _Exin ¼ _Exsun (9)

Figure 3.
The exergy flow diagram of a PVT system.
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The net output exergy (∑ _Exout) of PVT systems consists of thermal exergy
( _Exth) and electrical exergy ( _Exel):

∑ _Exout ¼ _Exth þ _Exel (10)

Considering that the thermal exergy is equal to the difference of flow exergy at
the outlet and inlet of the collector ( _Exth ¼ _Exmass:out � _Exmass:in), the exergy balance
becomes (Eqs. 8–10):

_Exsun ¼ _Exth þ _Exel þ _Exdest (11)

Many methods have been proposed to evaluate the exergy of the solar irradia-
tion. The three following equations are the most commonly used equations for the
exergy of absorbed solar irradiation by the PVT proposed, respectively, by Jeter
[19], Spanner [20], and Petala [21]:

E _xsun ¼ _Esun 1� Tamb

Tsun

� �
(12)

E _xsun ¼ _Esun 1� 4Tamb

3Tsun

� �
(13)

E _xsun ¼ _Esun 1� 4Tamb

3Tsun
þ 1
3

Tamb

Tsun

� �4
" #

(14)

where Tamb is the ambient temperature and Tsun is the surface temperature of
the sun as a blackbody. Although it is hotter inside, the sun temperature could be
estimated at its surface where the emissions occur and is approximated as a black-
body at 5770 K. The results from Eqs. (12)–(14) differ from each other less than 2%
[22]. However, the literature review by Kalogirou [23] indicates that Eq. (14)
(Petala equation) is proposed and used more often than the other two equations.

The output thermal exergy of the PVT system ( _Exth) is given by both Eqs. (15)
and (16) [24, 25]:

_Exth ¼ _Eth 1� Tamb

Tout

� �
(15)

_Exth ¼ _m hout � hinð Þ � Tamb sout � sinð Þ½ � ¼ _m Cp Tout � Tinð Þ � Tamb ln
Tout

Tin

� �� �

(16)

where hout and sout are the fluid enthalpy and entropy at the outlet of the
collector. Similarly, hin and sin are the fluid enthalpy and entropy at the inlet of the
collector.

Equation (15) derives the exergy based on a series of imaginary heat engine that
operates between source temperature of Tout and the sink temperature of Tamb.
Thus, the thermal exergy is the available work extracted from a Carnot efficiency
heat engine between the outlet fluid temperature and ambient temperature.
Equation 16 is often encountered in the literature [24, 26].

The electrical energy output is equivalent to the electrical exergy. The electrical
energy could be 100% converted to work. Therefore, the electrical exergy of a
passive PVT is expressed as:
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_Exel ¼ _Eel (17)

However, the electrical exergy of an active PVT system is defined as the differ-
ence between electrical power and the required pumping power Eq. (18) [27].
Nevertheless, some studies do not consider the pumping power and simply use
Eq. (17) [11]:

_Exel ¼ _Eel � _Epump (18)

where _Epump is the electrical power consumption of the pump, which can be
expressed as [28]:

_Epump ¼ _mΔP
ρηp

(19)

where ηp is the pump efficiency. Thermal and electrical exergy efficiencies based
on second law are given as:

εth ¼
_Exth

_Exsun
� 100 (20)

εel ¼
_Exel

_Exsun
� 100 (21)

The overall exergy efficiency could be given as follows:

εtotal ffi
_Exth þ _Exel

_Exsun
¼

Ð t1
t2

Ac _Ex}
th þ APV _Ex}

el
� �

dt

Ac
Ð t1
t2

_Ex}
sun

� �
dt

¼ εth þ rεel (22)

whereAPV andAc are the PVpanel and collector areas, respectively. _Ex}
th is the rate

of the output thermal exergy per unit area of collector, _Ex}
el is the rate of electrical

exergy per unit area of PVmodule, and _Ex}
sun is the rate of solar irradiation exergy per

unit area of collector. The term r is the packing factor and defined as the area of PV
panel to the collector (r ¼ APV=Ac). Therefore, when the packing factor is equal to 1,
the overall exergy is simply the sum of thermal and electrical exergy efficiencies.

It worth mentioning that the exergy destruction term _Exdest in Eqs. (8) and (11)
is due to heat transfer losses and frictional losses in the collector tube. In the active
PVT systems, in addition to heat transfer exergy loss, there is another exergy loss
due to head or frictional loss in the collector tube, which can be derived by:

_Eloss, fr ¼
_mΔP
ρ

Tamb: ln Tout=Tin

� �

Tout � Tinð Þ (23)

where ΔP is the pressure drop along the collector and ρ is the fluid density. The rate
of entropy generation by irreversibility in the control volume could be calculated as:

_Sgen ¼
_Exdest
Tamb

(24)

where the _Exdest is the total rate of exergy destruction which is the sum of exergy
destruction due to the heat transfer loss and due to pressure drop in the collector
tube and is given by Eq. (11).
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3. Development of nanofluid-based PVT

The PVT system is employed to produce electrical and thermal energies simul-
taneously. The study of PVT water-based collectors has been limited in the litera-
ture due to the small market size. Also, most literature is focused on custom-made
PVT systems [4]. However, now there are various configurations of commercial-
ized PVT available, and these systems became popular [29, 30]. As the market size
increases, it is necessary to evaluate and enhance the performance of PVT systems.
Recently, the nanofluids are used in the PVT systems as working fluid or as optical
filters resulting in increased efficiency of the systems. There are several reviews
published on the topic of nanofluid PVT in the last couple of years such as by Said
et al. [31], by Yazdanifard et al. [27], by Al-Shamani et al. [12], and by Ali et al. [32].

Sardarabadi et al. [14] performed an experimental investigation on silica/water
nanofluid PVT systems based on first and second laws of thermodynamics. The
mass flow rates 20, 30, and 40 L/h were studied, and the optimum mass flow rate
for the working fluid was determined. The thermal exergy efficiency of the system
was much smaller than the electrical efficiency. This was attributed to the small
temperature difference between outlet and ambient temperatures. The results indi-
cated that using thermal collector with the PV module increases the overall effi-
ciency. Also using nanofluid enhances the energy efficiency of the system.
However, comparing the results from the second law to the first law of thermody-
namics, it was shown that although the thermal and overall efficiency from the first
law viewpoint is high, the thermal exergetic and therefore overall efficiency were
low (Table 1). This was due to the low-quality (low temperature) thermal energy in
PVT systems.

Moradgholi et al. [35] studied two-phase closed thermosyphon (TPCT) PVT
system using Al2O3/methanol nanofluid as the working fluid. They studied the
effects of various mass fractions of nanoparticles 1, 1.5, and 2 wt%, and also the
effect of filling ratio (the working fluid volume to the evaporating section volume)
was studied. The optimum values of thermal and electrical performance of the
system were obtained at the mass concentration of 1.5 wt% and the filling ratio of
50%. The average overall exergy efficiency was 11.7, 12.5, and 12.7% for PV module,
PVT module with base fluid, and PVT module with nanofluid, respectively.

Sardarabadi et al. [34] studied the effects of both ZnO/water nanofluid and
phase-change material (PCM) as a coolant in photovoltaic thermal systems. They
used a PV module as a reference point and performed energy and exergy analysis on
PV, PVT, and PVT with PCM systems with water and ZnO/water nanofluid as
working fluids. An increase of nearly twice in the thermal exergy output was
observed using PCM in PVT modules. This was also shown in other studies [26] and
is because the heat generated in PV cells is absorbed in PCM and could be used as
thermal energy. Also, the overall exergy efficiency of 10% was found for the PV
module, whereas the PVT module and PVT module with PCM using nanofluid had
an efficiency of 12.29 and 13.42%, respectively.

Sardarabadi et al. [24] studied the effects of using metal-oxides/water nanofluids
on a PVT system from energy and exergy viewpoints. The Al2O3, TiO2, and ZnO
nanoparticles with the mass fraction of 0.2 wt% were considered. It was shown that
the ZnO/water nanofluid had the highest energy and exergy efficiencies and TiO2/
water had the highest electrical exergy efficiency than other systems. The average
overall exergy efficiency for the PV, PVT/water, PVT/TiO2, PVT/ZnO, and PVT/
Al2O3 was 10.29, 11.56, 11.93, 12.17, and 11.88%, respectively.

Brekke et al. [36] proposed a performance model of a concentrating hybrid PVT
system utilizing selective spectral nanofluid absorption. The proposed system used
nanofluid to absorb the portion of the solar spectrum not efficiently exploited by
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ence between electrical power and the required pumping power Eq. (18) [27].
Nevertheless, some studies do not consider the pumping power and simply use
Eq. (17) [11]:

_Exel ¼ _Eel � _Epump (18)

where _Epump is the electrical power consumption of the pump, which can be
expressed as [28]:

_Epump ¼ _mΔP
ρηp

(19)

where ηp is the pump efficiency. Thermal and electrical exergy efficiencies based
on second law are given as:

εth ¼
_Exth

_Exsun
� 100 (20)

εel ¼
_Exel

_Exsun
� 100 (21)

The overall exergy efficiency could be given as follows:

εtotal ffi
_Exth þ _Exel

_Exsun
¼

Ð t1
t2

Ac _Ex}
th þ APV _Ex}

el
� �

dt

Ac
Ð t1
t2

_Ex}
sun

� �
dt

¼ εth þ rεel (22)

whereAPV andAc are the PVpanel and collector areas, respectively. _Ex}
th is the rate

of the output thermal exergy per unit area of collector, _Ex}
el is the rate of electrical

exergy per unit area of PVmodule, and _Ex}
sun is the rate of solar irradiation exergy per

unit area of collector. The term r is the packing factor and defined as the area of PV
panel to the collector (r ¼ APV=Ac). Therefore, when the packing factor is equal to 1,
the overall exergy is simply the sum of thermal and electrical exergy efficiencies.

It worth mentioning that the exergy destruction term _Exdest in Eqs. (8) and (11)
is due to heat transfer losses and frictional losses in the collector tube. In the active
PVT systems, in addition to heat transfer exergy loss, there is another exergy loss
due to head or frictional loss in the collector tube, which can be derived by:

_Eloss, fr ¼
_mΔP
ρ

Tamb: ln Tout=Tin

� �

Tout � Tinð Þ (23)

where ΔP is the pressure drop along the collector and ρ is the fluid density. The rate
of entropy generation by irreversibility in the control volume could be calculated as:

_Sgen ¼
_Exdest
Tamb

(24)

where the _Exdest is the total rate of exergy destruction which is the sum of exergy
destruction due to the heat transfer loss and due to pressure drop in the collector
tube and is given by Eq. (11).

30

Exergy and Its Application - Toward Green Energy Production and Sustainable Environment

3. Development of nanofluid-based PVT

The PVT system is employed to produce electrical and thermal energies simul-
taneously. The study of PVT water-based collectors has been limited in the litera-
ture due to the small market size. Also, most literature is focused on custom-made
PVT systems [4]. However, now there are various configurations of commercial-
ized PVT available, and these systems became popular [29, 30]. As the market size
increases, it is necessary to evaluate and enhance the performance of PVT systems.
Recently, the nanofluids are used in the PVT systems as working fluid or as optical
filters resulting in increased efficiency of the systems. There are several reviews
published on the topic of nanofluid PVT in the last couple of years such as by Said
et al. [31], by Yazdanifard et al. [27], by Al-Shamani et al. [12], and by Ali et al. [32].

Sardarabadi et al. [14] performed an experimental investigation on silica/water
nanofluid PVT systems based on first and second laws of thermodynamics. The
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low (Table 1). This was due to the low-quality (low temperature) thermal energy in
PVT systems.

Moradgholi et al. [35] studied two-phase closed thermosyphon (TPCT) PVT
system using Al2O3/methanol nanofluid as the working fluid. They studied the
effects of various mass fractions of nanoparticles 1, 1.5, and 2 wt%, and also the
effect of filling ratio (the working fluid volume to the evaporating section volume)
was studied. The optimum values of thermal and electrical performance of the
system were obtained at the mass concentration of 1.5 wt% and the filling ratio of
50%. The average overall exergy efficiency was 11.7, 12.5, and 12.7% for PV module,
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observed using PCM in PVT modules. This was also shown in other studies [26] and
is because the heat generated in PV cells is absorbed in PCM and could be used as
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Ref. Working
fluid type

Concentrations Flow rate Amb.
temp.
(°C)

Exergy efficiencies (%)

Thermal Electrical Overall

[14] Without
cooling

— — 33 0 11.53 11.53

Pure water 0 30 L/h 1.23 12.47 13.54

SiO2/water 1 wt% 1.48 12.57 13.85

SiO2/water 3 wt% 1.68 12.59 14.02

[33] Ag/water 2 and 4 wt% 0.0085, 0.016,
and 0.029 kg/s
corresponding to

laminar,
transient, and
turbulent
regimes

25 4 wt%, turbulent
regime: 50 and

30% improvements
in exergy efficiency
compared to water

coolant

[34] Without
cooling

— — — 0 10.9 10.9

PVT pure
water

0 30 kg/h — 0.50 11.73 12.23

PVT ZnO/
water

0.2 wt% 0.51 11.78 12.29

PVT/PCM
Pure water

0 0.87 12.30 13.17

PVT/PCM
ZnO/water

0.2 wt% 1.08 12.35 13.42

[35] Without
cooling

— — — — — 11.7

Pure water — 15 (l/min) — — 12.5

Al2O3/
methanol

1, 1.5, and 2 wt
%

— — 12.7 for the
optimum
conditions

[24] Without
cooling

— 0 10.29 10.29

Pure water 30 kg/h 0.72 10.84 11.56

TiO2/water 0.2 wt% 0.91 11.02 11.93

ZnO/water 0.2 wt% 1.18 10.99 12.17

Al2O3/
water

0.2 wt% 1.01 10.87 11.88

[36] Au/
Duratherm

S

— 0.05 kg/s 19 — — 41.3

ITO/
Duratherm

S

— — 42.3

[37] Ag/water 0.001–1.5 vol.% 0.08 kg/s — — — By increasing
nanofluid volume

fraction
for GaAs cells: 24.2–
30% For Si cells:

19.8–24.4%

Table 1.
List of studies on the PVT nanofluid collector-based systems.
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the PV module. Two common PV cell materials of crystalline silicon (c-Si) and
gallium arsenide (GaAs) were used in their numerical study. The heat transfer fluid
of Duratherm S and gold nanoparticles were considered for c-Si, and indium tin
oxide (ITO) nanoparticles were considered for GaAs PV module. The GaAs
exhibited higher exergy efficiency due to higher PV efficiency of this cell; however,
this results in the reduction of thermal exergy percentage of these cells because a
smaller portion of thermal energy is absorbed by the spectral fluid. The results of
exergy efficiency of previous studies are summarized in Table 1.

4. Conclusion

This chapter addresses the exergy in photovoltaic/thermal systems that contain
nanofluid-based collector. These systems provide both thermal and electrical ener-
gies. The comprehensive theory of exergy analysis in these systems is elaborated. It
is shown that existing researches used various models to perform the exergy analy-
sis for performance evaluation of the photovoltaic/thermal systems. These models
are compared with each other to achieve a widely used theory for a better compar-
ison of the results. The literature survey on nanofluid in PVT indicates that the
overall exergy efficiency is generally in the range of 10–14% for PVT collectors. The
increasing flow rate and transition to turbulent flow increase exergy efficiency.
When using nanofluid as optical filters, higher exergy efficiencies were observed.
The performance of PVT systems could be analyzed by exergy analysis. Despite the
benefits of nanofluid PVT system, barriers to the development of these systems are
agglomeration, required pumping power, and pipe erosions. Additionally, the use of
nanofluid collectors and optical filters brings much cost to the system. Therefore
future investigation is required on exergy-based cost analysis, nanofluid stability,
and optimization of PVT systems.

Nomenclature

A area (m2)
CP specific heat capacity (J kg�1 K�1)
E energy (J)
Ex exergy (J)
_E power (W)
FF fill factor
_G solar irradiation rate (W m�2)
I electrical current (A)
_m mass flow rate (kg s�1)
k thermal conductivity (W m�1 K�1)
P pressure (Pa)
T temperature (K)
V velocity (m/s)
r packing factor

Greeks

α absorptivity
ε exergy efficiency (%)
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the PV module. Two common PV cell materials of crystalline silicon (c-Si) and
gallium arsenide (GaAs) were used in their numerical study. The heat transfer fluid
of Duratherm S and gold nanoparticles were considered for c-Si, and indium tin
oxide (ITO) nanoparticles were considered for GaAs PV module. The GaAs
exhibited higher exergy efficiency due to higher PV efficiency of this cell; however,
this results in the reduction of thermal exergy percentage of these cells because a
smaller portion of thermal energy is absorbed by the spectral fluid. The results of
exergy efficiency of previous studies are summarized in Table 1.
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nanofluid-based collector. These systems provide both thermal and electrical ener-
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is shown that existing researches used various models to perform the exergy analy-
sis for performance evaluation of the photovoltaic/thermal systems. These models
are compared with each other to achieve a widely used theory for a better compar-
ison of the results. The literature survey on nanofluid in PVT indicates that the
overall exergy efficiency is generally in the range of 10–14% for PVT collectors. The
increasing flow rate and transition to turbulent flow increase exergy efficiency.
When using nanofluid as optical filters, higher exergy efficiencies were observed.
The performance of PVT systems could be analyzed by exergy analysis. Despite the
benefits of nanofluid PVT system, barriers to the development of these systems are
agglomeration, required pumping power, and pipe erosions. Additionally, the use of
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future investigation is required on exergy-based cost analysis, nanofluid stability,
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ρ density (kg m�3)
τ transmissivity
ϕ nanoparticles volume fraction

Subscripts

amb ambient
bf base-fluid
dest destruction
el electrical
in inlet
n nanoparticle
nf nanofluid
oc open circuit
out outlet
ov overall
t total
sc short circuit
th thermal
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Chapter 4

Electrical Vehicle-Assisted
Demand Side Energy Management
Xing Luo, Xu Zhu and Eng Gee Lim

Abstract

The recent development of electrical vehicles (EVs) offers vast benefits not only
in environmental protection and economics but also in demand response (DR).
Employing EVs in load scheduling enables householders to help alleviate the net-
work load burden while reducing their own electric bills. In this chapter, innovative
EV-assisted DR strategies with an EV auxiliary power supply (APS) model and a
neighbor energy sharing (NES) model are proposed, to jointly optimize the load
distribution for both individual household and multi-household network via
vehicle-to-home (V2H) and vehicle-to-neighbor (V2N)connections, respectively.
The proposed DR strategies take account of the comprehensive impacts of EV
charging behaviors, user preferences, distributed generation, and load priority. The
effectiveness of the proposed energy management solutions is verified by numerical
results in terms of load balancing and cost reduction. The proposed DR strategies
also significantly outperform the previous approaches.

Keywords: electrical vehicle, demand response, energy management,
auxiliary power supply, energy sharing

1. Introduction

Among a variety of innovative technologies in the twenty-first century, demand
response (DR) has been regarded as a promising long-term solution to improving
energy efficiency and reducing energy wastage. It also plays a significant role in
both balancing energy supply and demand and enhancing the reliability in smart
grid [1–3]. The basic concept of DR management is to reduce or shift the demand
for electricity during peak periods in response to dynamic pricing (DP) or other
forms of financial incentive, thus achieving the aim of saving electric bills for
customers. In other ways, it is also beneficial for power grid as it offers an effective
solution to average the power usage in certain periods to alleviate the load burden of
the power grid [1–4].

Meanwhile, electric vehicles (EVs) are becoming a trend in the next generation
of transportation due to their economic and environmental benefits and the rapid
advance of rechargeable battery technology [5–7]. Along with the worldwide appli-
cation of DP, an increasing adoption of EVs in residences brings about both oppor-
tunities and challenges for smart grid. Residences with EVs consume more
electricity and react more elastically to electricity price [8]. According to the report
provided by the US Energy Information Association [9], the fast charging of an EV
is equivalent to about 120 houses coming on line for half an hour, which is a severe
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issue to the power grid. On the other hand, the usage of EVs as energy storage units
via vehicle to home (V2H) offers an effective solution to load shaping at demand
side. In addition to this, the surplus energy of EVs can be delivered to neighbor via
vehicle to neighbor (V2N) if it is enabled. Hence, householders are able to partici-
pate in load scheduling and may have multiple options in energy allocation.

The importance of DR cooperating with EVs increases, since EVs become prev-
alent recently. Considering the flexible energy storage purpose of EVs, more up-to-
date DR strategies that take the behaviors of EVs into account are required. The
implementation of DR with EVs requires efficient energy distribution management
and high-performance batteries as basis. Moreover, DP provides a basic control
signal to optimally schedule the charging and discharging of EVs, by minimizing the
overall cost.

Compared with the conventional energy storage system (ESS) and other energy
production facilities, the utilization of EV as a temporary power source has advan-
tages in employing flexibility and economic efficiency [10]. It does not expect extra
investment besides the daily used EVs. Meanwhile, the power sharing is enabled
from the V2N connection. The surplus energy of EVs can be shared to neighbors
during peak price time and benefit for both sides. Therefore, the DR strategy with
EVs holds wide prospects in practice not only for an individual household but also
for the multi-household network.

Much research has been conducted on demand response, and there are many
popular DR strategies considering EV impacts being presented in literature. For
example, in [11], an optimization framework-based DR program was proposed,
with high penetration of EVs and storage systems from residential customer’s per-
spective as well as utility company’s perspective. The simulation results showed that
the appropriate scheduling has benefits for both customers and suppliers. In [12],
authors focused on EVs’ charging behaviors based on the collected data from EV
charging session, and different types of charging behaviors were derived. Nonethe-
less, the specific DR program with the proposed charging profiles has not been
declared. To analyze the potential usage of EVs in power grid, the optimal time of
EVs’ charging and discharging was explored in [13]. However, all the mentioned
studies above are limited to the operation of a single user and fail to attempt the
scheduling of EVs among a group of households in DR program.

Moreover, authors in [14] proposed an algorithm for EVs’ scheduling in DR to
optimize the peak demand. The optimization problem is studied in a game frame-
work. However, other electric appliances have not been considered in this work. In
[15], an intelligent preemptive DR management using a building energy manage-
ment system was proposed to better schedule the energy consumption within
buildings. In this work, dynamic EV charging scheduling, priority-based load shed-
ding, and air-conditioning system were accounted. Authors in [16] presented an
optimal behavior of plug-in EV parking lots in the energy and reserve market. Both
price-based and incentive-based DR programs were developed, and uncertainties of
plug-in EVs were also considered by using the stochastic programming approach. In
addition to these, a number of interesting DR programs coordinating with EVs are
also described in [17–19].

In this chapter, we propose two innovative EV-assisted DR strategies with an EV
auxiliary power supply (EV-APS) model and a neighbor energy sharing (NES)
model, to jointly optimize the load distribution for both individual household and
multi-household network via vehicle-to-home (V2H) and vehicle-to-neighbor
(V2N) connections, respectively. Compared with the previous research, the main
contributions of this work are:

1. Two significant EV-assisted DR strategies for domestic appliance scheduling
are designed and implemented to different scales of households (individual
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household network and multi-household network) in order to alleviate the load
burden for the grid and save electric bills for householders, simultaneously.

2. For the individual household network, EV is utilized as an auxiliary power
supply (APS) for energy consumption of home appliances on special occasions.
An EV-APS model-based DR strategy is proposed.

3. For the multi-household network, an EV-assisted DR strategy including a
neighbor energy sharing (NES) model for a residential network with different
types of EVs installed at consumers’ premise is developed. The surplus EVs’
energy distribution is enabled via vehicle-to-home (V2H) and vehicle-to-
neighbor (V2N) connections in this chapter. The NES-based DR strategy is
valid and effective not only for an independent household but also for a multi-
household residential network, which can satisfy broader requirements
compared with conventional DR strategies in literature. The energy trading
policy in neighborhood is also declared.

4.Comprehensive affecting factors (e.g., EV behaviors, user preferences, load
scheduling priorities, etc.) are considered in scheduling for both EV-assisted
DR strategies. The effectiveness of the proposed DR strategies is verified by
numerical results, which demonstrate that our approaches significantly
outperform the methods in literature in terms of load balancing and electricity
cost reduction.

2. Electrical vehicle-assisted demand response strategy for individual
household

An innovative electrical vehicle (EV)-assisted demand response strategy for load
scheduling within an individual household is illustrated in this section. An EV
auxiliary power supply (EV-APS) model is presented first. Afterwards, the system
models are introduced mathematically. At last, the problem formulation and opti-
mization method are proposed.

2.1 EV-APS demand response network

The schematic diagram of the proposed DR strategy with the EV-APS model is
shown in Figure 1. Specifically, householders buy electricity from the power grid
for the daily usage including EV charging under a dynamic pricing (DP) tariff.
Normally, domestic appliances are directly powered by the main power grid. How-
ever, as an interim energy storage unit, EV is able to supply power for the house-
hold appliances (HAs) in auxiliaries on appropriate occasions, especially in high-
price periods. The time of activating EV-APS is dependent on the instructions from
the smart controller.

In addition, the smart controller plays the role as a supervisor in the system
network. It regulates the energy sources supplying and the operating time of the
household appliances based on real-time load information which is received from
the smart meter and other signals (e.g., DP, EV status, load priority, etc.).

Moreover, more than 15 types of household appliances will be used generally in
domestic homes every day. Considering the operating characteristic of each appli-
ance, it is not necessary to schedule all of them via DR programs. Hence, in accor-
dance with the device operating characteristics, the household appliances can be
classified into different scenarios. In this chapter, household appliances are defined
and sorted into two main scenarios as follows:
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models are introduced mathematically. At last, the problem formulation and opti-
mization method are proposed.
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The schematic diagram of the proposed DR strategy with the EV-APS model is
shown in Figure 1. Specifically, householders buy electricity from the power grid
for the daily usage including EV charging under a dynamic pricing (DP) tariff.
Normally, domestic appliances are directly powered by the main power grid. How-
ever, as an interim energy storage unit, EV is able to supply power for the house-
hold appliances (HAs) in auxiliaries on appropriate occasions, especially in high-
price periods. The time of activating EV-APS is dependent on the instructions from
the smart controller.

In addition, the smart controller plays the role as a supervisor in the system
network. It regulates the energy sources supplying and the operating time of the
household appliances based on real-time load information which is received from
the smart meter and other signals (e.g., DP, EV status, load priority, etc.).

Moreover, more than 15 types of household appliances will be used generally in
domestic homes every day. Considering the operating characteristic of each appli-
ance, it is not necessary to schedule all of them via DR programs. Hence, in accor-
dance with the device operating characteristics, the household appliances can be
classified into different scenarios. In this chapter, household appliances are defined
and sorted into two main scenarios as follows:
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1. Critical scenario (CS): CS contains the appliances that have to be used at a
specified time or cannot be scheduled. Examples include lightings, TV, laptop,
etc.

2. Flexible scenario (FS): FS contains the appliances that can be powered on with
a tolerable delay and have a flexible operating time. Hot water tank and washer
are typical representatives in FS.

According to the sorting scheme above, 16 frequently used appliances including
EVs are listed and classified with different types of jobs. They can be sorted as
follows:

1. CS appliances: refrigerator, water dispenser, toaster, microwave oven, lights,
electric cooker, electric kettle, TV, PC, hair drier, and cleaner

2. FS appliances: dish-washing machine, hot water tank, washer, drying machine,
and EVs

2.2 System models

In this subsection, the formulation of the EV-APS DR strategy consisting of
the main power supply model and auxiliary power supply model is illustrated
mathematically.

2.2.1 Main power supply model

First, we define variablesWgrid
t and Pgrid

t as the total energy consumption and the
total load power on grid at time t, respectively. Afterwards, the main power supply
model with the corresponded constraints can be presented as

Wgrid
t ¼

ðTterm

Tin

Pgrid
t � d tð Þ (1)

Figure 1.
Schematic diagram of an EV-APS model-based DR strategy for an individual household.
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Pgrid
t ¼PHA

t þ PEV,c
t � PEV,d

t (2)

PHA
t ¼ ∑

n

j¼1
PCS
t, j þ εi � ∑

m

i¼1
PFS
t, i (3)

Subject to

∀t∈ Tin;Tterm½ �, Pgrid
t ≤Pgrid

max (4)

PEV,c
t ¼ 0, ifPEV,d

t .0 (5)

PEV,d
t ¼ 0, ifPEV,c

t .0 (6)

Equation (1) indicates that the total energy consumption (Wgrid
t ) is equal to the

integral of total power (Pgrid
t ) through the time that is between initial time Tin and

the terminate time Tterm. Equation (2) illustrates the relationships between the total
power and each power-consumed component. Variable PHA

t denotes the load power
consumed by the household appliances at time t. Variables PEV,c

t and PEV,d
t represent

the power rates of the EV charging and discharging, respectively.
Additionally, as it is shown in Eq. (3), PHA

t consists of the power cost by CS
appliances (PCS

t, j ) and FS appliances (PFS
t, i), where j and i represent the index of the

appliances. The ε parameters have small positive values (e.g., 1+e�8, 1+2e�8, and
1+3e�8) that are determined by assumptions (the total power of appliances is not
affected). This setting meets the requirement of having a priority according to user
preferences in scheduling FS appliances. The smaller value of ε indicates a higher
priority in the scheduling process by DR programs.

In spite of that, Pgrid
max is proposed in Eq. (4) as a constraint to limit the maximum

power rate on grid at time t for the safety and power distribution considerations.
Further, constraints in Eqs. (5) and (6) express that the battery charging and
discharging cannot be executed simultaneously; otherwise, the battery will be
damaged to a certain extent.

2.2.2 Auxiliary power supply model

Determining the EV-APS model requires sufficient knowledge from previous
research. According to the investigation of the current EV market, Table 1
illustrates the core parameters of five major brands of EVs around the world.

Manufacturer and
model

Battery capacity
(kWh)

Discharging power
(kW)

Driving range per charge
(miles)

Tesla, Model S (EV) 60 3.0 273

BYD, Tang 100
(HEV)

23 3.3 63

BMW, i3 (EV/HEV) 33 2.5 114

GM, Chevrolet Bolt
(EV)

60 — 283

Nissan, Leaf (EV) 30 — 107

Table 1.
Major brand of EVs in current market.
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According to the sorting scheme above, 16 frequently used appliances including
EVs are listed and classified with different types of jobs. They can be sorted as
follows:

1. CS appliances: refrigerator, water dispenser, toaster, microwave oven, lights,
electric cooker, electric kettle, TV, PC, hair drier, and cleaner
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t as the total energy consumption and the
total load power on grid at time t, respectively. Afterwards, the main power supply
model with the corresponded constraints can be presented as

Wgrid
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ðTterm

Tin

Pgrid
t � d tð Þ (1)
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priority in the scheduling process by DR programs.

In spite of that, Pgrid
max is proposed in Eq. (4) as a constraint to limit the maximum

power rate on grid at time t for the safety and power distribution considerations.
Further, constraints in Eqs. (5) and (6) express that the battery charging and
discharging cannot be executed simultaneously; otherwise, the battery will be
damaged to a certain extent.
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Determining the EV-APS model requires sufficient knowledge from previous
research. According to the investigation of the current EV market, Table 1
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The parameters include the maximum battery capacity WEV,max, the discharging
power PEV,d

t , and the maximum driving range per full charge.
Moreover, multiple charging schemes are provided for each EV. Table 2 shows

the relevant charging schemes of Tesla Model S which will be used in simulations. It
can be seen that the charging power PEV,c

t plays an important role in the grid due to
the high power rate of battery charging.

Further, variables WEV, 1ð Þ and WEV, 2ð Þ are defined as the initial energy storage
when people leave home in the morning of the first day and the second day,
respectively. Therefore, the EV auxiliary power supply model can be proposed as
follows:

WEV, rem ¼ WEV, 1ð Þ �WEV, trip (7)

WEV, trip ¼ Dtrip

Dmax �WEV,max (8)

WEV, 2ð Þ ¼ WEV, rem þWEV,c �WEV,d (9)

WEV,c ¼ η1 �
ðTc,e

Tc,b
PEV,c
t � d tð Þ (10)

WEV,d ¼ η2 �
ðTd,e

Td,b
PEV,d
t � d tð Þ (11)

Subject to

∀t,WEV,min ≤WEV, rem ≤WEV,max (12)

∀t∈ Td,b;Td,e½ �, PEV,d
t ≤PEV,d, rated (13)

∅ ¼ Tc,b;Tc,e½ �∩ Td,b;Td,e½ � (14)

Equations (7) and (8) indicate the state relations between the initial EV energy
of the first day (WEV, 1ð Þ), the EV remaining energy (WEV, rem), and the energy
consumption on the daily trip (WEV, trip). In addition, Eq. (9) describes that the
remaining energy of EV can be used to cover a portion of energy usage by house-
hold appliances via battery discharging (WEV,d) and the EV will be charged to an
appropriate level for the usage of the second day.

Moreover, Eq. (10) explains the relationship between the total energy charging
(WEV,c) and the charging power rate (PEV,c

t ). Parameter η1 denotes the battery

Charging circuit Charging power
(kW)

Charging speed (miles/
hour)

Time cost per 100 miles
(hour)

Wall connector (one-phase
grid)

7.4 22 4.5

Wall connector (three-
phase grid)

11 34 2.9

High-power charger
upgrade

16.5 51 2.0

Three-pin domestic
adapter

2.3 6.8 14.7

Table 2.
Tesla Model S charging schemes.
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charging efficiency. Time parameters Tc,b and Tc,e represent the begin time and the
end time of the charging operation. Meanwhile, the meanings of variables of the
battery discharging occasion, which is described in Eq. (11), are similar to those in
Eq. (10).

Further, constraint in Eq. (12) presents a limit on the actual amount energy of
the EV battery. It cannot drop below the minimum allowed battery capacity
(WEV,min) or exceed the maximum allowed battery capacity (WEV,max). Constraint
in Eq. (13) limits the actual discharging power rate (PEV,d

t ) to be less than the rated
power of the EV. Additionally, since battery damages will be caused by the simul-
taneous charging and discharging, constraint in Eq. (14) restricts the operation time
of battery charging and discharging.

2.3 Problem formulation and optimization

According to the previous analysis, the problem in this study can be formulated
as minimizing the total cost (TC) by scheduling the operating time of the household
appliances. Hence, the objective function can be proposed as

Min TC ¼
ðTterm

Tin

Wgrid
t � Rt � d tð Þ (15)

where the variableWgrid
t represents the total energy bought from the power grid

in time period Tin;Tterm½ �. Additionally, the price variable Rt is time dependent and
varies hourly depending on the total load demand [10]. The DP tariff that is used in
simulations is given in Figure 3 in Case study and results section.

In order to obtain the optimal solution and reduce the cost to the minimum,
the exhaustive search technique can be used on the basis of the established
models. The detail description of the technique is not the focus of this work, so it
is not emphasized here.

Note that the remaining EV energy is suggested to be firstly consumed in
high-price hours to ensure the maximum electric bill reduction. The feasibility of
the proposed EV-APS DR strategy is evaluated in Case 1 in Section 4.

3. Electrical vehicle-assisted demand response strategy for
multi-household network

Based on the achievement of Section 2, this section proposes a demand response
strategy with multiple EVs for a multi-household network. An EV-assisted DR
strategy with a neighbor energy sharing (NES) model is described first. After that,
the system models are introduced mathematically in details. At last, the problem
formulation and optimization are illustrated.

3.1 EV-APS demand response network

The block diagram of the proposed DR framework with the EV-assisted NES
model is shown in Figure 2. In this study, it is assumed that each household in the
community is registered in the network and controlled by the corresponding auto-
matic control unit (ACU) which plays the role as an instructor of each household.
ACU regulates the power supplying and the operating time of the household appli-
ances (HAs, e.g., flexible appliances and critical appliance) based on the dynamic
load information which is usually received from smart meters and other request
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The parameters include the maximum battery capacity WEV,max, the discharging
power PEV,d

t , and the maximum driving range per full charge.
Moreover, multiple charging schemes are provided for each EV. Table 2 shows

the relevant charging schemes of Tesla Model S which will be used in simulations. It
can be seen that the charging power PEV,c

t plays an important role in the grid due to
the high power rate of battery charging.

Further, variables WEV, 1ð Þ and WEV, 2ð Þ are defined as the initial energy storage
when people leave home in the morning of the first day and the second day,
respectively. Therefore, the EV auxiliary power supply model can be proposed as
follows:

WEV, rem ¼ WEV, 1ð Þ �WEV, trip (7)

WEV, trip ¼ Dtrip

Dmax �WEV,max (8)

WEV, 2ð Þ ¼ WEV, rem þWEV,c �WEV,d (9)

WEV,c ¼ η1 �
ðTc,e

Tc,b
PEV,c
t � d tð Þ (10)

WEV,d ¼ η2 �
ðTd,e

Td,b
PEV,d
t � d tð Þ (11)

Subject to

∀t,WEV,min ≤WEV, rem ≤WEV,max (12)

∀t∈ Td,b;Td,e½ �, PEV,d
t ≤PEV,d, rated (13)

∅ ¼ Tc,b;Tc,e½ �∩ Td,b;Td,e½ � (14)

Equations (7) and (8) indicate the state relations between the initial EV energy
of the first day (WEV, 1ð Þ), the EV remaining energy (WEV, rem), and the energy
consumption on the daily trip (WEV, trip). In addition, Eq. (9) describes that the
remaining energy of EV can be used to cover a portion of energy usage by house-
hold appliances via battery discharging (WEV,d) and the EV will be charged to an
appropriate level for the usage of the second day.

Moreover, Eq. (10) explains the relationship between the total energy charging
(WEV,c) and the charging power rate (PEV,c

t ). Parameter η1 denotes the battery

Charging circuit Charging power
(kW)

Charging speed (miles/
hour)

Time cost per 100 miles
(hour)

Wall connector (one-phase
grid)

7.4 22 4.5

Wall connector (three-
phase grid)

11 34 2.9

High-power charger
upgrade

16.5 51 2.0
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adapter
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charging efficiency. Time parameters Tc,b and Tc,e represent the begin time and the
end time of the charging operation. Meanwhile, the meanings of variables of the
battery discharging occasion, which is described in Eq. (11), are similar to those in
Eq. (10).

Further, constraint in Eq. (12) presents a limit on the actual amount energy of
the EV battery. It cannot drop below the minimum allowed battery capacity
(WEV,min) or exceed the maximum allowed battery capacity (WEV,max). Constraint
in Eq. (13) limits the actual discharging power rate (PEV,d

t ) to be less than the rated
power of the EV. Additionally, since battery damages will be caused by the simul-
taneous charging and discharging, constraint in Eq. (14) restricts the operation time
of battery charging and discharging.

2.3 Problem formulation and optimization

According to the previous analysis, the problem in this study can be formulated
as minimizing the total cost (TC) by scheduling the operating time of the household
appliances. Hence, the objective function can be proposed as

Min TC ¼
ðTterm

Tin

Wgrid
t � Rt � d tð Þ (15)

where the variableWgrid
t represents the total energy bought from the power grid

in time period Tin;Tterm½ �. Additionally, the price variable Rt is time dependent and
varies hourly depending on the total load demand [10]. The DP tariff that is used in
simulations is given in Figure 3 in Case study and results section.

In order to obtain the optimal solution and reduce the cost to the minimum,
the exhaustive search technique can be used on the basis of the established
models. The detail description of the technique is not the focus of this work, so it
is not emphasized here.

Note that the remaining EV energy is suggested to be firstly consumed in
high-price hours to ensure the maximum electric bill reduction. The feasibility of
the proposed EV-APS DR strategy is evaluated in Case 1 in Section 4.

3. Electrical vehicle-assisted demand response strategy for
multi-household network

Based on the achievement of Section 2, this section proposes a demand response
strategy with multiple EVs for a multi-household network. An EV-assisted DR
strategy with a neighbor energy sharing (NES) model is described first. After that,
the system models are introduced mathematically in details. At last, the problem
formulation and optimization are illustrated.

3.1 EV-APS demand response network

The block diagram of the proposed DR framework with the EV-assisted NES
model is shown in Figure 2. In this study, it is assumed that each household in the
community is registered in the network and controlled by the corresponding auto-
matic control unit (ACU) which plays the role as an instructor of each household.
ACU regulates the power supplying and the operating time of the household appli-
ances (HAs, e.g., flexible appliances and critical appliance) based on the dynamic
load information which is usually received from smart meters and other request
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signals (e.g., EV status, scheduling priority, DP, etc.). In addition, the centralized
control unit (CCU) that is the highest controller in the network globally monitors
the status of the ACUs and optimally manages the EV-assisted NES model through
the information flows. In the proposed DR framework, customers in the network
are registered for two types of connections: V2H connection and V2N connection.

Specifically, the householders buy electricity from the power grid for the daily
consumption including HA supplying and EV charging, under the DP tariff. On the
one hand, the domestic appliances are directly powered by the public power grid in
general. However, the household which is outfitted with EV is able to provide
power from EV battery for their HAs on appropriate occasions, such as peak
demand periods or power grid outage, via V2H connection. On the other hand,
since a limited number of the households are equipped with EV at their premises,
the households without energy storage unit may need power assistance from NES
model via V2N connection, particularly in high-price periods. When there is surplus
energy available being detected in EVs, the CCU determines when and how to
allocate the surplus energy to the personal house or the neighbor’s houses who have
the energy assistance requirements. Generally, the EV energy will satisfy the
demand of the EV owner in priority. The energy transaction in neighborhood
happens when the power grid is not able to fulfill the demand or the serving load at
high charges in peak demand periods. Thus, a customer can receive the power from
a neighbor at comparatively lower prices.

The mathematical models of the proposed DR framework will be discussed in
the next subsection.

Figure 2.
Schematic diagram of a NES model-based DR strategy for a multi-household network.
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3.2 System models

EVs are utilized as the flexible energy storage units to ensure the energy trading
in neighborhood. The following subsections present the mathematical modeling of
the system components in details.

3.2.1 Global energy balance model

In order to precisely present the energy transactions between each component in

the network with K households, Wgrid
t and Wgrid

k, t are defined as the total energy

consumption of the entire network and the kth household, respectively, in a time
period Tin;Tterm½ �. Afterwards, the global energy model can be proposed as in
Eq. (16):

Wgrid
t ¼ ∑

K

k¼1
Wgrid

k, t (16)

where

Wgrid
k, t ¼

ðTterm

Tin

Pgrid
k, t � d tð Þ (17)

Moreover, considering the specific power including CS appliances (PCS
k, t) and FS

appliances (PFS
k, t), EV charging (PEV,c

k, t ), and EV discharging (PEV,d
k, t ) into the net-

work, Pgrid
k, t in Eq. (17) can be extended as in Eqs. (18) and (19):

Pgrid
k, t ¼ PHA

k, t þ α � β � PEV,c
k, t � 1� βð Þ � PEV,d

k, t

� �
(18)

PHA
k, t ¼ ∑

m

j¼1
PCS
k, t, j þ εi ∑

n

i¼1
PFS
k, t, i (19)

Subject to

∀t, Pgrid
k, t ≤Pgrid

k,max (20)

∀t, ∑
K

k¼1
Pgrid
k, t ≤Pgrid

max (21)

Binary parameters α and β in Eq. (18) are both used to indicate the EV status that
is given as

EV status ¼
Disabled, if α ¼ 0, β ¼ ∀

Charging, if α ¼ 1, β ¼ 1

Discharging, if α ¼ 1, β ¼ 0:

8>><
>>:

Furthermore, PHA
k, t in Eq. (18) denotes the load of electrical appliances consisting

of CS load PCS
k, t, j and FS load PFS

k, t, j at time t, where j and i represent the index of the
appliances. The ε parameter indicates the scheduling priorities of the scheduled
appliances, which is similar to Eq. (3). Besides, the maximum power rate of an

49

Electrical Vehicle-Assisted Demand Side Energy Management
DOI: http://dx.doi.org/10.5772/intechopen.85862



signals (e.g., EV status, scheduling priority, DP, etc.). In addition, the centralized
control unit (CCU) that is the highest controller in the network globally monitors
the status of the ACUs and optimally manages the EV-assisted NES model through
the information flows. In the proposed DR framework, customers in the network
are registered for two types of connections: V2H connection and V2N connection.

Specifically, the householders buy electricity from the power grid for the daily
consumption including HA supplying and EV charging, under the DP tariff. On the
one hand, the domestic appliances are directly powered by the public power grid in
general. However, the household which is outfitted with EV is able to provide
power from EV battery for their HAs on appropriate occasions, such as peak
demand periods or power grid outage, via V2H connection. On the other hand,
since a limited number of the households are equipped with EV at their premises,
the households without energy storage unit may need power assistance from NES
model via V2N connection, particularly in high-price periods. When there is surplus
energy available being detected in EVs, the CCU determines when and how to
allocate the surplus energy to the personal house or the neighbor’s houses who have
the energy assistance requirements. Generally, the EV energy will satisfy the
demand of the EV owner in priority. The energy transaction in neighborhood
happens when the power grid is not able to fulfill the demand or the serving load at
high charges in peak demand periods. Thus, a customer can receive the power from
a neighbor at comparatively lower prices.

The mathematical models of the proposed DR framework will be discussed in
the next subsection.
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3.2 System models

EVs are utilized as the flexible energy storage units to ensure the energy trading
in neighborhood. The following subsections present the mathematical modeling of
the system components in details.

3.2.1 Global energy balance model

In order to precisely present the energy transactions between each component in

the network with K households, Wgrid
t and Wgrid

k, t are defined as the total energy

consumption of the entire network and the kth household, respectively, in a time
period Tin;Tterm½ �. Afterwards, the global energy model can be proposed as in
Eq. (16):

Wgrid
t ¼ ∑

K

k¼1
Wgrid

k, t (16)

where

Wgrid
k, t ¼

ðTterm

Tin

Pgrid
k, t � d tð Þ (17)

Moreover, considering the specific power including CS appliances (PCS
k, t) and FS

appliances (PFS
k, t), EV charging (PEV,c

k, t ), and EV discharging (PEV,d
k, t ) into the net-

work, Pgrid
k, t in Eq. (17) can be extended as in Eqs. (18) and (19):

Pgrid
k, t ¼ PHA

k, t þ α � β � PEV,c
k, t � 1� βð Þ � PEV,d

k, t

� �
(18)

PHA
k, t ¼ ∑
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j¼1
PCS
k, t, j þ εi ∑

n

i¼1
PFS
k, t, i (19)

Subject to

∀t, Pgrid
k, t ≤Pgrid

k,max (20)

∀t, ∑
K

k¼1
Pgrid
k, t ≤Pgrid

max (21)

Binary parameters α and β in Eq. (18) are both used to indicate the EV status that
is given as

EV status ¼
Disabled, if α ¼ 0, β ¼ ∀

Charging, if α ¼ 1, β ¼ 1

Discharging, if α ¼ 1, β ¼ 0:

8>><
>>:

Furthermore, PHA
k, t in Eq. (18) denotes the load of electrical appliances consisting

of CS load PCS
k, t, j and FS load PFS

k, t, j at time t, where j and i represent the index of the
appliances. The ε parameter indicates the scheduling priorities of the scheduled
appliances, which is similar to Eq. (3). Besides, the maximum power rate of an
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individual household Pgrid
k,max and the maximum power rate of the network Pgrid

max are
proposed in Eqs. (19) and (20), respectively, to limit the real-time load for the
safety consideration.

3.2.2 EV-assisted NES model

In a residential community, different classes of customers exist. It is not
possible for every household to purchase an EV. Thus, it is assumed that only a part
of houses are installed with EV and indexed as k̂, and the rest houses without EV

are indexed as ~k. Similar to the EV-APS model, we defineWEV, 1ð Þ
k̂

andWEV, 2ð Þ
k̂

as the

initial energy within the kth EV battery when EV leaves home of the first day and
second day, respectively. Variable WEV, rem

k̂
represents the remaining energy within

the kth EV. The energy cost of the kth EV on the daily trip is proposed as WEV, trip
k̂

.

Additionally, Dtrip
k̂

and Dmax
k̂

are proposed to indicate the actual travel distance of
vehicle and the maximum travel distance with a fully charged EV. Moreover, the
energy charging to EV and discharging from EV are assumed as WEV,c

k̂
and WEV,d

k̂
,

respectively. Afterwards, the EV balance model with the relevant constraints for the
kth EV household can be proposed as follows:

WEV, rem
k̂

 ¼ WEV, 1ð Þ
k̂

�WEV, trip
k̂

(22)

WEV, trip
k̂

¼ Dk̂
trip

Dk̂
max �WEV,max

k̂
(23)

WEV, 2ð Þ
k̂

¼ WEV, rem
k̂

þWEV,c
k̂

�WEV,d
k̂

(24)

Subject to

∀t,WEV,min
k̂

≤WEV, rem
k̂

≤WEV,max
k̂

(25)

τ �WEV,max
k̂

≤WEV, 1ð Þ
k̂

≈WEV, 2ð Þ
k̂

≤WEV,max
k̂

(26)

where variables WEV,min
k̂

and WEV,max
k̂

in Eq. (25) represent the minimum and
the maximum allowed EV battery capacity, respectively. However, constraint in
Eq. (26) is proposed to ensure the EV leaves home with an appropriate energy
storage level, where τ is a threshold parameter.

Moreover, considering the power impact in the multi-household network, PEV,c
k̂, t

,

PEV,d,v2h
k̂, t

, and PEV,d,v2n
k̂, t

are utilized to describe the power rates of EV charging, EV

discharging via V2H, and EV discharging via V2N at time t, respectively. Therefore,
WEV,c

k̂
and WEV,d

k̂
in Eq. (24) can be extended as

WEV,c
k̂

¼ ηc
k̂
� ∑

L

l¼1

ðTc,2
k̂, l

Tc,1
k̂, l

PEV,c
k̂, t

� d tð Þ
8<
:

9=
; (27)
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where ηc
k̂
, ηd,v2h

k̂
, and ηd,v2n

k̂
denote the efficiencies of the corresponding EV

behaviors. Since the EV behaviors are discontinuous and may execute at different
periods, different time labels are proposed. For example, time parameters Tc,1

k̂, l
and

Tc,2
k̂, l

in Eq. (26) represent the start time and the end time of lth charging period. The

definitions of the time parameters in EV discharging periods as shown in Eq. (27)
are similar to Eq. (26).

Furthermore, the discharging power via V2H connection (PEV,d,v2h
k̂, t

) cannot

exceed the rated power (PEV, rated
k̂

) nor the actual power required of the household

(Pact
k̂, t) as shown in Eq. (30). Constraint in Eq. (31) is similar to (30), which limits

the discharging power via V2H connection (PEV,d,v2n
k̂, t

). Variable Pact
~k, t in Eq. (31)

represents the actual load demand of the neighbor which receives the power assis-
tance from the EV household via V2N connection. Besides, as shown in Eq. (32), the
EV charging and discharging are not allowed to operate simultaneously as well for
the purpose of protecting the EV battery from damage.

3.2.3 Energy trading model in neighborhood

The proposed EV-assisted NES model ensures the energy trading in neighbor-
hood via V2H and V2N connections. However, it is necessary to declare the trading
policy in neighborhood in advance, which is illustrated as follows:

1. The EV energy will be provided in priority to satisfy the load demand of the
household which owns the EV.

2.After (1), the surplus EV energy will be used in priority to supply the
households which are not equipped with any energy storage units (e.g., EVs.).

3. If multiple EVs have surplus energy, the EV with the most energy reserve will
be adopted in priority to assist neighbors’ load demand.

4.If multiple households require energy assistance, the household which requires
more load demand during high-price period will receive the energy sharing in
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individual household Pgrid
k,max and the maximum power rate of the network Pgrid
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vehicle and the maximum travel distance with a fully charged EV. Moreover, the
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k̂
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the maximum allowed EV battery capacity, respectively. However, constraint in
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in Eq. (26) represent the start time and the end time of lth charging period. The

definitions of the time parameters in EV discharging periods as shown in Eq. (27)
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) cannot
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the discharging power via V2H connection (PEV,d,v2n
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). Variable Pact
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represents the actual load demand of the neighbor which receives the power assis-
tance from the EV household via V2N connection. Besides, as shown in Eq. (32), the
EV charging and discharging are not allowed to operate simultaneously as well for
the purpose of protecting the EV battery from damage.

3.2.3 Energy trading model in neighborhood

The proposed EV-assisted NES model ensures the energy trading in neighbor-
hood via V2H and V2N connections. However, it is necessary to declare the trading
policy in neighborhood in advance, which is illustrated as follows:

1. The EV energy will be provided in priority to satisfy the load demand of the
household which owns the EV.

2.After (1), the surplus EV energy will be used in priority to supply the
households which are not equipped with any energy storage units (e.g., EVs.).

3. If multiple EVs have surplus energy, the EV with the most energy reserve will
be adopted in priority to assist neighbors’ load demand.

4.If multiple households require energy assistance, the household which requires
more load demand during high-price period will receive the energy sharing in
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priority, and each house can obtain energy assistance from only one EV energy
provider.

5. The allocation of the EV energy will follow the principle of maximizing the
benefits of the EV provider.

In addition to these, BNES
k̂

and BNES
~k

are proposed to describe the obtained benefit
of the households who sold EV energy and received energy assistance, respectively,
via NES model. Hence, BNES

k̂
and BNES

~k
can be formulated as follows:

BNES
k̂

¼ θ% � Cdmd
~k

� CEV,c
k̂

� �
(33)

BNES
~k

¼ 1� θ%ð Þ � Cdmd
~k

� CEV,c
k̂

� �
(34)

Subject to

Cdmd
~k

� CEV,c
k̂

.0 (35)

where θ is a profit distribution parameter and normally θ% ¼ 0:5, which means
the participants in energy trading share the profits equally. Additionally, Cdmd

~k
is the

cost for electricity demand without EV sharing within household without EV
equipment, and CEV,c

k̂
is the cost for EV charging of the energy sharing part. How-

ever, the energy transaction via NES model occurs only when it is profitable as
shown in Eq. (35). Obviously, this type of EV-based energy sharing model is benefit
for the trading participants on both sides.

3.3 Problem formulation and optimization

The objective of this work is to minimize the total daily cost for energy usage of
the residential network with K households as well as shape the load to a proper level
in peak demand time. To begin with, the day is split into equal time divisions with a
time interval and indexed as t. The total cost function is given in Eq. (35):

Min TC ¼ ∑
K

k¼1
∑
24

t¼1
Rt �Wgrid

k, t

� �
� BNES

k

� �
(36)

where Rt is the dynamic electricity pricing, Wgrid
k, t is the energy consumed on the

grid of the kth household, and BNES
k represents the cost benefit that the householder

can obtain in energy trading in neighborhood by using the proposed NES model.
According to the defined trading policies between neighbors, in order to

minimize TC, we have to minimize each TCk which denotes the total cost of the kth

household in the network. Therefore, the objective function can be formulated as

Min TC ¼ ∑
K

k¼1
Min TCkf g ¼ ∑

K

k¼1
Min ∑

24

t¼1
Rt �Wgrid

k, t

� �� �
�Max BNES

k

� �� �
(37)

Based on the objective function in Eq. (36), the optimization process can be
executed in two stages. First, it minimizes the total cost for electricity bill by
optimally allocating the EV energy via V2H connection. Second, it maximizes the
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benefit from energy transaction in neighborhood by optimally distributing the
surplus energy via V2N connection. Based on the previous model descriptions, both
optimization stages are linear problems. Therefore, the mixed-integer linear pro-
gramming (MILP) which is the most appropriate technique has been used to obtain
the optimal solution. However, the description of the technique is not the focus in
this study, so it is not emphasized here.

Under the given models and the relevant constraints, the proposed DR strategy
is able to optimally schedule appliances within the multi-household network in
accordance with the comprehensive affecting factors, such as EV behaviors, user
preferences, and load scheduling priorities. Here, the maintenance cost for EVs and
home appliances is neglected in this work.

4. Case study and results

In order to evaluate the feasibility of the proposed DR strategies, two cases are
proposed in this section. Case 1 is used to evaluate the EV-assisted DR strategy for
an individual household, and Case 2 is proposed to evaluate the EV-assisted DR
strategy for a multi-household network with multiple EVs.

4.1 Case 1: EV-assisted DR strategy for individual household

This subsection demonstrates how the proposed EV-APS DR strategy can be
implemented at the household level to alleviate the load burden in peak demand
periods and save electric bills. Some assumptions for simulations are presented.

4.1.1 Case description

In this case, the selected time interval for the optimization is set as 3 minutes
(0.05 hr). The households comprise over 15 types of commonly used loads covering
both CS and FS appliances. The EV and four other commonly used appliances, hot
water tank, dish machine, washer, and drying machine, are considered as the
flexible loads in this study.

In addition, the ε parameters are given to indicate the priorities of the related
loads. According to the user preferences, it is randomly assumed. Besides, in accor-
dance with the operating habits, the objective scheduling time for these
appliances is set randomly, such as EV charging [0:00–8:00]; hot water tank
[17:00–22:00]; dish machine [18:30–24:00]; washer [17:00–24:00]; and drying
machine [0:00–8:00].

Moreover, the Tesla Model S (EV) with a battery rating of 30 kWh (up to
60 kWh) is employed in the case study. It is provided with a charging wall connec-
tor (one-phase grid) limited to a charging power of 7.4 kW. The discharging
power for household appliances is up to 3.0 kW as it is shown in Table 2. The
charging and discharging efficiencies are considered as η1 ¼ η2 ¼ 0:95. It is also
considered that the householder always arrives home at 5:00 p.m. with 18 kWh
(60%) remaining energy in EV battery and leaves home at 8:00 a.m. in the next
morning with fully charged battery (100 � 5%, 30 � 1.5 kWh). However, the
minimum remaining energy in EV is restricted to 7.5 kWh (25 � 5%) to avoid the
deep discharging. The deep charging will cause damages to the battery and reduce
battery life. Furthermore, the UK dynamic pricing data of a typical day which is
used in this case is presented in Figure 3.
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priority, and each house can obtain energy assistance from only one EV energy
provider.

5. The allocation of the EV energy will follow the principle of maximizing the
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and BNES
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are proposed to describe the obtained benefit
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where θ is a profit distribution parameter and normally θ% ¼ 0:5, which means
the participants in energy trading share the profits equally. Additionally, Cdmd

~k
is the

cost for electricity demand without EV sharing within household without EV
equipment, and CEV,c

k̂
is the cost for EV charging of the energy sharing part. How-

ever, the energy transaction via NES model occurs only when it is profitable as
shown in Eq. (35). Obviously, this type of EV-based energy sharing model is benefit
for the trading participants on both sides.

3.3 Problem formulation and optimization

The objective of this work is to minimize the total daily cost for energy usage of
the residential network with K households as well as shape the load to a proper level
in peak demand time. To begin with, the day is split into equal time divisions with a
time interval and indexed as t. The total cost function is given in Eq. (35):
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where Rt is the dynamic electricity pricing, Wgrid
k, t is the energy consumed on the

grid of the kth household, and BNES
k represents the cost benefit that the householder

can obtain in energy trading in neighborhood by using the proposed NES model.
According to the defined trading policies between neighbors, in order to

minimize TC, we have to minimize each TCk which denotes the total cost of the kth

household in the network. Therefore, the objective function can be formulated as
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Based on the objective function in Eq. (36), the optimization process can be
executed in two stages. First, it minimizes the total cost for electricity bill by
optimally allocating the EV energy via V2H connection. Second, it maximizes the
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benefit from energy transaction in neighborhood by optimally distributing the
surplus energy via V2N connection. Based on the previous model descriptions, both
optimization stages are linear problems. Therefore, the mixed-integer linear pro-
gramming (MILP) which is the most appropriate technique has been used to obtain
the optimal solution. However, the description of the technique is not the focus in
this study, so it is not emphasized here.

Under the given models and the relevant constraints, the proposed DR strategy
is able to optimally schedule appliances within the multi-household network in
accordance with the comprehensive affecting factors, such as EV behaviors, user
preferences, and load scheduling priorities. Here, the maintenance cost for EVs and
home appliances is neglected in this work.

4. Case study and results

In order to evaluate the feasibility of the proposed DR strategies, two cases are
proposed in this section. Case 1 is used to evaluate the EV-assisted DR strategy for
an individual household, and Case 2 is proposed to evaluate the EV-assisted DR
strategy for a multi-household network with multiple EVs.

4.1 Case 1: EV-assisted DR strategy for individual household

This subsection demonstrates how the proposed EV-APS DR strategy can be
implemented at the household level to alleviate the load burden in peak demand
periods and save electric bills. Some assumptions for simulations are presented.

4.1.1 Case description

In this case, the selected time interval for the optimization is set as 3 minutes
(0.05 hr). The households comprise over 15 types of commonly used loads covering
both CS and FS appliances. The EV and four other commonly used appliances, hot
water tank, dish machine, washer, and drying machine, are considered as the
flexible loads in this study.

In addition, the ε parameters are given to indicate the priorities of the related
loads. According to the user preferences, it is randomly assumed. Besides, in accor-
dance with the operating habits, the objective scheduling time for these
appliances is set randomly, such as EV charging [0:00–8:00]; hot water tank
[17:00–22:00]; dish machine [18:30–24:00]; washer [17:00–24:00]; and drying
machine [0:00–8:00].

Moreover, the Tesla Model S (EV) with a battery rating of 30 kWh (up to
60 kWh) is employed in the case study. It is provided with a charging wall connec-
tor (one-phase grid) limited to a charging power of 7.4 kW. The discharging
power for household appliances is up to 3.0 kW as it is shown in Table 2. The
charging and discharging efficiencies are considered as η1 ¼ η2 ¼ 0:95. It is also
considered that the householder always arrives home at 5:00 p.m. with 18 kWh
(60%) remaining energy in EV battery and leaves home at 8:00 a.m. in the next
morning with fully charged battery (100 � 5%, 30 � 1.5 kWh). However, the
minimum remaining energy in EV is restricted to 7.5 kWh (25 � 5%) to avoid the
deep discharging. The deep charging will cause damages to the battery and reduce
battery life. Furthermore, the UK dynamic pricing data of a typical day which is
used in this case is presented in Figure 3.
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4.1.2 Simulation result

Assuming that the target household demand limits of 8 kW all day in this study,
Figure 4 presents the overall load shaping results of the household appliances.
Specifically, Figure 4(a) shows the original load profile without DR. It can be seen
that the peak demand time occurs between 6:00 p.m. and 8:10 p.m. The total house
load exceeds the 8 kW limit during this period, and the maximum load demand is
11.5 kW which occurs at around 8:00 p.m. Additionally, (b) and (c) in Figure 4
present the load profiles after scheduling by using the LSC DR strategy [20] and the
proposed EV-APS DR strategy, respectively. Apparently, the load burden is allevi-
ated, and the load decreases to an appropriate level in both (b) and (c). Nonethe-
less, compared with the results in (b), the load demand in (c) between 6:00 p.m.
and 9:40 p.m. approaches to a very low level, since the EV discharging is activated
during this time. As a consequence, the EV takes 3.2 hour to charge as it is shown in
(c), which is longer than the charging time (2.1 hour) in (b).

Moreover, since the EV plays a great role in power supplying in modeling, the
real-time EV remaining energy variation at household parking station by using the
proposed EV-APS DR strategy is illustrated in Figure 5. Specifically, the EV arrives
at home at 5:00 p.m. as described in the figure. Between 5:00 p.m. and 10:18 p.m.,
the EV discharging is activated, and a part of household appliances are continuously
powered by EV until the amount of EV remaining energy reaches the minimum
threshold (7.5 kWh). However, the EV is charged from 3:00 a.m. to 6:18 a.m. in the
next day morning to enable the EV leaves home with the fully charged battery at
8:00 a.m. According to the results, it can be seen that the EV remaining energy
variation directly corresponds with the load curve in Figure 4(c), which indicates
that this emulation method is correct and feasible.

Figure 6 shows the accumulative probabilities of the reshaped load distributions
by DR strategies during peak load demand period which is between 5:00 p.m. and
12:00 p.m. Based on the figure, we can see that the probabilities for the case Pgrid <
1 kW of the original load profile without DR, the LSC DR shaping profile, and the
EV-APS DR shaping profile are 7.1%, 24.3% and 72.9%, respectively. For the case
Pgrid < 3 kW, the probabilities are 23.6, 53.1 and 86.4%, respectively. The results
indicate that the load shaping performance by the EV-APS DR strategy is the best as

Figure 3.
UK real-time electricity pricing data.
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a higher percentage load is shaped to a low level, which proves that the proposed
method is an effective tool in load shaping.

The total cost is another issue that customers concern. On the basis of the DP
tariff, the daily electric cost can be obtained. Figure 7 presents the accumulative

Figure 4.
The overall load shaping results. The load profiles of (a) without DR, (b) by the LSC DR, and (c) by the
proposed EV-APS DR.
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cost comparison between different demand response strategies. Obviously, the
proposed EV-APS DR strategy performs superior than other approaches in com-
parison. The total electric bill of the original load demand of a typical day is about
£3.6. However, it decreases to £2.9 and £2.5 by using the LSC DR and the EV-APS
DR, respectively. The total saving costs are about £0.7 and £1.1, which are
equivalent to 19.4 and 30.6%, respectively. Compared with the LSC DR strategy
in literature, the proposed DR strategy in this paper has a better performance in
load shaping and higher cost saving percentage (11.2% improved), obviously.

4.2 Case 2: EV-assisted DR strategy for multi-household network

This section proposes a case study to demonstrate how the DR strategy with the
EV-assisted NES model can be implemented at the side of residential community, to

Figure 5.
The real-time EV remaining energy variation at parking station.

Figure 6.
The accumulative probability of the load distribution during peak load demand hours.
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save electric bills and alleviate the load burden in peak demand time simulta-
neously.

4.2.1 Case description

The optimization problem for the total cost minimization is formulated as linear
programming aimed to reduce the daily bill of each household as much as possible.
In the case study, the selected time interval for the optimization is set as 3 minutes.
The adopted multi-household network is assumed to comprise five households for
convenience. For each household, over 15 types of commonly used domestic appli-
ances covering both FS and CS appliances are accounted.

In addition, as not all the users are able to purchase an electrical vehicle, only 3/5
of the households are assumed to be equipped with EVs to support the neighbor
energy sharing. For each EV device, a battery capacity of 35 kWh is employed. The
charging and discharging (via V2H and V2G) efficiencies are all considered to be
0.95 for convenience. The minimum remaining energy in EV is restricted to 10%
(τ ¼ 0:1) of the battery capacity to avoid the deep discharging.

Besides, the parameters about the EV status, time of arriving (ToA), time of
leaving (ToL), charging rate (CR), discharging rate (DCR), and energy remaining
of arriving home (ERoA) of the specific EV within each household are given in
Table 3.

Figure 7.
The accumulative cost comparison results between DR strategies.

Parameter House #1 House #2 House #3 House #4 House #5

EV status Active Active Active Disable Disable

ToA (first day) 5 p.m. 6 p.m. 7 p.m. — —

ToL (second day) 8 a.m. 9 a.m. 10 a.m. — —

CR (kW) 7.5 6.5 5.5 — —

DCR (kW) 3.5 3 2.5 — —

ERoA (kWh) 26 24 22 — —

Table 3.
Electrical vehicle parameter specification.
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4.2.2 Simulation results

Figure 8 presents the overall load shaping results for the multi-household net-
work by using different DR programs. It is assumed that the threshold of the overall
load demand is 25 kW. Specifically, it can be seen that the LSC demand response
strategy can slightly alleviate the load burden, particularly around 9 p.m. This is
because limited appliances are scheduled, and none of EVs are adopted in the LSC
DR program. However, the load shaping performances of using EVs without NES
and EV-assisted NES in (c) and (d), respectively, are much better than the results in
(a) and (b). The load demand of the entire network in both (c) and (d) has
remained below the threshold apparently due to the EV discharging contributions.

Figure 8.
Overall load shaping results for the multi-household network by using different DR programs. The load profiles
of (a) without DR, (b) by LSC DR, (c) by EV without NES DR, and (d) by EV-assisted NES DR.

Figure 9.
Real-time energy remaining variations of EVs at parking station.
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In addition, compared with the load distribution in (c), the load demand in (d)
approaches to a lower level in peak time around 7–9 p.m. This is because the
households without EVs received the energy assistance from neighbors via V2N so
that the overall load demand on the grid decreases. As a consequence, it is obvious
to see that the EVs take more time to charge the batteries in off-peak time for the
usage of the second day. Moreover, since the EVs play a great role in power
transaction within the network, the real-time energy remaining variations of EVs
(#1, #2, and #3) at parking station are illustrated in Figure 9.

In terms of the daily electricity cost, the proposed approach can obtain more
benefits compared with the literature DR programs as shown in Table 4. According
to the cost results, apparently, the proposed DR with an EV-assisted NES model
performs the best with the lowest cost in the comparison for all cases. Specifically,
as house #1 does not participate in the energy trading in neighborhood due to the
lower distributing priority, there is no cost difference between using EVs with and
without NES. Nonetheless, as the energy providers in the transaction, the costs of
house #2 and house #3 are reduced by 47.3 and 46.1%, respectively, by adopting the
EV-assisted NES model compared with the original cost. Additionally, about 10.5
and 7.4% cost reduction can be achieved compared with the method of using EVs
without NES. On the other side of the trading, house #4 and house #5 that are not
equipped with EVs also obtain the benefits from the energy sharing. About £0.24
and £0.32 which are equivalent to 10.4% and 13.7% cost saving can be gained
during the transaction for house #4 and house #5, respectively.

In overview, for this selected residential community including five individual
households, the total payment saving is about £5.31 which is equivalent to 34.9% in
this case. Obviously, the adopted EV-based NES model is beneficial for the energy
trading participants on both sides, and significant improvements can be achieved
comparing with the literature DR programs.

5. Conclusion

The aim of this work is to develop DR strategies assisted by EVs, to jointly
optimize the household appliance scheduling and economic cost based on DP for
different scales of households. An EV-APS-based DR strategy has been proposed
first and then extended to an EV-NES model-based DR strategy. The numerical
results demonstrated that for by using the EV-APS-based DR strategy for a single
household, 86.4% of the load in peak hours can be shifted to an off-peak time and
that the daily electric cost can be reduced by 30.6%. For the multi-household
network, the load can be significantly shifted to an appropriate level, and the daily
electric cost of the entire network can be reduced by 34.9%. On the basis of the
achieved results, we can conclude that the proposed DR strategies in this chapter
are energy-efficient solutions and can fulfill the tasks of load balancing and cost
saving for the smart grid and customers simultaneously.

Methods House #1 House #2 House #3 House #4 House #5

Original 3.15 3.55 3.88 2.31 2.34

LSC 3.09 3.49. 3.73 2.24 2.26

EVs without NES 1.83 2.09 2.30 — —

EVs with NES 1.83 1.87 2.13 2.07 2.02

Table 4.
Daily cost (£) comparison by adopting different DR programs.
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to the cost results, apparently, the proposed DR with an EV-assisted NES model
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results demonstrated that for by using the EV-APS-based DR strategy for a single
household, 86.4% of the load in peak hours can be shifted to an off-peak time and
that the daily electric cost can be reduced by 30.6%. For the multi-household
network, the load can be significantly shifted to an appropriate level, and the daily
electric cost of the entire network can be reduced by 34.9%. On the basis of the
achieved results, we can conclude that the proposed DR strategies in this chapter
are energy-efficient solutions and can fulfill the tasks of load balancing and cost
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Chapter 5

Supercapacitors as Guarantors for 
Energy Sustainability in  
Low-Power Energy Harvesting 
Sensor Modules
Dalibor Purkovic

Abstract

Energy harvesting, low-power sensor modules are characterised by their energy 
independence, power consumption, size, robustness to withstand the environ-
mental conditions, maintenance demand and long term operation. To secure any 
of these conditions focus has to be put on the device energy reservoir. Traditional 
approach would reach for the battery and at the very beginning of the develop-
ment, accept the limitations that go along with it. These limitations in form of high 
temperature difference dependency, current peaks, limited charge cycles, loss of 
operating voltage and capacity, soon become constraints in the sensor module life 
cycle. Answer to these constraints and a guarantor of a long sensor module life cycle 
is a supercapacitor. An energy storage which does not have any special charging 
requests, other than ensuring that the maximum voltage is not exceeded, or that a 
minimum voltage is not reached. Supercapacitors have a low ESR (equivalent series 
resistance), typically of the order of 100 mΩ. This reduces internal losses during 
charge and discharge cycles allowing them to handle current surges without the 
output voltage dropping significantly. Lithium-ion supercapacitors especially have 
good self-discharge characteristics and retain their voltage for years.

Keywords: energy harvesting, lithium-ion supercapacitor,  
self-discharge characteristics, leakage current, low power, EnOcean sensor module

1. Introduction

LPWAN (low-power wide-area network) is a current research topic, alongside 
with the growth and popularity of the Internet of things (IoT). The main focus is 
the core element behind each of these aspects, i.e. the sensor node. A sensor node, 
which can be observed as either an independent unit, or part of a LPWAN, per-
forms many tasks. It can harvest energy, give power to attached sensors, collect and 
process data from these sensors and transmit it through the air, while sustaining its 
own power management [1, 2]. Application fields of the IoT world are constantly 
expanding and with it, researched sensor platforms [3–5].

The majority of these sensor platforms rely on batteries as the main power 
supply. This is considered the traditional approach in sensor module energy man-
agement development [6, 7]. Problems with batteries are well known [8, 9] and thus 
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Chapter 5

Supercapacitors as Guarantors for 
Energy Sustainability in  
Low-Power Energy Harvesting 
Sensor Modules
Dalibor Purkovic

Abstract

Energy harvesting, low-power sensor modules are characterised by their energy 
independence, power consumption, size, robustness to withstand the environ-
mental conditions, maintenance demand and long term operation. To secure any 
of these conditions focus has to be put on the device energy reservoir. Traditional 
approach would reach for the battery and at the very beginning of the develop-
ment, accept the limitations that go along with it. These limitations in form of high 
temperature difference dependency, current peaks, limited charge cycles, loss of 
operating voltage and capacity, soon become constraints in the sensor module life 
cycle. Answer to these constraints and a guarantor of a long sensor module life cycle 
is a supercapacitor. An energy storage which does not have any special charging 
requests, other than ensuring that the maximum voltage is not exceeded, or that a 
minimum voltage is not reached. Supercapacitors have a low ESR (equivalent series 
resistance), typically of the order of 100 mΩ. This reduces internal losses during 
charge and discharge cycles allowing them to handle current surges without the 
output voltage dropping significantly. Lithium-ion supercapacitors especially have 
good self-discharge characteristics and retain their voltage for years.

Keywords: energy harvesting, lithium-ion supercapacitor,  
self-discharge characteristics, leakage current, low power, EnOcean sensor module

1. Introduction

LPWAN (low-power wide-area network) is a current research topic, alongside 
with the growth and popularity of the Internet of things (IoT). The main focus is 
the core element behind each of these aspects, i.e. the sensor node. A sensor node, 
which can be observed as either an independent unit, or part of a LPWAN, per-
forms many tasks. It can harvest energy, give power to attached sensors, collect and 
process data from these sensors and transmit it through the air, while sustaining its 
own power management [1, 2]. Application fields of the IoT world are constantly 
expanding and with it, researched sensor platforms [3–5].

The majority of these sensor platforms rely on batteries as the main power 
supply. This is considered the traditional approach in sensor module energy man-
agement development [6, 7]. Problems with batteries are well known [8, 9] and thus 
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research is now directed towards finding energy storage alternatives for use in low 
power sensor modules. An effective alternative is supercapacitors.

The advantages of supercapacitors are also recognised by the authors of [10]. 
Some of these include, very high rates of charge and discharge, little degradation of 
capacity over hundreds of thousands of cycles, low toxicity of materials used, high 
cycle efficiency (95% or more). Authors of [9] highlight the use of a supercapacitor 
instead of a battery to secure long term operation. This is described as the main 
advantage of their wireless sensor node. One of the disadvantages of supercapaci-
tors, besides the currently higher price, is that their energy density today remains 
less than that of batteries, by an order of magnitude [9]. Since a supercapacitor 
is usually used in conjunction with a suitable solar cell, this lower energy density 
drawback is overcome. The potential of a lithium-ion supercapacitor is investigated 
in this chapter as the main energy storage for low-power, energy harvesting, wire-
less sensor modules.

2. Energy storage characterisation

Compared to supercapacitors, batteries have many limitations when used in 
outdoor sensor modules. During each transmission, current peaks in low power 
sensor modules can easily reach 40 mA [1, 11]. This is a serious disadvantage 
when utilising batteries, as they are very sensitive to current peaks. Current peaks 
above 30 mA limit their life cycle [8, 12], and batteries already have a lower life 
cycle, and are highly dependent on the number of recharge/discharge cycles. For 
example, the lithium-ion battery, whose characteristics are shown in Figure 1, 
can be recharged from 4000 to 7000 times. This depends on whether the previ-
ous discharge levels were less or greater than 50% respectively. After a certain 
period of time batteries lose their capacity and their nominal operating voltage 
becomes degraded, and thus will require replacement [8]. On the other hand, a 

Figure 1. 
Discharge temperature characteristics of the lithium-ion rechargeable battery Huahui HTC0407 with a life 
cycle between 4000 and 7000 times [14].
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supercapacitor can be charged and discharged virtually an unlimited number of 
times. Due to this, information concerning supercapacitor life cycle is not usually 
provided in their specification. For example, for the used supercapacitor, the only 
information available regarding its life cycle, is that after 10,000 charge/discharge 
cycles the supercapacitor will still maintain a minimum 70% of the initially 
specified capacitance [13]. Figure 1 displays a typical battery discharge curve. 
After full charge and start of operation there is an initial voltage drop, after which 
the battery voltage is stable. At a point towards the end of the lifecycle, another 
voltage drop will occur. The battery supply voltage will fall below the nominal 
voltage, and the battery will require replacement. Within the same figure, one can 
also see another disadvantage of batteries, the huge battery capacity temperature 
dependency (especially at negative temperatures).

Supercapacitors, on the other hand, do not have any special charging requests, 
except ensuring that the maximum voltage is not exceeded, or that the minimum 
operating voltage is not reached. Supercapacitors have a low ESR (equivalent series 
resistance); typically below 100 mΩ. This reduces internal losses during charge and 
discharge cycles, thus allowing them to handle current surges without the output 
voltage dropping significantly [8].

Different types of energy storage have been investigated. A comparison is 
displayed in Table 1. Besides internal impedance, leakage current is the most 
important criteria when selecting an energy store for a low power sensor module.

Based on Table 1 and Figure 2 it is evident that the energy storage with 
lithium-ion technology is the most promising for use in low power sensor 
modules. Figure 2 depicts why some types of energy storage should be avoided 
in energy harvesting devices. The generated electrical current from a small 
solar cell (photo current) is shown in the same figure, assuming a worst case 
scenario with indoor conditions (solar cell illuminated 4 hours with only 500 lx 
per day). It can be seen that this harvested photo current would be completely 
consumed by the leakage current of, e.g., NiCad (Nickel-cadmium)-based 
energy storage device.

Generally, only a low impedance energy storage with minimum leakage cur-
rent and sufficient capacity, is able to deliver the required energy to power-up 
sensors and transmit data over a longer period of time [15]. Due to limitations 

Type Technology Voltage 
(V)

Capacity 
(mAh)

Measured 
impedance 

(Ω)

Self-
discharge

Comments

ML2430 Manganese 
lithium

3.1 100 ≈13 2%/year Measured 0.2 V 
voltage drop at 40 mA

VL2320 Manganese 
lithium

3.1 30 ≈30 <2%/year Too high impedance

MS920SE Manganese 
lithium

3.1 11 ≈35 2%/year Too high impedance

LIR1220 Lithium-ion 3.6 8 <2 7%/month Self-discharge values 
from <2%/year to 

7%/month

CP1624 Lithium-ion 3.6 50 <1 20%/year 20% self-discharge 
per year is equivalent 

to steady 1 μA

Table 1. 
Comparison of different technologies used for energy storage.
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mentioned above, the tested batteries are deemed unacceptable energy stor-
age solutions. Therefore, an alternative, with capacitor-like characteristics, is 
investigated.

3. Lithium-ion supercapacitors

A lithium-ion supercapacitor LIC1235RS3R8406 from Taiyo Yuden is selected 
as the main energy storage and became the ‘heart’ of the developed EnOcean 
low power, energy harvesting sensor module. Lithium-ion capacitors are hybrid 
capacitors, featuring the best characteristics of both EDLC (electrical double layer 
capacitors) and lithium-ion secondary batteries (LIB). Some of these characteristics 
are outlined in Table 2 [13].

3.1 Self-discharge properties

Figure 3 shows the self-discharge property of the two different capacitor types. 
The cylinder type lithium-ion capacitor (LIC) has a 40 F capacity, when charged 
for 24 hours with 3.8 V, at a temperature of 25°C. The other, is a symmetrical type 
EDLC whose capacitance is similar to that of the lithium-ion capacitor. As seen 
here, the symmetrical type EDLC has a large self-discharge. After a month at 25°C, 
its operating voltage decreased to 80% of the initial voltage. In contrast, the LIC 
displays a far better self-discharge behaviour. At 25°C, it can maintain a voltage 
higher than 3.7 V, even after 100 days since full recharge [16]. Two additional 
self-discharge properties of the LIC, at two different temperatures, are also given in 
Figure 4 (nominal capacity is 200 F). It is clear that after 4000 hours (at 60°C), the 
supercapacitor maintains close to 90% of its initial voltage. At 25°C it behaves even 
better; preserving 96% of the initial voltage.

The voltage retention behaviour of the lithium-ion capacitors is shown in 
Figure 5. After 22,000 hours at 25°C, this 100 F supercapacitor maintained 92% of 
the initial voltage [16].

The selected supercapacitor has a capacity of 40 F and this value is in the first 
order price compromise, compared to the 100 and 200 F versions. On the other 
hand a larger capacitance is not needed, since the consumption of the developed 
EnOcean sensor module is optimised and long term operation is secured. With 
the development of a more energy consuming sensor module [17], a supercapaci-
tor with a higher capacity could be considered. The supercapacitor remains the 

Figure 2. 
Measured leakage currents of different energy stores, compared to the generated photo current from a small solar cell.
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most expensive component on the sensor module PCB, contributing to 20% of 
the overall costs of the assembled PCB.

3.2 Supercapacitor’s leakage current

It is assumed that the sensor module due to its energy harvesting capabili-
ties will be primarily used outdoors. Therefore, it is of great interest to define 
the supercapacitor’s leakage current over a larger temperature range. Recorded 
measurements show that during a bright and sunny day, the temperature 
inside the sensor module housing can reach almost +70°C with direct sunlight 
(Figure 6).

Figure 3. 
Self-discharge property of the cylinder type lithium-ion capacitor with 40 F (150 mΩ) versus the EDLC with a 
similar capacitance [16].

Table 2. 
Main characteristics of the LIC1235RS3R8406 [13].
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most expensive component on the sensor module PCB, contributing to 20% of 
the overall costs of the assembled PCB.

3.2 Supercapacitor’s leakage current

It is assumed that the sensor module due to its energy harvesting capabili-
ties will be primarily used outdoors. Therefore, it is of great interest to define 
the supercapacitor’s leakage current over a larger temperature range. Recorded 
measurements show that during a bright and sunny day, the temperature 
inside the sensor module housing can reach almost +70°C with direct sunlight 
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Self-discharge property of the cylinder type lithium-ion capacitor with 40 F (150 mΩ) versus the EDLC with a 
similar capacitance [16].

Table 2. 
Main characteristics of the LIC1235RS3R8406 [13].
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Figure 5. 
Self-discharge characteristic of the 100 F (100 mΩ) Taiyo Yuden lithium-ion capacitor at 25 °C [16].

Figure 4. 
Self-discharge characteristic of the 200 F (50 mΩ) Taiyo Yuden lithium-ion capacitor for two different 
temperatures [16].
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A high temperature can have several negative effects on supercapacitor 
behaviour: the internal direct current resistance (DCR) increases, the equiva-
lent series resistance (ESR) increases and the capacitance decreases [16]. Taking 

Figure 6. 
Measuring temperature inside the EnOcean low power, energy harvesting sensor module housing. The two 
channels of the thermometer (yellow device) are measuring the temperature of the solar cell (52.3°C) and 
supercapacitor (50.1°C), respectively. The outside temperature was 30°C.

Table 3. 
Supercapacitor leakage current measured over different temperatures, for two different supercapacitor voltages [1].

Figure 7. 
Supercapacitor leakage current values over different temperatures for different voltage levels. This is a 
graphical representation of the results from Table 3.
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the aforementioned into consideration, the supercapacitor’s leakage current 
over different temperatures has been measured and displayed in Table 3 and 
Figure 7.

Measurements are taken for two different voltages of the supercapacitor; 3.8 V 
as the maximum usable voltage, and 3.5 V as the voltage just below maximum 
operating voltage. The voltage of the supercapacitor was kept constant, while the 
temperature was altered every 8 hours. During the last 1000 seconds of each cycle, 
the leakage current (current drained by the supercapacitor from the power source) 
was measured every 10 seconds and an average was calculated. As it can be seen in 
Table 3 and Figure 7, a drastic increase in the supercapacitor’s leakage current is 
observed at +85°C, compared to 25°C or lower. The supercapacitor’s leakage current 
contributes to 40% (at 25°C) of the sensor module’s overall current consumption 
during deep sleep mode. Therefore this must be considered when estimating dark 
run time operation (energy harvesting disabled).

4. The 100 Hour leakage current test

To measure the real use case behaviour of the supercapacitor and obtain its 
realistic leakage current figure, an additional 100 hours test was conducted. 
Charge and discharge cycles remaining within the supercapacitor’s defined 
operating voltage range (from 2.2 to 3.8 V) have been executed. This was 
done using an automated test created with LabVIEW, as shown in Figure 8. 
For 5 hours at room temperature, a 3.8 V supply voltage was applied to the 

Figure 8. 
Cycles of charge and discharge of supercapacitor. The blue, red and green lines represent the applied voltage, 
current drawn and available charge, respectively.
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supercapacitor with a maximum current limit of 50 mA. The voltage on the 
supercapacitor and the charge current was recorded at 10 seconds intervals. 
After 5 hours, the applied voltage was changed from 3.8 to 2.2 V. The discharge 
of the supercapacitor then started through the power source with the capability 
to sink current (sink current limit set to 50 mA). This was repeated 7 times. The 
applied charge to the supercapacitor was also calculated, and is represented by 
the green line in Figure 8.

After seven charge/discharge cycles, a constant 3.8 V was applied to the superca-
pacitor for the following 30 hours and the leakage current was measured during this 
period.

From Figure 9, the average value of the supercapacitor leakage current is 
5 μA. Due to this, the supercapacitor only lost 100 mC or 0.156% of its initial charge 
during next 5.5 hours. Couple of hours later, this value stabilised below 1 µA.

Since the recommended maximum operating voltage of most microcontrollers 
and radio chips is 3.6 V, the supercapacitor comes from suppliers already charged 
to 3.6 V ± 100 mV. It is then soldered onto the sensor module PCB and put into 
operation.

5. Sensor module’s energy conservation

Based on the low leakage current of the supercapacitor, determined in the 100 
hour test, it is expected that the sensor module will conserve its energy, for a longer 
period of time, when not in use. The results displayed in Figure 10 confirm this 
assumption. The voltage of the supercapacitor is measured on 10 EnOcean sensor 
module PCBs assembled almost 3 years ago, before being measured again. These 
PCBs were then stored and not used. The initial voltage when these samples were 
first produced is represented by the red dots in Figure 10. The supercapacitor 
voltage of these 10 samples is measured again after 3 years in storage. These results 
are displayed by the blue dots in the same figure. It is evident that, all 10 superca-
pacitors lost a similar amount of charge due to their leakage current. However, the 
measured voltage levels are still significantly high. This suggests that 3 years after 
production, these sensor modules would still operate normally. In addition to this, 
as soon as the solar cell is connected, these supercapacitors would begin to recharge 
to initial voltage levels.

Figure 9. 
Supercapacitor leakage current (red line) after 100 hours test. Fluctuations in measurement values arise due 
to the limited precision of the measurement equipment and noise. The green line depicts charge lost over a 
5.5 hours period of time due to leakage current.
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Since the recommended maximum operating voltage of most microcontrollers 
and radio chips is 3.6 V, the supercapacitor comes from suppliers already charged 
to 3.6 V ± 100 mV. It is then soldered onto the sensor module PCB and put into 
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Figure 9. 
Supercapacitor leakage current (red line) after 100 hours test. Fluctuations in measurement values arise due 
to the limited precision of the measurement equipment and noise. The green line depicts charge lost over a 
5.5 hours period of time due to leakage current.
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Figure 10. 
Measured voltage of the supercapacitors soldered on the developed EnOcean low power, energy harvesting 
sensor module PCBs at initial assembly (red dots) and after 3 years of no usage (blue dots).
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Chapter 6

Energy Management through
Electromagnetic Conversion
Eduardo Torres-Sánchez

Abstract

The global society has the responsibility to concern about environmental impact
for energy purposes by replacing existing coal and hydrocarbon methods by sus-
tainable and efficient energy systems. Hence, current power generation systems are
bounded by the physical laws that tend to decrease the performance by converting
most of the energy into heat. Likewise, the revolution and massive implementation
of renewable energies around the world have demonstrated that the electromag-
netic transduction presents a viable option to harness the induced mechanical
energy provided by either wind or water into exergy. The exergy focuses on the
efficiency of the second law of thermodynamics with the purpose to ensure avail-
ability and quality of energy within energetic management systems. Thereby, it is
necessary to decrease the energy demand by making very efficient power-
consuming devices and increasing the quality of energy with performed output
power generation systems. This chapter addresses a single diagram to develop
models and novel designs for power generation with the aim to develop variable
efficiency power systems. Furthermore, an analysis is addressed on magnetism,
electromagnetic induction, and magnetic materials to design, optimize, and imple-
ment into current power cycles.

Keywords: variable energy efficiency, electromagnetism, sustainability, energy
quality, time-varying magnetic field

1. Introduction

Energy management mainly refers to developing systems with potential energy
savings with a positive economic impact. The key relies on identifying energy
saving opportunities [1], for instance, the accurate maintenance measures made on
time and the necessary modifications of current power systems to ensure best
operation at lower costs. Accordingly, renewable energies have opened an opportu-
nity to increase power management efficiency without compromising the natural
resources of future generations [2].

Nevertheless, the energy is classified by two variants stated by the quality of
energy, named exergy and anergy. The term exergy was first mentioned by Zoran
Rant in 1956 as the amount of energy that can be converted either into mechanical,
electrical, or other work [3]. Thus, the anergy results as the remaining energy part
without a practical utility. Moreover, the exergy is a measure of efficiency of an
energy system into parameters of quality and availability [4]. In comparison, these
statements are based on the second law of thermodynamics that establishes the
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boundaries regarding the quantity of work that can be done. In addition, an exergy
analysis compares different energetic performance to choose the most efficient
alternative according to either storing, consuming or power generation application [5].

Likewise, the exergy determines the thermodynamic value in a quantitative
manner by analyzing the energetic resource wasting to find out the causes of low
efficiency. Thereby, once the causes are quantified, the exergy analysis can help to
specify the necessary modifications on either the process or the design [6]. Thus,
the exergy is stated as a thermodynamic property of a substance or a system that
allows determining the useful potential work of an available amount of energy that
can be acquired by the spontaneous interaction between a system and the environ-
ment that surrounds it [7].

On the other hand, the only way to operate larger systems is across electrical
energy provided by electric power plants. Hence, electricity generation has been
accomplished in the last century by nuclear methods, coal and fossil-fueled systems,
largely designed to power supply to an endless number of power consumption
devices [8]. However, regardless of these great energy structures that produce huge
amounts of useful energy, they face environmental concerns by polluting the natu-
ral resources [9]. In addition, it is not only the pollution but the consequences of
extracting oil more than what it is due, by triggering greater earthquake frequency
and intensity [10]. The oil is the earth’s lubricant. Moreover, the environmental
impact of using the hydraulic fracking method to extract shale gas causes an irre-
versible damage to aquifers and subsoil [11]. However, an additional problem
despite the power generation from hydrocarbons is the need of power supply
systems to be independent from the grid.

In contrast, renewable energies have started to accomplish the energetic
demands with the aim to stop polluting by converting the mechanical energy from
natural sources such as wind, wave, geothermal, hydraulic, and tidal power into
available electrical energy [12]. The energy conversion is made, thanks to the
electromagnetic induction properties that are present in every time-varying mag-
netic field of current electric generators. Of course, while there is an existing
mechanical energy, consequently, there will be energy for conversion. Indeed, if
there is no energy to convert, then no energy is generated. This statement is
underpinned in the first law of thermodynamics [13].

Otherwise, energy harvesting systems have become an alternative form of
power generation over the last few years. The mechanical force induced by vibra-
tions using piezoelectric materials, and even collisions, are examples of energy
harvesting methods. However, electromagnetic induction is an especially promising
means of energy harvesting, since only coils and magnets are needed for its func-
tioning and efficiency increasing [13]. Thus, the electromagnetic transduction
increases the performance of energy conversion more than hydrocarbons by the
simple fact of combustion and excessive heat conversion energy lack. This change
yields implicitly the performance of the second law of thermodynamics, which is
the aim of the exergy, by developing more efficient power systems [14]. Another
important fact to regard is that the increase in the energy demand is on the rise since
the population is on the rise [15].

Accordingly, it is necessary to power supply medium and low power consuming
systems by obtaining the energy from the environment instead of getting it from a
big manager energy such as oil wells. Thus, the development of new energy systems
technology must be every time more efficient to power supply without environ-
mental impacts at the lowest cost.

In this chapter, a developing diagram has been addressed to design customized
electric machines according to the desired applications. The applications are also
focused to establish these generators in areas where it is difficult to supply energy
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for common use electronic devices and in applications of everyday life. Of course,
this effect would yield to create independent power grids per zones, roads, and
streets. For instance, the sum of renewable energy applications will determine the
approach to the creation of new energy systems.

Henceforth, these designs will open the possibility of developing configurable
generators, according to the real-life applicable power generation systems. The
effectiveness of the design depends on the architecture of the device, while the
quantity of energy harvested depends on the lifetime of the magnets and on the
continuation of the induced mechanical force.

Elsewhere, as the exergy focuses on the availability and the efficient application
of energy, this statement yields to adapt current power generators into more effi-
cient power cycles with the aim to reduce the energy transformation into heat. For
instance, current induction generators of wind power stations may have the
enhancement to vary the distance between the rotor and the stator with the objec-
tive to harvest the energy of wind velocities beyond the current operating limit.
Therefore, the rotor would vary the distance from the stator every time there exists
an up-or-down variation of the wind velocity. Therefore, at low wind velocity, the
rotor will be set up farer from the stator to generate low output power and vice
versa; at greater wind velocities, the rotor will be set up at a closer distance from the
stator to generate high output power. Moreover, this variability allows velocity
fluctuations to harvest energy any time there is an induced mechanical force.
Namely, the outcome is a variable efficiency generator in accordance with the
mechanical energy provided by the environment.

Further, there exist many energy systems that can be modified to increase
efficiency by reducing the energetic losses with the induction of electromagnetism
in a performed manner.

2. Energy management in energy harvesting

Renewable energies are an essential support to provide exergy in a clean manner
to human life. Nowadays, an increasing number of smaller technologies are being
powered by batteries, renewable energies, and complex control systems to save
energy. Electromechanical applications are currently focused on energy harvesting,
including the development of autonomous devices [16]. However, the current
energy harvesting methods still rely on batteries or their equivalent. Namely, nei-
ther fossil fuels nor nuclear energy fall into this category. Thus, energy harvesting
can play an important role if used properly in power systems.

Building on single-source systems, Amanor-Boadu et al. [17] created a multi-
energy system which simultaneously charged a Li-ion battery. This idea, however,
could now be further improved by adding more energy sources to one energy
harvesting system and not only charge one Li-ion battery or one capacitor but
rather several batteries in less time.

A diagram of a multi-energy system is shown in Figure 1 as an effective solution
to combine multiple energy harvesting systems simultaneously for battery charging
[17]. Evenly, this approach should have an effective management energy system
such as a BMS (Battery Management System) to protect the batteries inside their
safe operating functionality. Moreover, the effectiveness decreases, because energy
is lost during the conversion processes. However, electromagnetic induction could
increase the efficiency [18].

On the other hand, the exergy presents different qualities that depend on the
possibility either to generate work or transforming one sort of energy into others.
For instance, the heat quality depends on the temperature, where at greater
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temperature, a heat source can transfer its energy more easily than at lower tem-
perature [19]. Commonly, it is accepted as a measure of energy quality, the capacity
of an object to produce work. Thus, for a thermal machine to perform work, the
heat must be taken from a power source at high temperature, and part of that
heat must be transferred into a low temperature environment while the thermal
equilibrium is being carried out. In comparison with a thermal machine, if the
environment temperature is very low (cold), therefore, it results more difficult to
transform the heat of this source into work. Therefore, the reference level (the
value of the low temperature) is very important when defining the exergy. This
physical phenomenon is known as entropy, describing the irreversible for a ther-
modynamic system in equilibrium [20]. Consequently, as thermal machines usually
work with the surrounding medium as a cold focus, the reference level is then taken
from either a room or environmental temperature [21].

Accordingly, because of the lack of thermal equilibrium in the environment, the
reference state cannot be completely defined but it is enough by defining the
thermal equilibrium through temperature. The exergy of a substance can be divided
into four main components: kinetic, potential, physical, and chemical exergy. The
last exergies, physical and chemical, are grouped by the thermal exergy which is the
sum of both. Conversely, the effect of energy losses during the energy conversion
from mechanical to electrical through electromagnetic transduction is much more
lower than in thermal machines [7].

Finally, researchers often compare the effectiveness of different methods based
on the energy storage density inherent to each transducer type, demonstrating
that electromagnetic induction demonstrates better performance than electrostatic
[14]. The most effective transducer type depends on the specific structure design,
the implemented materials, and its application.

3. Electromagnetic induction

In 1831, Michael Faraday and Joseph Henry discovered ways to produce
electricity from magnetism—one, by using one long coil called an intensity magnet
and the other by passing a magnet inside a short coil called a quantity magnet.
These discoveries became the most important research on electric and magnet
induction [22].

The multi-atomic arrangement of magnetic structures of the individual mag-
netic momentums of a group of atoms/molecules stays aligned due to a strong
coupling named domains or magnetic dipoles [23]. The electron motion of the

Figure 1.
Multi-battery charging system with multiple energy sources.
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atoms has several domains. Further, the intrinsic magnetic dipole moment is asso-
ciated with the spin of the electrons. Thus, the alignment of magnetic dipoles
parallel to an external magnetic field increases the field.

Equally, the difference by comparing the magnetic field lines of a magnetic
dipole with the electric field lines of an electric dipole is the direction [24]. In other
words, inside the current loop, the magnetic field lines are parallel to the magnetic
dipole moment, whereas among the charges of the electric dipole, the electric field
lines are opposite to the direction of the dipole moment. Thereby, inside a magnet-
ically polarized material, the magnetic dipoles create a parallel magnetic field to the
magnetic dipole moment vectors [25]. Nonetheless, if the magnetic flux across the
stationary wire loop is changing, an electromotive force (emf) is induced in the loop.

The emf is distributed throughout the loop, which is due to nonconservative
electric field tangent to the wire as shown in Figure 2. The flux across the loop is
changing because the magnetic field strength is increasing, so an emf is induced in
the loop. Since emf is the work done per unit change, we know that there must be
forces exerted on the mobile charges doing work on them [25].

Otherwise, Lenz’s law does not specify just what kind of changes cause the
induced emf and current. The induced emf is in such a direction as to oppose or
tend to oppose the change that produces it [26].

From Figure 2, when the bar magnet is moving to the right, an induced current
is generated since an emf is induced into the loop. Likewise, the magnetic field
through the induced current into the loop produces a magnetic field that exerts a
force on the bar magnet by opposing its motion to the right. For instance, the yellow
arrow is taken as if it were a bar magnet, where the magnetic moment of the loop μ

!

is such as to oppose the motion of the bar magnet due to the induced current.
Indeed, the bar magnet is moving toward the loop, so the induced magnetic
moment repels the bar magnet [25].

3.1 Permeability, reluctance, and magnetic susceptibility

When a magnetized material is placed in a strong magnetic field, such as a coil or
solenoid, the magnetic field of the coil tends to align the magnetic dipole moments
inside the core [25]. The magnetization occurs, thanks to the microscopic current
loops inside the magnetized material. These current loops are a classical model for
the orbital motion and spin of the electrons in atoms.

Figure 2.
Single stationary loop in a magnetic field.
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These discoveries became the most important research on electric and magnet
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The multi-atomic arrangement of magnetic structures of the individual mag-
netic momentums of a group of atoms/molecules stays aligned due to a strong
coupling named domains or magnetic dipoles [23]. The electron motion of the
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The magnetic susceptibility Xm is a dimensionless proportionality constant that
defines the susceptibility degree to the magnetization of a material influenced by a
magnetic field. This term is related with the permeability of the materials. Thus, the
magnetization of ferromagnetic materials exhibits magnetization even in the
absence of an applied field. The magnetic susceptibility of the copper, implemented
to make the coils, is�0.98� 10�5 Xm at 1 atm. Moreover, silver and gold would be a
better option as conductors to harvest energy with electromagnetic variations due
to the values of their magnetic susceptibility which are �2.64 and �3.5 � 10�5 Xm,
respectively [24]. Additionally, the magnetic permeability μ is defined as the ability
of a material either to attract or pass across magnetic fields [27].

Consequently, there exists an interaction between the density of the magnetic
field and the magnetic induction that appears within itself. Likewise, the magnetic
permeability of the medium can be defined as the capacity measure to establish
lines of magnetic flux. Further, the greater the permeability of the medium, the
greater the number of flow lines per unit area as shown in Figure 3.

Elsewhere, themagnetic permeability of the air or vacuum is 4π� 10–7Wb/Am,
Tm/A or H/m, represented as μ0. Thereby, regarding the air permeability as a refer-
ence, the relative permeability μr of anymaterial will be measured respect to it. For
instance, copper has 0.9, iron is between 1500 and 7200, and NdFeB is over 100,000
H/m [27]. Thus, permeable materials are magnetized bymagnetic induction, resulting
in a muchmore intense magnetic field, and accordingly, the use of these materials
increase the efficiency of power generation.

In contrast, the reluctance is the opposite of the permeability, in which, this
applies resistance to the magnetic flux when influenced by an external magnetic
field. The greater the reluctance of a material, the more energy will be required to
establish a magnetic flux through it. Thereby, these properties allow an efficient
conversation of energy by increasing the quality and availability of energy.

3.2 Magnetic materials

The magnetic flux produces electric currents and vice versa. The fields gener-
ated by magnetic materials are because of the orbital angular momentums and the
electron spinning. The continuous movement in the material experiment forces
ahead an applied magnetic field. The magnetic characteristics can vary by the
composition of other elements, where the atomic interactions are modified [24].

The applied magnetic field always plays an important role over the regarded
electrons individually, giving the effect known as diamagnetism. At an atomic level,
the magnetic momentum is aligned with the induced field, giving place to

Figure 3.
Permeability behavior to magnetize the materials [27].
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paramagnetism. Simultaneously, the present thermic energy orients in a random
way the magnetic momentums. This interaction, as a relative intensity of all these
effects, determines the definitive behavior of the materials [28]. According to the
behavior of their magnetic moments in an external magnetic field, the materials fall
into three categories, which are paramagnetic, diamagnetic, and ferromagnetic [25].

The diamagnetic materials have the property to induce very small magnetic
moments compared with the permanent magnetic moments. This effect arises
from the orbital magnetic dipole moments induced by the applied magnetic field.
The magnetic moments are opposite the direction of the applied magnetic field [29].
The diamagnetism effect can be modeled by applying Lenz’s law to the orbital
movement of the electrons. Some examples for diamagnetic materials are copper
and helium.

In comparison, paramagnetic materials arise from the molecular magnetic
moments by an applied magnetic field. Equally, the magnetic dipoles interact with
each other and they are oriented in a randomly way. The magnetic momentum has a
parallel alignment to the applied field. Since the slow response, these materials are
similar to the air (μ = μ0) in the magnetic design. Moreover, the response intensity
is very small, and the effects are practically impossible to detect, except at
extremely low temperatures or very intense applied fields. For instance, aluminum
and sodium present these characteristics [30].

Further, ferromagnetism is more complicated. The strong interaction among
external magnetic fields and the ferromagnetic material causes a very large increase
in the field. A high degree of alignment occurs even with weak external magnetic
fields. The magnetic momentum of big atom groups remains aligned with each
other due to a strong coupling.

A disadvantage with these materials is the high temperatures, in which it tends
to misalign the domains. This temperature is named Curie’s temperature Tc (K),
becoming a paramagnetic material due to the disordered thermic effects greater
than the alignment effects of the magnetic interaction among the domains. There-
fore, to demagnetize a magnetized material, it is only necessary to heat up over the
Tc [31]. For instance, the Fe can be demagnetized beyond 1043 Tc (K). Other
examples of ferromagnetic materials are cobalt, iron, nickel, and most of the steels.

Hence, the permanent magnets have their magnetic poles aligned generating an
external magnetic field. Many permanent magnets are made by metallurgic tech-
niques, where the material is milled until it is converted into small dust particles.
The magnets not only generate either an own or induced magnetic field but con-
tinue producing an induced magnetic field even after the applied magnetic field is
retired. This property is neither altered nor weakened with time, except when the
magnet is subjected to high temperature changes, demagnetized fields, and
mechanical tensions, among other situations [24]. For instance, Figure 4 shows the
alignment of the magnetic field of a ring-shape permanent magnet with diamag-
netic materials such as copper.

Elsewhere, only in the transition elements, such as Fe, Ni, O, and the rare earths
elements, there exist incomplete deep orbitals that are not affected by the bonding
forces when the atoms come together to form a solid. The atoms retain an important
magnetic momentum and this effect yields to the origin of the phenomenon of
ordering [32].

In contrast, the electromagnetic induction increases the quality and availability
of energy harvesting by including permanent magnets and coils. Roughly speaking,
magnetic materials are implemented because they have very large positive values of
magnetic susceptibility. The reason is because in a changing magnetic field and in a
changing magnetic flux, an emf is induced [22]. This feature helps harvesting the
energy of the magnet in a singular manner by changing the magnetic flux in several
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paramagnetism. Simultaneously, the present thermic energy orients in a random
way the magnetic momentums. This interaction, as a relative intensity of all these
effects, determines the definitive behavior of the materials [28]. According to the
behavior of their magnetic moments in an external magnetic field, the materials fall
into three categories, which are paramagnetic, diamagnetic, and ferromagnetic [25].

The diamagnetic materials have the property to induce very small magnetic
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each other and they are oriented in a randomly way. The magnetic momentum has a
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similar to the air (μ = μ0) in the magnetic design. Moreover, the response intensity
is very small, and the effects are practically impossible to detect, except at
extremely low temperatures or very intense applied fields. For instance, aluminum
and sodium present these characteristics [30].

Further, ferromagnetism is more complicated. The strong interaction among
external magnetic fields and the ferromagnetic material causes a very large increase
in the field. A high degree of alignment occurs even with weak external magnetic
fields. The magnetic momentum of big atom groups remains aligned with each
other due to a strong coupling.

A disadvantage with these materials is the high temperatures, in which it tends
to misalign the domains. This temperature is named Curie’s temperature Tc (K),
becoming a paramagnetic material due to the disordered thermic effects greater
than the alignment effects of the magnetic interaction among the domains. There-
fore, to demagnetize a magnetized material, it is only necessary to heat up over the
Tc [31]. For instance, the Fe can be demagnetized beyond 1043 Tc (K). Other
examples of ferromagnetic materials are cobalt, iron, nickel, and most of the steels.
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mechanical tensions, among other situations [24]. For instance, Figure 4 shows the
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energy of the magnet in a singular manner by changing the magnetic flux in several
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ways. Thus, the quantity and availability of exergy increase as a viable option to
entirely substitute fossil fuel energies by renewable energies through the electro-
magnetic conversion.

3.2.1 Ceramic ferrites and neodymium magnets

Ferromagnetic materials have been regarded as highly important electronic
materials for more than half a century. During this time, the characteristics of
commercial ferrite materials, both soft and hard ferrites, have come to approach
theoretical values. The quality of commercial ferrites has been improved through
accumulated scientific knowledge and advanced technology [33]. Further, when the
ferrites reach the boundary magnetic saturation Bsat (Figure 6), is because the
magnetic momentums of all the particles are entirely aligned. Consequently, so that
it happens, it is necessary to induce much more energy to the material by increasing
the cost. However, the advantage to magnetically saturate the whole material is low,
since there exists a small difference by not to doing so.

The ceramic ferrites are made by using iron oxide powder. The formula is Xn

(Fe2O3), where X can be either B or Sr. and 5.8 < n < 6.0 to improve the alignment
of the crystal structure. After the milling, the powder is compressed in a matrix
with a magnetic field applied. The compacted powder is then synthetized at
1100–1300°C [31]. Further, the permanent magnetism in ceramic ferrites is based
on the anisotropy magnetocrystalline. Figure 5 shows the demagnetization diagram
of these materials.

On the other hand, the production of neodymium-iron-boron is cheaper than
producing cobalt-samarium magnets. Indeed, iron is a transition metal much
cheaper than cobalt, and neodymium is a rare light earth which is much more
abundant than samarium. In various tests, boron formed a ternary compound with
strong uniaxial magnetocrystalline anisotropy, demonstrating a higher operating
temperature [34].

Additionally, the approximated formula is Nd2Fe14B, which states the best com-
bination of magnetic and thermic properties. These magnets have different combi-
nations in Nd and Fe proportions, producing a wide range of available properties.

Figure 4.
Magnetic field distribution between a permanent magnet (center) and a diamagnetic material (top and
bottom).
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These properties are presented in different values of magnetic flux (G) and
magnetic field strength (Oe); Figure 5 shows the demagnetization curves for
various combinations of NdFeB [35].

3.2.2 Demagnetization of magnetic materials

The demagnetization of ceramic ferrites and NdFeB magnets is compared,
where Figure 5 shows the powerful magnetic flux density and magnetic field
strength of NdFeB magnets against the ceramic ferrite magnets [36].

Figure 5.
Demagnetization graph of ceramic ferrites and NdFeB magnets [35].

Figure 6.
Initial magnetization curve with magnetic saturation state [32].
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various combinations of NdFeB [35].
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Figure 6.
Initial magnetization curve with magnetic saturation state [32].
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According to the demagnetization graph, the materials represented by the
numeric value are: (1) Nd31Fe25B, (2) Nd35Fe19B, (3) Nd38Fe17B, (4) Nd40Fe14B, (5)
Nd44Fe12B, (6) SrFe12O19, (7) mild steel, and (8) molten iron. Meanwhile, to change
the Gauss units to Tesla, it is only necessary to multiply it by 10�4 T. Thereby, it is
necessary to regard that the maximum magnetic field B in a ferrite magnet
SrFe12O19 is 3900 G with a magnetic field strength of 3450 Oe [37].

The normal magnetization curve determines the magnetic flux density B that
the magnet generates according to the demagnetization force value H. As H is
closest to the reversion value –Hc (Figure 6), the flux density decreases until it
drops quickly by passing the crest of the curve. Thus, in practical applications, the
magnet should be kept over the crest to obtain a useful magnetic flux [32].

Nevertheless, when selecting a material for permanent magnet uses, the idea is
to have three characteristics such as high remanence to obtain a greater magnetic
flux, high coercivity to avoid the magnet from demagnetizing easily, and the max-
imum energy point to require less material to generate the magnetic flux [32]. Of
course, it is not possible to possess these characteristics simultaneously. Likewise, a
hard material with high remanence and coercivity presents a hysteresis cycle of
great surface, implying high anergy. Therefore, this is the reason to use soft mate-
rials that use alternating current, resulting in narrow hysteresis cycles and lessen
losses. Further, the hard materials are utilized in applications where the permanent
magnets are not exposed to magnetizing-demagnetizing cycles.

4. Magnetic hysteresis

Demagnetized materials can be magnetized when the material is placed in an
existing magnetic field space. Indeed, the magnetization varies when the applied
field varies. Moreover, a magnetic domain rotation of the material starts as the
magnetization process occurs. Thus, the rotation domains yield to align with the
applied field. This process has lessened energy consumption; hence, the magnetiza-
tion curve has a rapid increment of magnetic values. Additionally, the next step is
the orientation of the magnetic domains which have not been completely aligned
yet. The process involves a greater expenditure of energy, and thereby, the magne-
tization curve increases slower. Thus, it comes to a moment where all the domains
of the material are aligned with the applied field and this final process is named
magnetic saturation [24].

The nonlinearity magnetization curve consequently yields to magnetic domain
deformation due to the thermodynamic characteristics as well as the interaction
between each other [38].

According to Figure 6, the demagnetized state (i) indicates that every time
the emf H arises, more domains are being parallelly aligned until all of them are
aligned in the saturation state (ii) where there exists an induction field Bsat. At this
point, if the emf is increased, then no more alignments will occur. In contrast, if
the induced emf is decreased due to the saturation state (ii), the system does not
follow the same trajectory. The reason is because the alignment domain mechanism,
the border domain movements, and the thermal agitation are highly nonlinear
mechanisms.

Equally, when the emf is equal to zero (iii), the material stays magnetized,
generating a residual induction field Br known as remanence. Hence, if the emf
increases with negative values, the material is demagnetized effectively until
reaching the coercivity value –Hc (iv). Thereby, a new saturation is generated but in
the opposite sense (v). This behavior is repeated over a symmetric curve in (vi) and
(vii) sections [32].

84

Exergy and Its Application - Toward Green Energy Production and Sustainable Environment

The energy systems follow the same pattern, known as the hysteresis cycle. The
material magnetization is made at the expense of energy, dissipated in heat form
due to the border domain alterations. Furthermore, when a hysteresis cycle takes
place in a material, it experiments an energy delivery by volume unit in heat form,
equal to the hysteresis cycle [24]. However, the energy losses are much lower than
in a thermal machine.

Additionally, the ferrite magnet keeps a magnetization +Bsat until an inverse
field of magnitude –Hc. Thus, the magnetization becomes unstable and decreases to
-Bsat. Thereby, a new field +Hc is required to apply so that the magnetization
increases to +Bsat. Likewise, the first quadrant represents the initial magnetization
region, whereas the second quadrant represents the region in which the magnet
does the work against an applied reverse field with a lower value than –Hc [32].

The presented plane in Figure 6 has three main considerations for the techno-
logical application design [32]:

• Maximum energy point BHmax, which is exactly at half way between Br and –

Hc over the second quadrant. This property has a value of BHmax = μ0 (½Msat)
2.

It also represents the maximum energy density that a magnet can stock.

• Coercivity Hc is the intersection of the curve with the –H axis. An ideal
material would be Hc = Msat; however, an emf is required to set aside the
magnetic flux inside the magnet. This property states the capacity of a magnet
to stand demagnetizing factors.

• Remanence Br is the intersection with +B axis. An ideal material has
Br = μ0Msat. Nonetheless, Br is the magnetic flux density value when the
magnet has not emf (Br ! H = 0). The remanence is an index of the capability
of the material as permanent magnet.

Henceforth, the behavior of a magnet can be described and restricted to the
second quadrant of the demagnetization curve.

5. Development diagram for electromagnetic systems

Ferromagnetic materials have a relative permeability of several hundred thou-
sands over paramagnetic and diamagnetic materials. Indeed, these materials are
strongly attracted by external magnetic fields. For instance, the permanent magnets
and the iron structure (stator) in which the coils are placed inside an electric
generator cause the effect to generate greater and denser time-varying magnetic
fields according to the magnetic flux and electric fields characterized by the mag-
netic hysteresis and attributed to the magnetic alignment dipoles.

Namely, the main steps to design electromagnetic energy systems are shown in a
cycling way in Figure 7. It is necessary to use all the physical laws and elements
written inside the circle so that any design works properly. Usually, this scheme
may regard either rotational or linear oscillatory velocities.

Specifically, each step is described as follows:

a. Select the magnet type and magnet shape to use in the core. This is the most
important step because from here, the rotation direction (if any), coil position,
and basically the whole design are defined. Although the three magnetic
characteristics are not possible to be present simultaneously, either select or if
possible design a permanent magnet with the closest characteristics of high
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The energy systems follow the same pattern, known as the hysteresis cycle. The
material magnetization is made at the expense of energy, dissipated in heat form
due to the border domain alterations. Furthermore, when a hysteresis cycle takes
place in a material, it experiments an energy delivery by volume unit in heat form,
equal to the hysteresis cycle [24]. However, the energy losses are much lower than
in a thermal machine.
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-Bsat. Thereby, a new field +Hc is required to apply so that the magnetization
increases to +Bsat. Likewise, the first quadrant represents the initial magnetization
region, whereas the second quadrant represents the region in which the magnet
does the work against an applied reverse field with a lower value than –Hc [32].

The presented plane in Figure 6 has three main considerations for the techno-
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Hc over the second quadrant. This property has a value of BHmax = μ0 (½Msat)
2.

It also represents the maximum energy density that a magnet can stock.

• Coercivity Hc is the intersection of the curve with the –H axis. An ideal
material would be Hc = Msat; however, an emf is required to set aside the
magnetic flux inside the magnet. This property states the capacity of a magnet
to stand demagnetizing factors.

• Remanence Br is the intersection with +B axis. An ideal material has
Br = μ0Msat. Nonetheless, Br is the magnetic flux density value when the
magnet has not emf (Br ! H = 0). The remanence is an index of the capability
of the material as permanent magnet.

Henceforth, the behavior of a magnet can be described and restricted to the
second quadrant of the demagnetization curve.
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and the iron structure (stator) in which the coils are placed inside an electric
generator cause the effect to generate greater and denser time-varying magnetic
fields according to the magnetic flux and electric fields characterized by the mag-
netic hysteresis and attributed to the magnetic alignment dipoles.

Namely, the main steps to design electromagnetic energy systems are shown in a
cycling way in Figure 7. It is necessary to use all the physical laws and elements
written inside the circle so that any design works properly. Usually, this scheme
may regard either rotational or linear oscillatory velocities.

Specifically, each step is described as follows:

a. Select the magnet type and magnet shape to use in the core. This is the most
important step because from here, the rotation direction (if any), coil position,
and basically the whole design are defined. Although the three magnetic
characteristics are not possible to be present simultaneously, either select or if
possible design a permanent magnet with the closest characteristics of high
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coercivity (to avoid the magnet from demagnetizing easily), maximum energy
point (to require less magnetic material to generate a magnetic flux), and high
remanence (to obtain a greater magnetic flux).

b.Determine the number of magnets (inputs) and poles. The selection validation
is related with both, the desired values and design to satisfy the energetical
necessities. If it is designed for low power generation, then, a small magnetic
value is suggested and vice versa. At this point, the electromagnetic machine
may be designed as a variable efficiency energy system to harness most of the
induced mechanical energy as much as possible, for instance, the variable
distance among the magnets and coils.

c. Set the preferred diameter as well as the desired length of the coil. These
measures are proportional to the magnet size. If in the simulation, the system
has a low quantity of magnetic dipole alignment, then it is suggested to
perform the design. Nonetheless, if it is designed for high power applications,
then high magnetic values are desired as well as a greater mechanical energy.
Of course, the design can be set by shunts instead of coils. This kind of design
will deliver a very efficient energy system and therefore, good quality and
availability of energy.

d.Determine the total number of coils (outputs). This step will determine the
number of preferred phases and the consecutive connection in which the
energy system will be generating energy. In this point, an exergy analysis can
be made to study the energy that will be lost during the hysteresis of the
system. Both thermal conditions and turns of the induced coils must be
regarded as well.

Figure 7.
Diagram for power generator design.
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e. Place the coils according to the rotation of the magnet. The coils can be placed
either horizontally or vertically. The aim is to get the best position for the
straightest magnetic alignment of the materials in each rotation.

f. State the mechanical force induced to the system and the approximated time in
which the system will remain functioning. Additional, either rotational or
linear, movements of the material may apply.

g. Set the wire gauge and the number of turns per coil. This step will determine
the output resistance. In addition, use Ohm’s law to determine the desired
output voltage, previously set in step one.

h.Make the coils with its respective insulatingmethod to avoid losses by short circuit.

i. Assemble the system by setting up the magnet in a desired distance from the
coils without colliding. The distance will determine how efficient the system
will be. For instance, if it is too close, then there will be a great magnetic
interaction so that a great time-varying magnetic field is assured for a better
mechanical energy conversion.

j. Measure the generated output power values.

k.If any, check for necessary improvements and start over.

Meanwhile, this diagram represents the predecessor of the design, before mak-
ing accurate final measures. Of course, either simulating programs or CAD software
designing is necessary to project the functionality of the system. Figure 7 explains
the feasibility to design electric machines according to the desired application.
Equally, the electromagnetic transduction and thermodynamic laws apply for any
power generator development.

Likewise, it is important to define the number of desired poles since this prop-
erty determines the effectiveness of the designed system. Thus, a system with lesser
number of poles can generate energy at greater velocities than if the system is
structured with a greater number of poles since it would carry out to slow down the
velocity caused by the Lorentz forces and low velocities would take effect. More-
over, the addition of poles in the design yields to change the magnet’s shape with the
aim to design freely a power generation system with the highest magnetic values,
and consequently, a very efficient power source.

The aim of using any electric machine is to increase efficiency to generate much
more energy to satisfy the increasing energy demand. Of course, the necessity to
manufacture variable efficiency power generators can result in overcoming the
power generation with the current rotational velocities permitted. In consequence,
the results are the reliability and durability that these electric machines can provide,
by designing a power generator since the beginning. Hence, there are a few options
to regard:

• The development of a model according to the output power needed.

• Additionally, the sum of energy systems is permitted to reach the targeted
power.

• The possibility to harness rotatory mechanical energy by connecting several
generators serially.
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power.

• The possibility to harness rotatory mechanical energy by connecting several
generators serially.
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• The option to connect different number of phases according to the power
consuming application.

• Voltage fluctuations and rotational velocities are allowed but with the aim to
harvest energy.

• A contribution to renewable energies by the creation of an environmentally
friendly option to power supply. Furthermore, to generate exergy in places
where it is difficult to supply energy.

• The conversion of mechanical energy beyond velocity ranges of current
generators.

• The development of customized generators by implementing the development
diagram to be assembled anywhere and by anyone.

• The result of creating an optional power source for real life situations.

• The possibility of low lifetime maintenance and costs.

These points must be accomplished with the aim to target energy necessities
around the world. The use of renewable energies will cause an effect on reducing
pollution eventually. Hereafter, the development of electric machinery instead of
combustion generators is a step forward to evolve more efficient technologies.

5.1 Equivalent circuit

The design of electric machinery according to the diagram in Figure 7 has
implicitly an equivalent circuit. The electrical characteristics of the implemented
circuit are described by the designer. The equivalent circuit is the general represen-
tation of usual designs by implementing the previously addressed materials. Indeed,
it is stated that the output voltage made from a design would be a sinusoidal wave
(AC Voltage—V∅). Additionally, the permanent magnet is represented as a vari-
ability VAR, since in every time-varying magnetic field, there exist an electric
current [39]. Moreover, the separation between the iron screw and the ferrite
magnet is represented by the air gap, necessarily for both, to prevent the magnet
from colliding and determine the efficiency of the system (Figure 8).

As the harvested energy is generated by the movement of a varying magnetic
field, the electrical frequency is taken as

Figure 8.
Equivalent circuit of a modeled generator.
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f e ¼
p � ω
2π

(1)

where p is the number of poles and ω is the angular velocity in radians. Of
course, a single conversion can be made in Eq. (1) to calculate it with a linear
velocity [40].

By knowing the Nc turns in a coil, where it is placed around a magnetic field ∅,
the induced energy in the coil will be

ec ¼ Nc∅ω cosωt (2)

Accordingly, the peak voltage can be calculated as

Vpeak ¼ Nc∅ω ¼ 2πNc∅f e (3)

Thus, the induced energy in RMS is stated as

Eind ¼ 2πffiffiffi
2

p Nc∅f e ¼
ffiffiffi
2

p
πNc∅f e (4)

Therefore, as the stator is considered as the armature structure in the designs,
the internally generated voltage in a single phase Eind (from one to n-number of
serially connected coils) is not usually the output voltage V∅, due to the resistance
of the materials and the distortion caused by the air gap magnetic field [40] and in
this case, the space between the permanent magnet and the armature (Figure 8).

According to Figure 6, the load current Ic generates a magnetic field B in the coil
that will generate a voltage reaction named Ecoil. Furthermore, a voltage reaction
Eind is induced by the time-varying magnetic field every time there exists an align-
ment of the magnetic domains [41].

Hence, the output voltage per phase is stated by

V∅ ¼ Eind þ Ecoil (5)

Thereby, the induced energy in the circuit can be modeled by

Ecoil ¼ �jLcIc (6)

where V∅ represents the voltage generated. Because of Eq. (5) and Eq. (6), the
output voltage is

V∅ ¼ Eind � jLcIc (7)

Thus, the equivalent current regarding the output resistance of the connected
coils is

V∅ ¼ Eind � jLcIc � RcIc (8)

Therefore, the output voltage per phase results to be

V∅ ¼
ffiffiffi
2

p
πNc∅f e � Ic jLc þ Rcð Þ (9)

In contrast, it is assumed that in each interaction, a time-varying magnetic field
crosses the coils, so that the magnetic flux is uniform and the emf is distributed
evenly throughout each coil.
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The efficiency of any electric machine can be immediately perceived on the
hardness to move the magnets in accordance with the coils, for instance, the harder,
the more efficient, and vice versa. Although the electromagnetic generators are a
simple application of Faraday’s law, they are a useful tool to satisfy present needs
for energy source applications for dynamic systems without pollution.

One great advantage of these electromagnetic systems is that they are friction-
less, so there is no weathering of the pieces, excepting the friction on the axis where
rotation occurs and Lorentz damping forces. Thus, the cost-benefit increases,
thanks to lower lifetime maintenance expense and long endurance. This is the
future drive technology of the next years to come for a better-quality energy and
more availability every time the energy is required as a tool to the energy shortage.
Therefore, these designs are the benchmark for configurable generators, making a
step forward in the evolutions of power system generators immersed in novel
power cycles.

Finally, it is important to apply an exergy analysis at the process and component
level. In consequence, it allows identifying, locating, and quantifying the main
irreversible causes of thermodynamics of a system or process, through the study of
exergy destruction and efficiency. Moreover, as the exergy is the available part of
the energy used to produce useful work, it represents a powerful tool to determine
potential improvements and optimization of processes with electromagnetic trans-
duction application, as well as the mitigation of environmental concerns which
results in a measure of the imbalance with the environment.

6. Conclusions

An exergy balance is the combination of the energy balance and entropy, since
they are derived from the first and second principles of thermodynamics. However,
it is an additional tool to make efficient the second law of thermodynamics.

Meanwhile, as an alternative to the increasing principle of entropy, the second
law can state that the only processes that an isolated system can experience are
those in which the exergy of the system decreases.

The balance of exergy is a very useful method of analysis when assessing the
energy performance of a system by giving a broader vision than a thermal perfor-
mance. Further, it allows evaluating the losses of energy in a process, the energy
that will be utilized from outgoing flows in an open system and the advantages of
regenerative methods in machines that get heated up easily. If a thermal machine is
not performing with additional procedures to increase efficiency, then the option to
replace it by a new technology that accomplishes energy necessities will take effect.

Nonetheless, since electromagnetic transduction has demonstrated to have a
better performance than thermal machines, renewable energies and effcient power-
consuming systems may replace them in its whole. For instance, ferromagnetic
materials have a relative permeability of several hundred thousands, and they are
strongly attracted by magnetic fields. This is the reason to employ ferromagnetic
materials instead of paramagnetic and diamagnetic materials, causing the effect to
generate time-varying magnetic fields, according to both, the magnetic flux and
electric fields characteristics of ceramic ferrites. However, it has been outlined that
neodymium magnets are magnetically three hundred times denser and stronger.
This effect is possible, thanks to the relative permeability and magnetic susceptibil-
ity properties of these rare-earth magnets.

In recent years, the necessity to develop and to design novel renewable energy
systems has been on the rise due to environmental impact by fossil fuels and the
eventual depletion of the reserves of this hydrocarbon. In the meantime, these
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materials are more adaptable for electric field distribution. Further, by harnessing
the mechanical energy, it is possible to power supply in a practical form several
real-life applications. The required material is by implementing either coils or
shunts and magnets in the system designing.

In contrast, the resulting output power depends crucially on the design, the
covered area among the magnet and coils, the lineal or angular velocity induced, the
relative permeability of the implemented materials, and the time-varying magnetic
field generated, as well as the magnetic flux density and magnetic field strength of
the magnets. The designs can be a part of a larger mechanical conversion energy
system as they require an external mechanical force to harvest the energy from
wind, tidal, or hydraulic energy systems. Furthermore, the characteristics of the
implemented materials may either increase or decrease the performance of the
power generation systems.

The electromagnetic transduction represents a modern background among
renewable energy power systems, exergy analysis, and the electromagnetic engi-
neering concepts to ensure long endurance, instant energy generation, efficiency,
performance, and optimization of the energy. The applications would primarily be
focused on low power consumption but projected to be for high power applications
with the aim to enable more effective systems than current technologies over the
30 to 50 years to come.
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Appendices and nomenclature

B magnetic field
BMS battery management system
E electric field
emf electromotive force
G Gauss—magnetic flux density
H magnetic field strength
Msat magnetization saturation
NdFeB neodymium magnet
Oe Oersted—magnetic strength
∅m time-varying magnetic field
rpm revolution per minute
T tesla
μ air permeability
μ0 relative permeability
V output voltage
W Watt
W/kg specific power
W/m3 power density
Xm magnetic susceptibility
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system as they require an external mechanical force to harvest the energy from
wind, tidal, or hydraulic energy systems. Furthermore, the characteristics of the
implemented materials may either increase or decrease the performance of the
power generation systems.

The electromagnetic transduction represents a modern background among
renewable energy power systems, exergy analysis, and the electromagnetic engi-
neering concepts to ensure long endurance, instant energy generation, efficiency,
performance, and optimization of the energy. The applications would primarily be
focused on low power consumption but projected to be for high power applications
with the aim to enable more effective systems than current technologies over the
30 to 50 years to come.
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Appendices and nomenclature

B magnetic field
BMS battery management system
E electric field
emf electromotive force
G Gauss—magnetic flux density
H magnetic field strength
Msat magnetization saturation
NdFeB neodymium magnet
Oe Oersted—magnetic strength
∅m time-varying magnetic field
rpm revolution per minute
T tesla
μ air permeability
μ0 relative permeability
V output voltage
W Watt
W/kg specific power
W/m3 power density
Xm magnetic susceptibility
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