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Abstract. 

Due to their excellent broadband response and high sensitivity to low amplitude excitations, there 

is significant interest in the theoretical analysis and experimental validation of bistable energy 

harvesters (BEHs). However, in practice it is difficult to obtain a perfectly symmetric bistable 

potential function, and our current understanding of the influence of asymmetric functions on the 

response of BEHs is limited. As a result, this paper sheds new light on the influence of asymmetric 

potentials on the response probability and harvested electrical outputs of BEHs driven by Gaussian 

white noise. Firstly, the influence of potential well depth on the power outputs and response 

probability of symmetric BEHs is illustrated. When a quadratic nonlinearity is introduced to 

characterize the asymmetry, numerical simulations demonstrate that it has a negative effect on the 
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output of a BEH under relatively low amplitude excitation and the negative influence becomes greate 

with an increase of the degree asymmetry. Using probability analysis, it is indicated that the 

probability density function of displacement strongly depends on the degree of asymmetry of the 

potential functions and it is also affected by the excitation intensity. Finally, experiments are carried 

out which demonstrate that the average output power is indeed influenced by the asymmetric 

potential of the BEHs under different excitation levels. 

 

Keywords: Energy harvesting; Bistable; Asymmetric potential; Gaussian white noise; Probability 
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1. Introduction 

In the last few decades, the fast-growing market for wireless sensors and portable electronics has 

motivated an increasing and insistent demand for small-scale energy supply technologies which are 

environmentally friendly[1]. As an alternative approach to provding power, the technology of energy 

harvesting has garnered a great deal of attention from all over the world due to it promising 

perspective of being able to supply electricity for low-power consumption devices[2-4]. The core of 

energy harvesting is the ability to convert wasted energy in the environment, such as ambient 

vibrations[5], human-body motion[6] and heat, into useful electrical energy using piezoelectric[7,8], 

electromagnetic[9,10] and thermoelectric[11,12] type approaches. Among the various energy 

conversion mechanisms, piezoelectric-based configurations are viewed as a promising solution for 

their high energy density and ease of fabrication[13,14]. Previously, linear piezoelectric energy 

harvesters based on traditional linear resonance mechanism have been designed and optimized with a 

variety of materials and structures[15]. However, the performance of linear harvesters that operate at 

a fixed resonant frequency is greatly reduced when it is subjected to ambient vibrations with a wide 

frequency range[16,17]. 

To address this problem, approaches based on mechanical[18] and nonlinear[19,20] mechanisms 

to enhance the energy harvesting performance by increasing the operating frequency bandwidth have 

been widely investigated[21]. In particular, nonlinear multi-stable energy harvesting configurations 

with different types of potential distributions have been theoretically analyzed and experimentally 

validated. For instance, Zhang et al.[22] presented a novel piezoelectric energy harvesting device 

based on a nonlinear energy sink. Song et al.[23] demonstrated a broadband energy harvester array 

by coupling each harvester in an array through the interaction of magnetic proof masses. More 
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recently, Fan et al.[24] proposed a piezoelectric energy harvester with stoppers which made the 

device monostable to harvest energy from harmonic and random vibrations. 

Because of their high sensitivity to low excitation levels, bistable energy harvesters (BEHs) with 

double potential wells have received significant interest. In terms of the configurations of the BEHs 

employed, Erturk et al.[25,26] introduced a bistable piezomagnetoelastic device for enhancing 

energy harvesting performance under broadband random excitations. Masana et al.[27] developed a 

BEH using axially loaded beams and provided a comprehensive understanding of it mode of 

operation. Arrieta et al.[28] presented a piezoelectric bistable composite for broadband energy 

harvesting, revealing its wide bandwidth operation of high power conversion. Furthermore, Zhou et 

al.[29] reported a BEH that coupled end magnets with two rotatable external magnets and 

demonstated its improved performance compared with a linear harvester. Liu et al.[30] investigated 

the inter-well motion of a buckled-spring-mass generator by applying the harmonic balance method, 

providing some significant results regarding a parameter optimization study. More recently, 

Wolszczak et al.[31] considered a bistable flexible beam that moved as an inverted pendulum 

between amplitude limiters. In order to further understand the impact of the range of potential 

functions, additional energy harvesters are being developed based on tristable[32], quad-stable[33] 

and penta-stable[34] configurations to collect energy from broader and lower intensity vibrations. 

In terms of nonlinear multi-stable energy harvesters, a number of researchers have focused on 

investigating their nonlinear response characteristics when subjected to random excitations. For 

example, Litak et al.[35] numerically considered the response of a BEH driven by stationary 

Gaussian white noise. Daqaq[16] solved the Fokker-Plank-Kolmogorov (FPK) equation for the 

probability density function (PDF) of an inductive bistable generator in the white noise limit, 
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concluding that bistabilities in the potential function provide no enhancement over a traditional linear 

system. Later, he applied the same theory to a piezoelectric BEH subjected to white Gaussian 

excitations and demonstrated the BEH can only outperform the linear system when designed with the 

appropriate potential energy function[17]. Yang et al.[36] investigated the response of a monostable 

harvester with a fractional derivative damping under Gaussian white noise excitation using the 

method of stochastic averaging. In addition, Jiang et al.[37] applied the same method by using the 

generalized harmonic functions to analyze different types of Duffing vibration energy harvesters 

under Gaussian white noise excitation. As an effective method to improve the performance under a 

random excitation, the concept of stochastic resonance was applied to the field of energy harvesting. 

As an example, the stochastic resonance of bistable harvesters was investigated by Zheng et al.[38] 

and it was indicated that the harvested power under stochastic resonance was noticeably higher than 

that other conditions. Li et al.[39] considered a BEH driven by a harmonic axial load and transverse 

random excitations. Stochastic resonance was observed in their system and the occurrence condition 

was derived by a Kramers escape rate. Additionally, the stochastic resonance of a tristable 

electromechanical coupled harvester was exploited by Jin et al.[40]. Furthermore, coherence 

resonance is viewed as a special case of stochastic resonance[41], and this phenomenon has been 

intensively investigated by the group of Qin[42,43]. 

Based on this work to date, it is emphasized that the majority the research described above is 

based on multi-stable energy harvesters with perfectly symmetric potential energy functions. 

However, in practice it is difficult to fabricate a nonlinear system with a completely symmetric 

potential function due to material and structural impefections, or due to the impact of gravity. This 

bringing new concerns for developing a better understanding of the essential physical scientific 
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problems associate with asymmetric potential functions in such systems. In terms of previous work, 

Badzey et al.[44] observed an asymmetric potential in a bistable nanomechanical oscillator. 

Chizhevsky et al.[45] experimentally studied the phenomenon of vibrational resonance in an 

asymmetric bistable system with agreement between analytical and numerical results. Jeyakumari et 

al.[46] analyzed how the asymmetry in potentials influence the vibrational resonance of a Duffing 

oscillator and Cveticanin et al.[47] indicated that the motion of an asymmetric oscillator can be 

periodic but also unbounded and depends on the relation between the parameters of the system and 

its initial position. In the specific area of energy harvesting, Harne and Wang[48] considered the 

influence of asymmetry due to a bias angle on the performance of monostable and bistable harvesters 

driven by colored noise. He and Daqaq[49] investigated the effect of an asymmetric quadratic 

nonlinearity[50] on nonlinear energy harvesters and showed that the output of a monostable 

harvester increases with the degree of potential function asymmetry, while the influence is opposite 

for a BEH system. Additionally, Wang at al.[51] investigated the influence of asymmetric potentials 

in bistable harvesters and proposed a method to eliminate the negative effect and they also 

demonstrated that an asymmetric BEH could operate constructively with the asymmetric motion of a 

human lower limb to improve the output power from a human body[52]. Zhou et al.[53] theoretically 

deduced the harmonic balance solutions of asymmetric tristable energy harvesters, and their analysis 

showed that the potential barrier is a significant factor to determine the orbit height of high-energy 

inter-well oscillations. More recently, Li and Zhou[54] presented a probability analysis of an 

asymmetric tristable harvester based on Monte Carlo simulations. Although much effort has been 

devoted to the study of asymmetric nonlinear energy harvesters, the detailed investigation into the 

probability and power outputs of asymmetric BEHs driven by Gaussian white noise is still an open 
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issue to be explored. 

Therefore, this paper focuses on the influence of asymmetry on the response probability and 

power outputs of asymmetric BEHs excited by Gaussian white noise. The paper is organized as 

follows: Section 2 illustrates the configuration of the asymmetric potential BEH and the development 

of the corresponding dynamic model. In Section 3, the influence of potential well depth on the output 

power and probability of symmetric BEHs is numerically considered. In particular, the influence 

mechanism of asymmetric potentials is also presented based on output voltage and probability 

density function (PDF). In Section 4, experimental results are presented and the conclusion is 

summarized in Section 5. 

2. Illustration of configuration and dynamic model 

A schematic diagram of the nonlinear magnetic coupling BEH is illustrated in Fig. 1. The system 

is composed of a stainless steel beam, two symmetric PZT-51 piezoelectric layers pasted at the root, 

two tip magnet attachments and two external rotary magnets. By adjusting the appropraite 

parameters of d, h, and  , the system can be made to achieve a bistable configuration. Due to the 

existence of imperfections in the structure and materials, real bistable systems will exhibit an 

asymmetric potential energy functions. Without external magnets, the system becomes a linear 

harvester. In this condition, the variational indicator (VI) should always be zero through the Lagrange 

function, as shown in the following: 

 
2

k p a
= 0

t

t
I

t
V E E E dt  − + =    (1) 

where   is the variational symbol and Ek, Ep and Ea are the kinetic energy, potential energy, and the 

external work applied to the system respectively. Based on the Euler-Bernoulli beam theory and 

Rayleigh-Ritz method, the dynamic model of the linear harvester under base excitation could be 
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expressed as 
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in which m, c, k and   are respectively the equivalent mass, damping, stiffness, and 

electromechanical coupling coefficient. Cp and R represent the equivalent capacitance of the 

piezoelectric and external load resistance. In addition, r is the tip displacement of the cantilever, V  

is the voltage output and F is the external excitation. For a nonlinear system, the linear force in Eq. 

(2)(2) is replaced by ( )dU r dr , where ( )U r  represents the potential energy function. 

 

Fig. 1. Schematic diagram of the asymmetric potential bistable energy harvester (BEH). 

For brevity, the dynamic model is nondimensionalized in the following simulation, and the 

corresponding model for an asymmetric potential BEH[51,55] under Gaussian white noise is 
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where x, v  and t are, respectively, the nondimensional displacement, voltage, and time, and ξ is the 

damping ratio.   and   are the coefficient of the quadratic and cubic nonlinearities. In addition, 
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2
  is the dimensionless electromechanical coupling coefficient, and   is the ratio between the 

mechanical and electrical time constants. In the equation, ( )n t  can be depicted as ( )2D t , in 

which D represents the noise intensity and ( )t  is Gaussian white noise with a mean value and 

variance equaling to 0 and 1. For the nondimensionalized model, the potential energy function of the 

system is 

 ( ) 2 3 41 1 1

2 3 4
U x x x x = − + +   (4) 

When   equals to zero in Eq.(4)(4), the symmetric BEH has one unstable equilibrium point 

0
m

x =  and two stable equilibrium point 1
n

x =  , and the potential well depth is shown as 

 
1

=
4

U


   (5). 

3. Numerical simulation 

 

Fig. 2. Restoring forces and potential energy functions for =1 , 0.75 and 0.5 when   equals to 1. 

In this section, numerical simulations are carried out to investigate the influence of asymmetric 

potentials on response probability and power outputs of BEHs, and a fourth-order Runge-Kutta 
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algorithm is applied to obtain the numerical solutions of the model. Before we report the study into 

asymmetric potentials, the potential well depth of a symmetric BEH is considered by comparing the 

electric output and the PDF of displacement. In addition, the Kramers escape rate is provided to 

illustrate the numerical results. Thereafter, the influence of asymmetric potentials is investigated 

based on the harvester electric output and PDF. It is worth highlighting at this stage that the electric 

outputs are obtained by averaging 10 independent simulations, while a 1000 simulations are 

examined for the PDF. 

3.1 Influence of potential well depth 

 

Fig. 3. Relationship between the system’s response and excitation level for different values of  : (a) 

the mean square value of voltage; (b) the ratio of mean square value of voltage to excitation level. 

In the investigation into the influence of the potential well depth on the probability and output 
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response of symmetric BEHs, parameters in Eq.(4)(4) are considered with =1 , 0.75 and 0.5 for   

equaling to 0. Figure 2 (a) and (b) show the nonlinear restoring forces and potential energy functions 

respectively of the three BEHs with different potential well depths. It is seen that the potential well 

depth of the BEH increase with a decrease in the value of   and the maximum potential well depth 

reaches 0.5 when   equals to 0.5. Additionally, it is noticed that when the potential well depth 

increases, the distance between the two wells becomes larger. 

In the simulation, the mean square value of output voltage E[V2], and the ratio of E[V2] to 

excitation intensity D are applied to compare harvesting performance. In Fig. 3 (a), the relationship 

between E[V2] and excitation intensity is shown and it can be seen that E[V2] increases with an 

increase in the excitation intensity for the BEHs with any potential well depth. With regard to the 

output at a specific excitation level, the BEH with a shallower potential well has a larger value for 

E[V2] at a low excitation intensity. When the excitation intensity increases over a certain value, E[V2] 

will have a larger value for a BEH with a deeper potential well. The reason for this phenomenon can 

be explained that when the excitation intensity is low, the oscillation of the BEH is limited to a single 

potential well and the output mainly depends on the potential well depth. However, when subjected 

to a relatively large excitation level, the BEH travels across the potential barrier and the distance 

between the two potential wells contributes a larger electrical output. Therefore, it is seen from Fig. 3 

(b) that the ratio of E[V2] to excitation intensity of a BEH with a shallower potential well has a larger 

value for a realively low excitation intensity while a smaller one for large excitation level. Overall, 

the ratio of E[V2] to excitation intensity firstly increases rapidly with an increase of excitation 

intensity, and then decreases when the excitation intensity increases over a critical value. The critical 

excitation intensity mainly depends on the potential well depth of the BEH and has a larger value for 
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BEH with deeper potential wells. 

For a symmetric potential BEH with   equaling to 1, we present several special cases for 

excitation intensity of 0.1, 0.3 and 0.5 to investigate the nonlinear dynamics of the system. Figure 4 

(a) shows the time history of the system’s displacement for a noise intensity of 0.1. In this condition, 

the system occasionally travels across the potential barrier and generates a larger voltage output, 

although the oscillation of the BEH is limited to a sinlge potential well for the majority of the time. 

This behaviour can also be seen by the corresponding phase diagram, illustrated in Fig. 4(a), in 

which there are only several trajectories across the potential well. When the excitation intensity is 

increased to 0.3, the time history of the displacement and corresponding phase trajectory are seen 

explained in Fig. 4(b) which indicates that  the system travels across the potential barrier more 

frequently, and the maximum value of displacement response also increases when compared with the 

results in Fig. 4(a). As the noise intensity is further increased to 0.5, more significant performance 

enhancements can be observed in Fig. 4(c). In general, the system is more likely to achieve inter-well 

oscillation and output larger electrical power with an increase in the excitation intensity. 
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Fig. 4. Time history of the system’s displacement and corresponding phase trajectory for =0  and 

=1  under different excitation level: (a) D=0.1; (b) D=0.3; (c) D=0.5. 
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Fig. 5. Probability density function of x under different excitation level: (a) D=0.1; (b) D=0.3; (c) 

D=0.5. 

For the three cases in Fig. 4, the simulations for each excitation level are undertaken for 1000 

times to obtain the PDF of displacement. One point that should be emphasized here is that the initial 

displacement in the simulation is set to zero so that the oscillator can reach each potential well with 

the same probability when there is no efficient energy for the system to undertake inter-well motion 

at the beginning. Figure 5 (a) shows the PDF of displacement for a low noise intensity of 0.1. A 

distinct bimodal distribution is obtained and shows that the system has a larger probability to 

oscillate in the two potential wells. For a larger noise intensity of 0.3, the PDF in Fig. 5 (b) has a 
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smaller probability around the two potential wells and a larger one around the potential barrier, 

demonstrating that more inter-well motion is achieved compared with the condition in Fig. 5 (a). As 

the noise intensity further increased to 0.5, more frequent inter-well oscillation is obtained with a 

larger probability of displacement around the potential barrier shown in Fig. 5 (c); these results and 

observations are consistent with that in Fig. 4. 

 

Fig. 6. Kramers escape rates for   equaling to 1, 0.75 and 0.5. 

To explain the phenomenon shown in Fig. 4 and 5, the Kramers escape rate is presented to 

qualitatively describe the hopping between two potential wells of the BEH. For a typical bistable 

system, the Kramers escape rate[56,57] is defined as 

 exp( )
2 2

m n

K

U
r

D

 

 


= −


  (6) 

where ( )=
m m

U x   and ( )=
n n

U x   are the vibrational angular frequency at the unstable and 

stable equilibrium point respectively. Substituting Eq.(5)(5) into Eq.(6)(6), the Kramers escape rate 

of the BEH investigated is expressed by following. 
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r
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For the BEHs with different potential well depth investigated above, the corresponding Kramers 

escape rate are respectively shown in Fig. 6 for   equaling to 1, 0.75 and 0.5. For a BEH with a 
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specific potential well depth, there is a critical excitation intensity. When the excitation intensity is 

lower than the critical value, the Kramers escape rate is close to zero indicating that the probability to 

achieve inter-well motion is low. However, the Kramers escape rate increases rapidly when the noise 

intensity is above the critical value, which indicates that the BEH has a larger probability to cross the 

potential barrier. The change in the PDF of displacement shown from Fig. 5 (a) to (c) could be 

explained by the variation of the Kramers escape rate. Under a specific excitation level, it is seen that 

a BEH with deeper potential wells has a smaller value of the Kramers escape rate. This change 

indicated that an increase of potential well depth will increase the probability of the BEH to oscillate 

within a potential well, while a smaller well depth leads to increased probability to travel across the 

potential barrier. The change in the PDF of displacement for BEHs with   equaling to 0.75 and 0.5 

under an excitation intensity of 0.3 is shown in in Fig. 7 (a) and (b) clarify the variation in Kramers 

escape rate perfectly. 

 

Fig. 7. Probability density function of x at D=0.3 and =0 : (a)  =0.75; (b)  =0.5. 
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3.2 Influence of asymmetric potential energy functions 

To investigate the influence of asymmetric potentials on the response probability and electrical 

outputs, three asymmetric BEHs are considered here with   equaling to 0.20, 0.35 and 0.5 when 

the coefficient of cubic nonlinearity is 1. The nonlinear restoring forces and potential energy 

functions of the three asymmetric BEHs are illustrated in Fig. 8, along with a symmetric function for 

comparison where  =0. From Fig. 8, it is seen that the depth of the potential well on the left 

becomes larger, while the depth of the right one becomes smaller with an increase of the quadratic 

nonlinearity. 

 

Fig. 8. Restoring forces and potential energy functions for =0 , 0.2, 0.35 and 0.5 when  =1. 

Figure 9 (a) describes the mean square value of output voltage E[V2] for three asymmetric 

potential BEHs under different excitation intensities. When the intensity is relatively low, the 



 18 / 29 

asymmetry of the BEH has a negative effect on the output, where the electrical output power of the 

BEH decreases with an increase in excitation intensity. When the excitation intensity is relatively 

large, the asymmetric potential almost has no significant influence on the output and the output 

power will increase with the increase of excitation intensity. Figure 9 (b) illustrates the ratio of E[V2] 

to excitation intensity D of the asymmetric BEHs under different excitation levels. When subjected 

to a low excitation intensity, the ratio of E[V2] to D decreases with an increase in the value of  , 

which demonstrates the negative effect of asymmetry that is observed in Fig. 9 (a). Furthermore, it 

can be seen that a BEH with a large degree of asymmetry needs a larger excitation intensity to reach 

the maximum of the ratio of E[V2] to D. The reason for this phenomenon is due to that the larger 

degree of asymmetry  will result in a deeper potential well compared with the system with a smaller 

asymmetric degree. 
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Fig. 9. Relationship between the system’s response and the excitation level for different values of  : 

(a) the mean square value of voltage; (b) the ratio of mean square value of voltage to excitation level. 
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Fig. 10. Time history of the system’s displacement and corresponding phase trajectory for =0.35  

at different excitation level: (a) D=0.1; (b) D=0.3; (c) D=0.5. 

For   equaling to 0.35, the time history of the system’s displacement and corresponding phase 

trajectory under a low excitation intensity of 0.1 are indicated in Fig. 10 (a). At a steady state, the 

oscillation of the system is always in the deeper potential well. As the excitation intensity increases 

to 0.3, the system is able to travel across the potential barrier chaotically and generate a larger power 

output, as shown in Fig. 10 (b). When there is no inter-well oscillation in this condition, the vibration 

of the system has a larger probability to stay in the deeper potential well. When the excitation 

intensity further increases to 0.5, the time history of displacement and phase trajectory in Fig. 10 (c) 

indicates that inter-well oscillation is achieved more frequently, thus generating a larger electrical 

output. Moreover, it should be stated that the maximum displacement obtained in the simulation will 

increase to larger values with an increase of noise intensity. 
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Fig. 11. Probability density function of x under different excitation level: (a) D=0.1, =0.2 ; (b) 

D=0.3, =0.2 ; (c) D=0.5, =0.2 ; (d) D=0.1, =0.35 ; (e) D=0.3, =0.35 ; (f) D=0.5, =0.35 . 

To better understand the response characteristics of asymmetric BEHs, the PDF of the 

displacement of the three asymmetric BEHs under excitation intensities of 0.1, 0.3, and 0.5 are now 

considered. To maintain the essential nature of the system, the initial displacement applied in the 

simulations is set to be 0 so that the oscillator can reach the two potential wells spontaneously 

depending on the different potential well depth when there is no efficient energy for the system to 

undertake inter-well motion at the beginning. For each situation, the numerical simulation is carried 

out 1000 times to calculate the PDF, and the PDFs of displacement for the system with   equaling 

to 0.2 under excitation intensity of 0.1, 0.3 and 0.5 are shown in Fig. 11 (a), (b) and (c) respectively. 

When the noise intensity is relatively low at 0.1, the shape of the PDF is almost unimodal in the 
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deeper potential well, showing that system has a large probability of oscillating in the deeper 

potential well while a smaller probability of oscillating in the shallower potential well. In addition, 

inter-well motion is limited under this excitation intensity. As the noise intensity increases, the PDF 

in Fig. 11 (b) and (c) a bimodal distribution is more apparent, but with asymmetrical shapes. This 

indicates that the system is able to achieve inter-well oscillations more frequently with an increase in 

the excitation intensity, while it is more likely to vibrate in the deeper potential well when the energy 

is insufficient for the system to cross the barrier. In general, the variation of the PDF discussed here 

is able explain the results and observations in Fig. 10. 

 

Fig. 12. Probability density function of x under different excitation level: (a) D=0.1, =0.5 ; (b) 

D=0.3, =0.5 ; (c) D=0.5, =0.5 . 

The PDF of displacement for BEH with   equaling to 0.35 under excitation intensity of 0.1, 



 23 / 29 

0.3 and 0.5 are shown in Fig. 11 (d), (e) and (f) respectively. The results in Fig. 11 (a), (b) and (c) 

shown that the asymmetric bimodal distribution becomes more obvious with an increase of noise 

intensity, indicating more inter-well motion is achieved. Under a certain excitation intensity, an 

increase of the degree to asymmetry makes the system have a smaller probability of oscillation 

across the potential barrier, thereby leading to greater oscillations in the deeper potential well. When 

the asymmetric degree increases with   equaling to 0.5, the PDF of displacement under different 

excitation intensity shown in Fig. 12 explains the influence of asymmetry on the response probability 

more clearly. 

By comparing the numerical results of a BEH with an asymmetric potential with a BEH with a 

symmetric potential it is concluded that the asymmetry in the potentials has a negative influence on 

the electrical output and the effect will be aggravated with an increase in degree of asymmetry. From 

the probability analysis, the appearance of asymmetry makes the system have a larger probability to 

oscillate in the deeper potential well, thus resulting in the PDF exhibiting an asymmetric bimodal 

distribution depending on the asymmetric degree. 

4. Experimental results and analysis 

To verify the numerical simulations above, detailed experiments are carried out and two BEHs 

with different asymmetric potential energy functions were modulated in the experiment. The 

cantilever beam employed in this work was made form stainless steel with dimensions of 92×10×

0.27 mm3, with two piezoelectric layers at the root with dimensions of 12×10×0.8 mm3. Figure 13 

illustrates the potential energy functions of the two BEHs and it is seen that BEH-2 has deeper 

potential wells and a larger degree of asymmetry when compared with BEH-1. The BEHs were 

installed and exited with random excitations by a vibration exciter (JZK-50) which was controlled by 
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a signal generator (VT-9002-1) and a power amplifier (YE5874A). In the experiments, the 

vibrational frequency band of the exciter was set from 5 Hz to 250 Hz, and the BEHs were tested 

under four different excitation levels, which were 0.06, 0.12, 0.20 and 0.28 (m/s2)2/Hz. An 

oscilloscope MSOX3052A was applied to record the experimental data from the piezoelectric 

elements. 

 

Fig. 13. Experimental potential energy function of BEH-1 and BEH-2 (BEH-2 and BEH-3) 

Figure 14 (a) shows the voltage response of BEH-1 with an excitation intensity of 0.06 

(m/s2)2/Hz. BEH-1 was ablw to occasionally oscillate across the potential barrier and the maximum 

output voltage reaches 11 V. From the frequency spectrum for this case, shown in Fig. 15 (a), it is 

seen that the response frequency is mainly distributed around 60 Hz, while there is also a distribution 

range around 20 Hz. When the excitation intensity is increased to 0.12 (m/s2)2/Hz, the voltage 

response in Fig. 14 (b) indicates that inter-well motion appeared more frequently and a larger output 

was generated. Figure 15 (b) shows the corresponding frequency spectrum and in this condition the 

frequency range from 20 Hz to 30 Hz is a main area for the distribution. As the excitation intensity is 

further increased to 0.20 and 0.28 (m/s2)2/Hz, BEH-1 was able to travel across the potential barrier 

more easily, thus achieving a larger output electrical power of X and Y respectively. In particular, the 

amplitude in the frequency spectrum for the intensity of 0.28 (m/s2)2/Hz shows a clear increasing 
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trend when compared with a lower excitation level. 

 

Fig. 14. Experiment voltage response of BEH-1 under different excitation intensity: (a) D=0.06 

(m/s2)2/Hz; (b) D=0.12 (m/s2)2/Hz; (c) D=0.20 (m/s2)2/Hz; (d) D=0.28 (m/s2)2/Hz. 

 

Fig. 15. Experimental frequency spectrum of BEH-1 under different excitation intensity: (a) D=0.06 

(m/s2)2/Hz; (b) D=0.12 (m/s2)2/Hz; (c) D=0.20 (m/s2)2/Hz; (d) D=0.28 (m/s2)2/Hz. 

To compare the performance of BEH-1 and BEH-2, their average output powers under different 

excitation intensities are plotted in Fig. 16. When the excitation intensity was 0.06 (m/s2)2/Hz, the 
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average output power of BEH-1 and BEH-2 are 0.78 μW and 0.52 μW respectively. As the excitation 

intensity increases, the average output power show an increasing trend and the maximum output 

power of BEH-1 and BEH-2 reaches 2.65 μW and 1.95 μW  respectively under an excitation 

intensity of 0.28 (m/s2)2/Hz. In general, an increase of the excitation intensity will positively 

contribute to electrical output power, and the BEH with shallower potential wells will generate a 

larger output power under a certain excitation level. 

 

Fig. 16. Experimental average output power of BEH-1 and BEH-2 under different excitation 

intensity. 

5. Conclusion 

This paper investigates the influence of asymmetric potentials on the output and response 

probability of bistable energy harvesters (BEHs) under Gaussian white noise excitations. The 

presence of asymmetries in BEHs will result in potential functions with different well depth, and the 

influence of potential well depth on the harvester response is firstly considered based on the output 

and probability density function (PDF) of displacement. Numerical simulations indicate that an 

increase of potential well depth will make BEHs have a smaller probability to vibrate across the 

potential barrier under low excitation levels, thus generating lower electrical energy. However, under 

a larger excitation intensity, the output will increase with an increase in the potential well depth since 
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the distance between the two wells becomes the main factor determining the output on this occasion. 

When asymmetries appear in the potential function of BEHs, we demonstate that it has a negative 

influence on the electrical output under a low excitation intensity and the negative effect will 

increase with the degree of asymmetry. However, under larger excitation levels, the influence on the 

electrical output is small. From our probability analysis, PDFs of displacement demonstrate that the 

appearance of asymmetry makes the system have a larger probability to oscillate in the deeper 

potential well and result in an asymmetric bimodal distribution of the PDFs. An increase of degree of 

asymmetry will increase the negative effect while an increase in the excitation intensity will reduce it. 

In the experiments, two asymmetric potential BEHs are created and excited under different levels of 

excitation intensity. Measurements of average output power validates that an increase of the 

excitation level contributes positively to the output power, while an increase in the asymmetric 

degree and potential well depth has an opposite effect. As a result, the materials and manufacturing 

methods employed for the creation of bistable energy harvesters should attempt to optimize the 

symmetry of the potential functions to maxmise broadband performance. 
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