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Preface

This book explains the role of energy efficiency in economic development and
analyzes trends in energy demand to explore the feasibility of regional economic
growth under environmental constraints. Amidst growing environmental con-
straints, a comprehensive examination is needed of sustainable policies to stimulate
regional economic development, while balancing energy use and addressing
environmental problems. To accomplish this objective, the book closely examines
energy demand trends in Japan by region and clarifies the factors behind changes in
energy demand. In addition, this book focuses on the effects of energy efficiency on
energy demand, demonstrates quantitatively the factors behind energy efficiency
improvements, and explains the use of energy efficiency indicators. From these
analyses, readers can investigate favorable regional economic and environmental
policies that promote improvements in energy efficiency and contribute to the
realization of a low-carbon society.

To date, while various publications have presented studies that individually
evaluated energy demand levels and energy efficiencies on a country-by-country
basis, I am not aware of any publications that have explained the trends and
determining factors for energy demand and energy efficiency from the perspective
of regional economies. In particular, hardly any investigations have been conducted
on favorable energy efficiency indicators suited to the study of energy and envi-
ronmental policy. To overcome this issue, I present in this book the results of an
extended analysis based on an indicator that I developed to determine the factors
behind improvements in energy efficiency. In addition, the book highlights various
factors behind changes to energy demand within regional economies.

The purpose of this research is twofold. First, this book aims to understand the
actual regional energy demand situation, in order to clarify the manner in which
energy efficiency influences energy demand fluctuations. Second, this book
develops an index to measure energy efficiency and analyze its determinants. Based
on the above results, the present work identifies the desirable economic environ-
ments that will increase energy efficiency.

A unique feature of this book is its proposal of numerous new analytical
approaches. The first approach is the use of dynamic shift-share analysis to clarify
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the factors behind changes in energy demand. This new analytical method can
overcome the weaknesses of traditional static shift-share analysis. I show the results
of applying this method to energy demand analysis. In the second new approach, I
use stochastic frontier analysis, instead of data envelopment analysis, to measure
energy efficiency. I propose a new analytical approach that applies the former
method.

Readers of the book will learn new methods for analyzing energy demand at the
regional economic level and the factors behind improvements in energy efficiency,
which are topics on which very few empirical studies have been conducted
worldwide. The book will also enable readers to define precisely the role of
improvements in economic efficiency in regional economic development in order to
ascertain quantitatively the effects of energy efficiency improvements on regional
economic growth. Such an analysis would make it possible to propose favorable
regional policies toward realizing a low-carbon society.

I envisage that readers will primarily be graduate students, academic researchers,
and policymakers in the fields of regional studies, energy, and environmental
economics. This book introduces an analysis of regional energy demand and
methods for developing energy efficiency indicators, along with case studies of their
application. No other publication has addressed these areas so comprehensively,
and therefore, this book can be considered to be highly original in content, with no
competing texts.

This book is organized into five chapters—a new article, a translated articles, and
three previously published journal articles. I have obtained permission for the reuse,
for which I would like to thank Wiley-Blackwell Publishing Company and Central
Research Institute of Electric Power Industry. The Japanese version of the first chapter
is “Findings of Regional Energy Demand,” published in Denryokukeizaikenkyu
(No.63, pp. 66-81). The original article of the second chapter is “Regional Energy
Demand in Japan: Dynamic Shift-Share Analysis,” published in Energy,
Sustainability and Society (Vol. 6, No. 10, pp. 1-10). The original article of the third
chapter, entitled “Energy efficiency and agglomeration economies: The case of
Japanese manufacturing industries,” appeared in Regional Science Policy & Practice
(Vol. 6, No. 2, pp. 195-212). The original of the fourth, “Estimation and determinants
of energy efficiency in Japanese regional economies,” was published in Regional
Science Policy & Practice (Vol. 7, No. 2, pp. 89—101). Each chapter is a revision of the
original paper.

Finally, I would like to thank my wife Harumi Otsuka for her dedication in
supporting me during the book writing. In addition, I thank Prof. Mika Goto and
Prof. Toshiyuki Sueyoshi as coauthors of original articles for encouraging me to
proceed with the research. This work was supported by a Japan Society for the
Promotion of Science (JSPS) Grant-in-Aid for Scientific Research (KAKENHI)
15K17067. In addition, I have received Grant-in-Aid as Young Scientific Research
by Yokohama City University.

Yokohama, Japan Akihiro Otsuka
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Chapter 1
Regional Energy Demand in Japan

Abstract In this study, the Energy Consumption Statistics by Prefecture were
utilized and the actual conditions of energy demand in the regions of Japan were
ascertained. The results revealed that Japan’s national energy demand increased
from the 1990s to the 2000s; and that the driving forces behind this expansion were
the Residential and Commercial (ResCom) and Transportation sectors. In regional
trends, the findings showed that the increase in energy demand in large metropolitan
areas not only contributed greatly to the national increase, but also that energy
demand in rural areas grew steadily. Upon considering the changes to regional
energy demand by analyzing changes to energy demand per capita and population
changes, the study found that energy demand per capita has a major impact on
regional energy demand, and that in particular, the increase in energy demand in
rural regions has been brought about by the increase in energy demand per capita.

Keywords Regional energy demand - Energy consumption statistics by prefec-
ture - Region - Japan

1.1 Introduction

Following the complete liberalization of electric power in Japan, gas will be lib-
eralized in 2017. In order to forecast demand for electric power in the future in this
context, there is an urgent need to ascertain and analyze the actual conditions of
total energy demand, including gas. The significance of ascertaining trends in total
energy demand at the national level may diminish in future, so in addition to
national surveys, empirical research on regions that is more detailed than the
existing national analyses will be required. In terms of research on trends in energy
demand in Japan’s regions, however, the current situation is that they have not been
fully investigated by the nation’s major research institutions, such as national

The Japanese version of this chapter is “Findings of Regional Energy Demand,” published in the
Japanese magazine: Denryokukeizaikenkyu (No. 63, pp. 66-81).

© The Author(s) 2017 1
A. Otsuka, Regional Energy Demand and Energy Efficiency in Japan,
SpringerBriefs in Energy, DOI 10.1007/978-3-319-47566-0_1



2 1 Regional Energy Demand in Japan

agencies, universities, and other private-sector think tanks. Therefore, as an initial
stage in advancing research on regional energy demand structures, data from the
Energy Consumption Statistics by Prefecture (Agency for Natural Resources and
Energy, the Ministry of Economy, Trade and Industry), which have been prepared
in recent years, will be utilized in this study to ascertain the actual conditions of
regional energy demand in Japan.

Below, in Sects. 1.2 and 1.3, the actual conditions of regional energy demand
are ascertained for Japan nationally, by prefecture, and by sector. In Sect. 1.4, to
obtain the main factors behind changes in regional energy demand, a factor analysis
is carried out, focusing on energy demand per capita; the effects of energy demand
per capita on regional energy demand will then be clarified. In Sect. 1.5, the method
used to forecast regional demand for electric power from regional energy demand
will be explained and regional trends in the electrification rate will be ascertained.
Finally, conclusions and issues that should be analyzed in the future are outlined. In
the appendix, an overview of the Energy Consumption Statistics by Prefecture is
provided, and points that require attention when using these statistics are explained.

1.2 Trends in Final Energy Consumption

1.2.1 National Trends

In this section, in order to understand the actual conditions of national energy
demand in Japan, the Energy Consumption Statistics by Prefecture are utilized and
from them, the trends in final energy consumption by sector are ascertained.
Table 1.1 shows the trends in final energy consumption by sector in Japan. In
2012 actual values, final energy consumption was 12,158 PJ. Within this, final
energy consumption by the Industry sectors was 6,136 PJ, which was 50.47 % of

Table 1.1 Trends in final energy consumption by sector

Actual Growth actual Share Change to share Contribution
values (PJ, | values (%, (percentage point, (%, 1990—
2012) (1990 = 100) 2012) 1990-2012) 2012)
Final energy 12,158 105.79 100.00 |- -
consumption
Industry 6,136 83.95 50.47 | —13.13 -10.21
Non-manufacturing 497 79.64 4.09 | —-1.34 -1.11
Manufacturing 5,639 84.35 46.38 | —11.79 —9.10
ResCom 4,956 143.19 40.76 | 10.65 13.01
Residential 2,016 126.00 16.58 | 2.66 3.62
Commercial and 2,940 157.96 24.18 | 7.99 9.39
others
Transportation 1,067 147.59 8.77 |2.48 2.99

Source Energy Consumption Statistics by Prefecture (METI)
Notes The 2012 values are estimates



1.2 Trends in Final Energy Consumption 3

the total. Manufacturing consumed 5,639 PJ, which was 46.38 % of the total, so
more than half of Japan’s energy demand is from the Industry sectors, particularly
from Manufacturing. On the other hand, the ResCom sector (Residential and
Commercial sectors) consumed 4,956 PJ, which was 40.76 % of the total; and
within this amount, the Residential sector used 2016 PJ and the Commercial sector
2,940 PJ, meaning that demand from the Commercial sector is slightly the larger of
the two in the ResCom sector. The Transportation sector consumed 1,067 PJ, so its
share of the total was small, at 8.77 %.

Looking at the growth in the actual values after standardizing them, with 1990
set as 100, we see that final national energy consumption has grown slightly, to
105.79. By sector, a feature is the contrasting movement shown by the ResCom and
Transportation sectors relative to the Industry sectors. The growth in the actual
values of the Industry sectors is below 100 in both the Non-manufacturing and
Manufacturing sectors. In contrast, both the ResCom and Transportation sectors
show significant growth greatly exceeding 100, with growth in the Commercial
sector being particularly large.

In terms of changes to share, the Industry sectors’ share declined by —13.13
percentage points, with the decline in the share of Manufacturing also being large,
at —11.79 percentage points. In contrast, the shares of the Residential sector and the
Commercial sector increased by 2.66 percentage points and 7.99 percentage points,
respectively.

Therefore, on calculating the extent of the contributions to the change to national
final energy consumption, we find that Manufacturing at —9.10 % contributed
greatly to decreasing the national final energy consumption, but in contrast, the
Residential and Commercial sectors, at 3.62 and 9.39 % respectively, contributed to
a major increase in national final energy consumption.

In summary, energy demand from Industry sectors, particularly from
Manufacturing, declined over the observation period, causing a major reduction in
Japan’s national energy demand; but in contrast, the energy demand from the
ResCom sector, which is comprised of Residential and Commercial, rose over the
observation period and contributed to an increase in Japan’s national energy
demand.

1.2.2 Regional Trends

Based on these national trends, the actual conditions of energy demand within the
regions and the prefectures will be ascertained. Table 1.2 shows the 2012 levels of
final energy consumption by region and their shares of national consumption, their
rates of change, and the extent of their contributions to the national change. These
regional divisions are defined in accordance with the electric power company
jurisdiction regions.

Looking at the regions’ shares of national consumption, the region with the
highest share is Tokyo, at 33.15 %, followed by Kansai (13.88 %), and Chubu
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Table 1.2 Trends in final energy consumption by region

Level (PJ, Share (%, Rate of change (%, Contribution (%,
2012) 2012) 1990-2012) 1990-2012)
Hokkaido 520 4.28 12.53 0.50
Tohoku 945 7.77 16.88 1.19
Tokyo 4,031 33.15 11.28 3.55
Chubu 1,553 12.78 -1.06 —-0.15
Hokuriku 252 2.08 5.36 0.11
Kansai 1,688 13.88 -1.78 -0.27
Chugoku 1,438 11.83 -0.41 -0.05
Shikoku 398 3.27 7.56 0.24
Kyushu 1,268 10.43 4.98 0.52
Okinawa 66 0.54 29.49 0.13
national 12,158 100.00 5.79 -

Source Energy Consumption Statistics by Prefecture (METI)

Note The regional divisions are as follows. Hokkaido (Hokkaido), Tohoku (Aomori, Iwate,
Miyagi, Akita, Yamagata, Fukushima, Niigata), Tokyo (Ibaraki, Tochigi, Gunma, Saitama, Chiba,
Tokyo, Kanagawa, Yamanashi), Chubu (Nagano, Gifu, Shizuoka, Aichi, Mie), Hokuriku
(Toyama, Ishikawa, Fukui), Kansai (Shiga, Kyoto, Osaka, Hyogo, Nara, Wakayama), Chugoku
(Tottori, Shimane, Okayama, Hiroshima, Yamaguchi), Shikoku (Tokushima, Kagawa, Ehime,
Kochi), Kyushu (Fukuoka, Saga, Nagasaki, Kumamoto, Oita, Miyazaki, Kagoshima), and
Okinawa (Okinawa)

(12.78 %); the large metropolitan areas each have a large percentage. The rural
areas with the largest shares were Chugoku and Kyushu. However, the rates of
change of final energy consumption were not linked to the size of the share of
national consumption. For example, while Tokyo’s rate of change is positive,
Kansai’s and Chubu’s rates of change are negative. Therefore, when looking at the
contributions to the national change, Tokyo’s is positive and the largest, but in
contrast Kansai’s and Chubu’s are negative.

Figure 1.1 shows the growth in final energy consumption by region. Okinawa’s
growth is noticeably the highest, while the growth levels of the Hokkaido, Tohoku,
and Shikoku rural areas exceed the national figure. We can also confirm that the
growth levels of large metropolitan areas other than Tokyo, Kansai, and Chubu, are
below the national level. We can therefore see that the regions that contributed most
to the increase in national final energy consumption were Tokyo and rural areas,
rather than other large metropolitan areas.

Figure 1.2 shows the prefectures’ shares of national final energy consumption
and their rates of change. Looking at the shares of national consumption, the region
with the highest share is Chiba Prefecture at 9.23 %, followed by Kanagawa
Prefecture (7.13 %), Metropolitan Tokyo (6.58 %), Aichi Prefecture (5.69 %), and
Osaka Prefecture (5.39 %). All of these regions are large metropolitan areas. On the
other hand, looking also at the prefectures, their rates of change of final energy
consumption are not linked to the sizes of their shares of national consumption. The
prefecture with the highest rate of change is Tottori Prefecture at 40.97 %, followed
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Statistics by Prefecture (METI)

by Saga Prefecture (35.26 %). The rates of changes in the prefectures that corre-
spond to large metropolitan areas were basically positive, but compared with the
sizes of their shares, these values were not that large.

Upon calculating the extent of the contribution to the change in the national final
energy consumption by prefecture, we can confirm that the contributions are pos-
itive in the majority of the prefectures (Fig. 1.3). The greatest contribution was
from Metropolitan Tokyo at 1.04 %, while Ibaraki Prefecture’s contribution was
0.82 % and Kanagawa Prefecture’s was 0.68 %, so the contributions from the
prefectures in the Tokyo region were large. In contrast, the contributions from the
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Fig. 1.3 Contributions to the change in national final energy consumption by prefecture. Source
Energy Consumption Statistics by Prefecture (METI)

prefectures comprising the Kansai and Chubu regions were small. In the rural areas,
the contributions were positive from all of the prefectures in the Hokkaido and
Tohoku regions. Within the Shikoku and Kyushu regions, there were also many
prefectures showing a positive contribution.

As described above, when looking at Japan’s energy demand by region and by
prefecture, we understand that the regions within the jurisdiction of the Tokyo
Electric Power Company (TEPCO) contributed greatly to the increase in Japan’s
national energy demand. At the same time, we find that the growth in energy
demand in the other large metropolitan areas of the Kansai and Chubu regions is
below the national average and that they have practically no effect on the increase in
national energy demand. Instead, we can confirm that the increase in Japan’s energy
demand is from the prefectures under TEPCO’s jurisdiction, as well as from pre-
fectures in rural areas.

1.3 Regional Trends in Energy Consumption by Sector

We will now look at regional trends in energy consumption by sector. Table 1.3
shows as a time series the regional trends in final energy consumption by sector. The
Industry sectors’ final energy consumption decreased in all regions in both the
Non-manufacturing and Manufacturing sectors. In Non-manufacturing, the rates of
decrease exceeded the national rate in Hokkaido, Chugoku, Shikoku, and Okinawa, in
addition to the large metropolitan areas of Kansai and Chubu. On comparing the rates
of change in the 1990s and 2000s, we find that this figure was higher in the 1990s.
The decrease in Manufacturing’s final energy consumption was significant. In
particular, the decrease in the large metropolitan areas such as Kansai and Chubu
was great and above the national trend. Comparing the rates of change by decade, it
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Table 1.4 Rate of changes

Manufactured Energy demand

of manufactured goods goods shipments (%)

shipments and energy demand (%)

(annual rate average, %) 1990s  |2000s | 1990s | 2000s
Hokkaido —0.03 0.31 —-0.82 0.30
Tohoku 0.97 -1.24 0.53 -1.42
Tokyo —1.44 —1.58 0.77 —1.56
Chubu —0.20 0.55 —-0.17 —2.46
Hokuriku -0.32 —-0.27 —-0.93 -1.94
Kansai -1.53 —-0.55 -1.37 -1.37
Chugoku —0.86 1.08 0.39 —1.11
Shikoku —-0.01 1.42 0.78 -1.21
Kyushu 0.80 0.79 —0.31 -1.28
Okinawa 1.83 —-0.36 0.85 —-1.03
National -0.73 —-0.33 0.09 —1.48

Source Industry Statistics (METI), Energy Consumption Statistics
by Prefecture (METI)

was greater in the 2000s than in the 1990s, while Manufacturing’s final energy
consumption decreased greatly in each region in the 2000s.

Table 1.4 shows the comparison of the regions’ rates of change for manufac-
tured goods shipments and energy demand, according to decade. Particularly in the
regions in East Japan, manufactured goods shipments decreased greatly in the
2000s. In the majority of the regions, the rates of change of shipments and energy
demand are linked. However, in Chubu, Chugoku, Shikoku, and Kyushu, energy
demand declined in the 2000s, despite increases in manufactured goods shipments.
This signifies a decline in energy demand per shipment in these regions. A factor
behind this is considered to be the progress made in energy saving, but exploring
this issue is a topic for analysis in the following chapters.

Figure 1.4a, b shows the growth in final energy consumption in the Industry
sectors. Non-manufacturing trended downward in the time series and there were no
significant differences between regions. Conversely, Manufacturing trended basi-
cally unchanged during the 1990s, but then fell significantly in the 2000s. A feature
of the two regions of Kansai and Hokuriku was that they were greatly below the
national average and trended downward over the observation period.

The final energy consumption of the ResCom and Transportation sectors trended
upward in each of the regions (Table 1.3). Within the ResCom sector, the
increasing trend in the Residential sector in the 1990s was significant, but then in
2000s, consumption was seen to fall everywhere except Chubu. Across the
observation period, the rates of increase of Tokyo, Chubu, and Okinawa exceeded
the national rate, but in contrast growth was weak in Kansai. Similarly, in the
Commercial sector, the increasing trend was greater in the 1990s than in the 2000s;
in terms of regional trends, features were that while growth in Tokyo, Chubu,
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Fig. 1.4 Regional growth in energy demand by sector (1990 = 100). Source Energy
Consumption Statistics by Prefecture (METI)

Hokuriku, Shikoku, and Kyushu exceeded that of the nation as a whole, growth was
weak in Kansai.

Figure 1.4c, d shows the growth in final energy consumption in the Residential
and Commercial sectors. In the Residential sector in each of the regions, there was
significant growth in the 1990s, but consumption then slumped in the 2000s. The
growth rate slowed from 2011 onwards, which was probably from the effects of the
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Great East Japan Earthquake. In the Commercial sector, consumption increased
steadily in each region, with no clear differences between the regions being
observed. Unlike the Residential sector, however, looking at the trend from 2011
onwards, it is not possible to discern a trend that would seem to be from the effects
of the earthquake.

Finally, the Transportation sector’s final energy consumption grew significantly
in each region, but not by as much as the Commercial sector (Table 1.3). As with
the ResCom sector, the Transportation sector’s growth rate was higher in the 1990s
than in the 2000s. In particular, the growth rates exceeded 2 % in Hokkaido,
Tohoku, Chugoku, and Okinawa throughout the observation period, and growth
was significant in regions other than the large metropolitan areas.

Figure 1.4e shows the growth in final energy consumption in the Transportation
sector. As with the Residential sector, the growth was significant in the 1990s, but
in contrast consumption slumped in the 2000s. As was observed in the ResCom
sector, no clear differences between regions could be seen.

1.4 Factors Behind the Changes in Final Energy
Consumption

Having ascertained the trends in Japan’s regional energy demand, we will now look
at the factors determining the changes in regional energy demand.
Final energy consumption can be formulated as follows:

Final energy consumption = energy demand per capita X population.

From this, the change to final energy consumption can be resolved into the
change in energy demand per capita and population growth. This is expressed as
follows:

A final energy consumption = A energy demand per capita+ A population,

where A is the rate of change and expresses the logarithm of the finite difference
approximation.

Figure 1.5 shows the results of the factor analysis in accordance with this
resolving formula for the rates of change to the prefectures’ final energy con-
sumption. We find that the change in energy demand per capita in practically all of
the prefectures exceeds the population change.

The increase in energy demand per capita was largest in Tottori Prefecture, and
was small in the large metropolitan areas such as Metropolitan Tokyo, Osaka
Prefecture, and Aichi Prefecture. In particular, the values were negative in Osaka
Prefecture and Aichi Prefecture. In each of the prefectures in the Tokyo, Kansai,
and Chubu regions, total energy consumption increased from population growth,
rather than from a rise in energy demand per capita. In the rural areas, however, in
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Fig. 1.5 Factor analysis of the prefectures’ final energy consumption (1990-2012). Source
Energy Consumption Statistics by Prefecture (METI), Basic Resident Register Population
(Statistics Bureau, Ministry of Internal Affairs and Communications)

the context of their declining populations, it seems likely that total energy con-
sumption increased from the rise in energy demand per capita.

Next, we will confirm the current conditions for energy demand per capita in
each of the prefectures. Figure 1.6 shows the levels of energy demand per capita in
each of the prefectures (the 2012 values) and their rates of change.

Oita Prefecture had the highest level of energy demand per capita, at 310.4
GlJ/person, followed by Okayama Prefecture (279.2), Yamaguchi Prefecture
(247.7), Chiba Prefecture (182.6), and Mie Prefecture (162.8). Manufacturing is
concentrated in all of these prefectures; in particular, they each have a
petroleum-chemical industrial complex with a concentration of energy-intensive
manufacturing industries. In contrast, starting with Metropolitan Tokyo (63.0), the
tendency was for large metropolitan areas, including Osaka Prefecture (75.5) and
Aichi Prefecture (95.3), to be below the national average (96.0). Compared with the
Industry sectors, the ResCom sector’s energy demand per capita is small; the
assumption can be made that energy demand per capita tends to be small in regions
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Fig. 1.6 Current conditions of the energy consumption per capita by prefecture. Source Energy
Consumption Statistics by Prefecture (METI), Basic Resident Register Population (Statistics
Bureau, Ministry of Internal Affairs and Communications)



1.4 Factors Behind the Changes in Final Energy Consumption 13

with concentrations of population and a major Commercial sector. The growth in
energy demand per capita was higher in the rural areas than in the large
metropolitan areas. A feature of each of the prefectures in the Hokkaido, Tohoku,
Hokuriku, Chugoku, Shikoku, and Kyushu regions was their significant growth in
energy demand per capita.

Figure 1.7 plots the relationship between the changes to energy demand per
capita and population change during the observation period. As a whole, the pat-
terns of change can be divided into the following four quadrants for consideration.

(i) Population growth rate >0, rate of change in energy demand per capita >0.
(i) Population growth rate <0, rate of change in energy demand per capita >0.
(iii) Population growth rate <0, rate of change in energy demand per capita <0.
(iv) Population growth rate >0, rate of change in energy demand per capita <O0.

On looking at the first quadrant (i), we see that it includes the Greater Tokyo
Area, such as Metropolitan Tokyo and Saitama Prefecture; their surrounding areas
of Ibaraki Prefecture, Tochigi Prefecture, and Gunma Prefecture; and Okinawa
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Fig. 1.7 Relationship between changes to per capita energy demand and population changes.
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Prefecture. The Commercial sector is thought to be comparatively densely con-
centrated in these regions. The Commercial sector is particularly concentrated in
Metropolitan Tokyo, Saitama Prefecture, and Okinawa Prefecture.

Looking at the second quadrant (ii), we see it includes the Tohoku region of
Aomori Prefecture, Iwate Prefecture, and Akita Prefecture; Chugoku regions such
as Tottori Prefecture and Shimane Prefecture; and the Shikoku region of Ehime
Prefecture, Tokushima Prefecture, and Kochi Prefecture. The population is
decreasing in these regions and they are considered to be locations that do not host
the major core industries of the manufacturing and service sectors. This quadrant
includes many regions outside of the large metropolitan areas.

Only two regions, Toyama Prefecture and Wakayama Prefecture, were classified
into the third quadrant (iii), and they do not have any noteworthy characteristics.
The fourth quadrant (iv) includes large metropolitan areas such as Kanagawa
Prefecture, Chiba Prefecture, and Aichi Prefecture, and in addition prefectures such
as Shiga Prefecture, Mie Prefecture, Okayama Prefecture, and Shizuoka Prefecture.
All of them are locations where manufacturing is concentrated. Prefectures such as
Chiba Prefecture, Mie Prefecture, and Okayama Prefecture have a
petroleum-chemical industrial complex and many materials-type industries. In
contrast, a characteristic of prefectures such as Aichi Prefecture and Shiga
Prefecture is that they have many processing and assembly industries, like trans-
portation machinery and precision machinery.

1.5 Regional Trends in the Electrification Rate

If we can calculate energy demand per capita and at the same time obtain the
electrification rates, the electric power demand per capita may be ascertained. The
electric power demand per capita can be calculated as follows:

Electric power demand per capita = energy demand per capita
x electrification rate.

The electrification rate is calculated as shown below:
Electrification rate = electric power consumption/final energy consumption.

The relationship between them is shown by the fact that electric power demand
per capita is determined by both the energy demand per capita and the electrifi-
cation rate. In other words, if the energy demand per capita and the electrification
rate can be accurately calculated, the electric power demand per capita can be
determined.
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Fig. 1.8 Trends in the electrification rates by prefecture. Source Energy Consumption Statistics
by Prefecture (METI)

Next and finally, in order to see the regional electric power demand by region,
we will ascertain the trends in the regional electrification rates, which form an
important element of this analysis.

Figure 1.8 shows the current conditions for the electrification rates and the rates
of change by prefecture. The electrification rate levels in 2012, which is the latest
year in which the statistics could be collected, show that Shiga Prefecture was the
highest at 52.5 %, followed by Gunma Prefecture (49.8 %), Nagano Prefecture
(48.6 %), Tokushima Prefecture (48.0 %), Tochigi Prefecture (47.6 %), and Fukui
Prefecture (47.2 %). Conversely, the prefectures with the lowest electrification rates
were Chiba Prefecture (14.3 %), Oita Prefecture (14.5 %), and Okayama Prefecture
(15.7 %), with the levels becoming lower in regions with a petroleum-chemical
industrial complex in which materials-type industries are concentrated.

Looking at the changes to the electrification rates over the observation period,
we see that the speed of electrification was fastest in Tokushima Prefecture at
13.55 %, while it was also fast in Hokkaido, the prefectures in Hokuriku, and the
prefectures in Shikoku and Kyushu. Conversely, the pace of electrification was
moderate in the large metropolitan areas. For example, this corresponds to areas
within the TEPCO jurisdiction of Saitama Prefecture, Chiba Prefecture,
Metropolitan Tokyo, and Kanagawa Prefecture; within the Chubu Electric Power
Company jurisdiction of Gifu Prefecture, Shizuoka Prefecture, and Aichi
Prefecture; and within the Kansai Electric Power Company jurisdiction of Osaka
Prefecture.

Looking at the growth in the electrification rates over the observation period, we
find that the Hokkaido, Kyushu, Chugoku, and Shikoku rural areas exceeded the
national level (Fig. 1.9). In contrast, within TEPCQ’s jurisdiction, the tendency was
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Fig. 1.9 Growth in the electrification rate by region (1990 = 100). Source Energy Consumption
Statistics by Prefecture (METI)

for weak growth in the electrification rate. If this electrification trend continues into
the future, it is estimated that even if the populations of Hokkaido and Kyushu
decrease, electric power demand per capita could increase due to the rises in the
energy demand per capita and the electrification rates.

Looking at the regional electrification rate by demand sector, we can understand
which demand sectors influence the growth in the national electrification rate.
Table 1.5 shows the trends in the regional electrification rates by demand sector.
We can confirm that Hokkaido and Kyushu have significant increasing trends in the
electrification rates for the Industry sectors (Manufacturing) and the Residential
sector. In particular, the growth in the electrification rate in the Residential sector
probably expresses the effects of the business model of the electric power com-
panies, of an all-electric home sales strategy. Further, a characteristic of the
Residential sector is the significant rate of growth in the electrification rate in the
Hokuriku region, where optional supply provisions have been increasing remark-
ably (Fig. 1.10).

Looking by sector, we see that the growth of the electrification rate is large in the
Residential sector, but small in the Industry sectors and the Commercial sector.
Going forward, it would seem necessary to focus on the trend in the Residential
sector in order to consider the growth in electric power demand.
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Fig. 1.10 Changes to the optional supply provision electric power totals by region (2013:
2003 = 100). Source Electricity business handbook

1.6 Conclusion

In this study, the Energy Consumption Statistics by Prefecture were utilized and the
actual conditions of energy demand in the regions of Japan were ascertained. The
results showed that Japan’s national energy demand increased from the 1990s to the
2000s; and that the driving forces behind this increase were the ResCom sector,
comprising Residential and Commercial, and the Transportation sector. Looking at
regional trends, the analysis showed not only that the increase in energy demand in
prefectures under TEPCO’s jurisdiction contributed greatly, but also that energy
demand grew steadily within prefectures outside of the large metropolitan areas.
Upon considering changes to regional energy demand by analyzing changes to
energy demand per capita and population changes, the results showed that energy
demand per capita has a major impact on regional energy demand, and that in
particular, the increase in energy demand in rural regions has been brought about by
the increase in energy demand per capita.

The findings of this study suggest that in order to understand the trends in
regional energy demand in the future, a major key will be ascertaining the trends in
energy demand per capita. In particular, there is a need to resolve the factors behind
the significant growth in energy demand per capita and to clarify if they arise from
structural factors in the demand sector, or from factors specific to that particular
region. Following the Great East Japan Earthquake, the demand structures in each
of the sectors may also have been changing. With regard to this point, while
considering the availability of data, an absolutely essential step will be to analyze
and verify regional differences in the energy intensity by sector in order to ascertain
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the demand for energy in the regions. In addition, accurately understanding the
trends in the electrification rates would seem to be important in order to forecast
trends in electric power demand in the future.

Appendix: Explanation of the Energy Consumption
Statistics by Prefecture

In this appendix, the feature of the Energy Consumption Statistics by Prefecture are
explained (Kaino 2012a, b). The Energy Consumption Statistics by Prefecture are
based upon the General Energy Statistics.

The Thinking behind the Energy Consumption Statistics by Prefecture

The Energy Consumption Statistics by Prefecture are the recounted totals of the
divided estimates by prefecture only for those sectors that can be regionally divided
within the General Energy Statistics (Table 1.6). The current situation with regard
to the sectors for which regional divisions are difficult in the General Energy
Statistics is that the regionally divided estimates are not carried out within the
Energy Consumption Statistics by Prefecture and they are excluded from the cal-
culations. Therefore, as is described below, the national total value in the Energy
Consumption Statistics by Prefecture is not consistent with the same value in the
General Energy Statistics.

The method of dividing the regions in the Energy Consumption Statistics by
Prefecture is as described below.

Manufacturing Sectors: The data from the individual surveys in the Current
Survey of Energy Consumption Statistics are re-totaled by prefecture and the same
calculation method as in the General Energy Statistics is applied.

Agriculture and Forestry, Mining, Construction, Small- and Medium-Sized
Manufacturing Sectors, Commercial and Others (Tertiary Industry) Sectors: The
consumption amounts by industry and by energy estimated from the industry
input-output table, and from the General Energy Statistics, are estimated from the
composition ratios of the national amounts of intermediate inputs for the relevant
industries from the Annual Report on Prefectural Accounts.

Residential Sector, Family Income/Car (Transportation) Sector: The prefectural
capital aggregated values in the Family Income and Expenditure Survey are used
and the same calculation method as in the General Energy Statistics is applied.

The structure of the Energy Consumption Statistics by Prefecture

The sectors targeted for the estimates in the Energy Consumption Statistics by
Prefecture are as follows (please refer to Table 1.6 for more details).
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Table 1.6 Sectors included in the estimates of the Energy Consumption Statistics by Prefecture

Statistical sector classification

Corresponding sector classification in the General
Energy Statistics

#5000 Final energy consumption
(#6000—#8000 total)

#5000 Final energy consumption (#6000—#8000
total)

#6000 Industry (#6100, #6500 total)

#6000 Industry (#6100, #6500 total)

#6100 Non-manufacturing
(#6100A—#6100B total)

#6100 Non-manufacturing

#6100A Agriculture, forestry, and
fisheries

#6100 Agriculture, forestry, and fisheries

#6100b Construction and mining

#6120 Mining, #6150 Construction

#6500 Manufacturing (#6500A—
#6500E total)

#6500 Manufacturing

#6500a Chemical, chemical textile,
pulp and paper

#6520 Pulp and paper products, #6550 Chemical,
#6530 Chemical fibers

#6500B Iron and steel, non-ferrous
metal, cement and ceramics

#6580 Iron and steel, #6570 Ceramics, stone, and clay,
#6590 Non-ferrous metals, #6560 Glass products

#6500c Machinery

#6600 Machinery

#6500d Duplication adjustment

#6700 Duplication adjustment

#6500E Other industries and SMEs

#6800 Other industries and SMEs, #6510 Food
produce, #6540 Petroleum products (other products)

#7000 ResCom (#7100, #7500 total)

#7000 ResCom (#7100, #7500 total)

#7100 Residential

#7100 Residential

#7500 Commercial and others
(#7500A—#7900 total)

#7500 Commercial and others

#7500A Water supply, sewage and
waste disposal

#7510 Water supply, sewage and waste disposal

#7500B Trade and finance services

#7600 Commercial and finance

#7500C Public services

#7700 Public services

#7500D Commercial services

#7810 Commercial services

#7500E Retail services

#7850 Retail services

#7900 Others and miscellaneous

#7520 Electricity and gas businesses, #7530
Transportation ancillary services, #7540
Communication broadcasting, #7900 Other,
Classification unknown, error

#8000 Transportation (=#8110)

#8000 Transportation

#8110 Passenger car

#8110 Passenger car

Source Prepared based on Kaino (2012a, b)

Notes 1. The sectors not included in the Energy Consumption Statistics by Prefecture are as
follows. (Transportation sector: vehicles other than passenger) #8115 bus, #8120 railway, #8130
ships, #8140 aviation (transportation sector: cargo) #8500 cargo

2. The above correspondence table is based on the General Energy Statistics (2010 edition). As the
document explaining the statistics in the 2015 revised edition of the General Energy Statistics had
not been published at the time this paper was written, it was not possible to confirm the
correspondence relations for the estimated sectors
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Non-manufacturing Sector—Agriculture, Forestry, and Fisheries Industry;
Mining Industry; Construction Industry: Within the Energy Consumption
Statistics by Prefecture, the agriculture, forestry, and fisheries industry, and the
mining and construction industries have been aggregated into two sectors:
Agriculture, Forestry and Fisheries; and Construction and Mining. The regional
division estimates for the agriculture and forestry, and fisheries industry and the
mining and construction industry are made using “the industry association estimates
method.”

Manufacturing Sector: Within the Energy Consumption Statistics by Prefecture,
Manufacturing is aggregated into five sectors: Chemical, Chemical Textile, Pulp
and Paper; Iron and Steel, Non-ferrous Metals, Cement and Ceramics; Machinery;
Duplication Adjustment; and Other Industries and SMEs. With regards to the four
sectors other than the Other Industries and SMEs sector within Manufacturing, the
values are estimated by retotaling and processing the individual surveys in the
Current Survey of Energy Consumption Statistics. Conversely, the Other Industries
and SMEs sector is generally estimated using “the industry association estimated
method.” The reason for aggregating the sectors compared with those in the
General Energy Statistics is because in the majority of cases there is only one
factory or business establishment per prefecture, such as for iron and steel or
chemical, so if the data are disclosed without aggregating them, this will come into
conflict with the provisions of the Statistics Act in terms of protecting the privacy of
individual companies, so it would not be possible to disclose the statistical values.

Commercial and Others Sector: Within the Energy Consumption Statistics by
Prefecture, the Commercial and Others sector (tertiary industry) is the aggregation
of six sectors: Water supply, Sewage and Waste Disposal; Trade and Finance
Services; Commercial Services; Retail Services; Public Services; and Others and
Miscellaneous. The regionally divided estimates for these sectors are carried out
using “the industry association estimation method.” When estimating regional
divisions using this method, there exist relatively large estimation errors for the
Commercial and Public Service industries compared with industries such as
Manufacturing, and caution is required when the error reaches the range of 10-20
% (Kaino 2012a, b).

Residential Sector and Family Income/Car Sector: Within the Energy Consumption
Statistics by Prefecture, with regard to the Residential sector and Family Income/Car
sector, the energy consumption by general households in each prefecture is estimated
using the trends in the household average spending per prefectural capital location, and
peritem in the Family Income and Expenditure Survey. However, as there is bias in the
choice of households that are surveyed in the Family Income and Expenditure Survey,
rather than using the numerical values corresponding to the direct calculations, the
energy consumption amounts are calculated after carrying out various types of cor-
rection processing in order as to have the surveyed households match as far as possible
the image of the average household in each of the prefectures.
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Points to be aware of when using the energy statistics

Basically, the Energy Consumption Statistics by Prefecture use unchanged the
calculation method used in the General Energy Statistics. Due to the presence of
errors in the regional division estimates, however, specific calculation methods are
also used as exceptions. Therefore, as described above, it is necessary to be aware
that the totals in the Energy Consumption Statistics by Prefecture will not neces-
sarily be consistent with those in the General Energy Statistics.

In particular, when using the Energy Consumption Statistics by Prefecture,
researchers need to be aware of the following three points (Kaino 2012a, b):

1. The existence of errors from the General Energy Statistics and of errors from the
regional division estimates.

2. The transportation cargo sector and the energy conversion sector are excluded
from the calculations.

3. Renewable energy, such as geothermal and biomass, is excluded from the
calculations.

Further, it is necessary to be aware of the point that the latest year for the
statistics is fiscal 2012. Since the final confirmed values in the Annual Report on
Prefectural Accounts—which is one of the published sets of statistics used to
compile the Energy Consumption Statistics by Prefecture—are published after a
delay of two years, in order to wait for their publication, a delay of one year occurs
compared with the publication of the General Energy Statistics. Therefore, the
estimates are from a regression analysis using the trends in a time series in the
intermediate input amounts in the Annual Report on Prefectural Accounts, with the
estimated values from the most recent fiscal years being used to supplement the
delay period in question. This point should be kept in mind when using these
statistics.
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Chapter 2
Determinants of Regional Energy
Demand: Dynamic Shift-Share Analysis

Abstract In order to investigate the future trends of energy demand in Japan
accurately, there is a need to clarify the factors that cause fluctuations in energy
demand across regions; more specifically, to determine whether the energy demand
fluctuations across regions arise from compositional factors, that is, differences in
energy users, or from regionally unique factors. This study analyzes the determi-
nants of energy demand change to clarify the factors that have affected the fluc-
tuations in regional energy demands in Japan, using dynamic shift-share analysis.
The results show that the energy demand fluctuations can be explained by both
compositional effects and regional effects. With regard to the compositional effects,
the energy demand growth increased most remarkably in the regions that specialize
in residential and commercial sectors. However, energy demand did not increase in
the regions that specialize in manufacturing sectors. With respect to the regional
effects, there were constraints on energy demand in large metropolitan areas due to
the improved energy intensity achieved through energy conservation. The results
imply that having a mixture of industry and ResCom (Residential and Commercial)
sectors in a region potentially flattens out fluctuations in energy demand changes.
This finding suggests that when moderating changes in regional energy demand, an
important step is to diversify the industrial structure in each region.

Keywords Regional energy demand - Regional energy consumption « Dynamic
shift-share analysis + Region - Japan

2.1 Introduction

The recent ambitions of the Japanese government to improve consumption and
conservation include the development of an energy master plan (METI 2015). To
create such an aspirational political instrument, it is essential to analyze thoroughly

The original article of this chapter is “Regional Energy Demand in Japan: Dynamic Shift-Share
Analysis,” published in Energy, Sustainability and Society (Vol. 6, No. 10, pp. 1-10, 2016).

© The Author(s) 2017 23
A. Otsuka, Regional Energy Demand and Energy Efficiency in Japan,
SpringerBriefs in Energy, DOI 10.1007/978-3-319-47566-0_2
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the present structure of energy demands in Japan. The present study provides this
analysis, in terms of the regional and the sectoral aspects relevant to the energy
demand in Japan during 1990-2011. Japan’s energy demands grew throughout the
1990s and 2000s. Energy demand in Japan increased at an annual average rate of
0.33 % from 1990 to 2011, which was in line with economic growth (0.32 %).
However, regional differences in the energy demand increases are apparent in that
period; e.g., Japan’s rural energy demand increases differed from those in its large
metropolitan area, such as the Greater Tokyo Area, Kansai, and Chubu.

To investigate the future energy demand trends in Japan accurately, it is
important to clarify the factors that determine the energy demand fluctuations across
Japan’s regions; specifically, whether the energy demand fluctuations across
regions are due to compositional factors, that is, differences in energy users, or are
due to regionally unique factors. Globally, there is very little previous research on
regional energy demand, because of a lack of relevant data. Bernstein et al. (2003)
and Metcalf (2008) targeted individual states in the United States, while
Raupach-Sumiya et al. (2015), Otsuka et al. (2014), and Otsuka and Goto (2015)
investigated regions in Germany and Japan. However, each of these studies ana-
lyzed the factors determining the energy efficiency, rather than the dynamic changes
in the regional energy demand. This study clarifies the factors that bring about
energy demand changes in Japan’s regions, by applying a shift-share analysis to
newly released regional energy demand data. To the best of the author’s knowl-
edge, there are no previous cases of applying shift-share analysis to regional energy
demand analysis.

Shift-share analysis, first introduced by Dunn (1960) in 1960, is an analytical
method often used in the field of regional science. This method decomposes the
relevant factors affecting an economic system; these factors relate mainly to pro-
duction and employment changes. Shift-share analysis uses identical equations to
analyze the growth rates by industry for each region. The method uses three factors:
the national effect (factors common among all industries nationally), the compo-
sitional effect (industry-specific factors at a national level), and the regional effect
(factors unique to each industry at a regional level). The method then evaluates the
contributions of each effect to the overall regional growth rate (e.g., Dinc and
Haynes 1999; Haynes and Dinc 1997). Shift-share analysis has many proponents;
however, it is also criticized for numerous different reasons (Dawson 1982;
Knudsen and Barff 1991). There are many extensions and revisions of Dunn’s
(1960) traditional method (Artige and Neuss 2014; Barff and Knight 1988;
Esteban-Marquillas 1972; Haynes and Dinc 1997; Haynes and Machunda 1987;
Markusen et al. 1991; Marquez et al. 2009). Notably, Barff and Knight (1988)
propose a dynamic shift-share analysis that applies the traditional analysis to
cross-year data, a method that is adopted in many subsequent studies (e.g., Hirobe
2015; Kobayashi 2004; Mitchell and Carlson 2005; Nissan and Carter 1994; Shi
et al. 2007). Barff and Knight’s (1988) dynamic shift-share analysis solves some of
the well-known problems with Dunn’s (1960) static shift-share analysis.

This study uses the dynamic shift-share analysis method, which is constantly
being refined, to analyze Japan’s regional energy demands. Dynamic shift-share
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analysis analyzes the fluctuations in the overall energy demand in regions,
according to the compositional effect (arising from the type of energy users) and
according to regionally unique factors. This clarifies the dominant factors
influencing the total energy demand changes in each region.' Additionally, it is
possible to investigate the effects of the efficiency measures through the regional
effect.

This study aims to analyze the total energy demand changes by Japanese region.
The study analyzes the changes according to the national effect, the compositional
effect, and the regional effect, by applying dynamic shift-share analysis to the ratio
of total energy demand change. Finally, the study clarifies the factors that cause the
fluctuations.

Section 2.2 describes how the dynamic shift-share analysis is applied to analyze
the regional energy demand, and provides an explanation of the data. Section 2.3
describes the analysis results, while Sect. 2.4 presents the conclusions, and suggests
some future research directions.

2.2 Methods

2.2.1 Analytical Framework

First, by applying shift-share analysis to total energy demand changes for user i in
region j, it is possible to divide these changes into three components as follows:

g(Ey) = g(E) + [g(Ei) — g(E)] + [¢(Ey) — 8(Ey)], (2.1)

where Ej; is the energy demand for user i in region j; E; is the energy demand
(E; = Zj Ej) of user i for the entire nation; E is the energy demand (E = ), E;) for
the entire nation; and g(-) is a function that expresses the rate of change of each
variable. Concretely, the function of energy demand E can be expressed as

AE,
E ’

g(E;) =

where 7 is the time. On the right-hand side of (2.1), the first item is the national
effect g(E), the second item is the compositional effect [g(E;) — g(E)], and the third
item is the regional effect [g (E,]) — g(Ei)]. The national effect is the rate of change
in the national energy demand. If each region has the same rate of change as the rate

'The energy demand drivers are also related to other issues, such as sociological (household size
development, income-related luxury demands), technological advancements, or climate policies.
However, to investigate precisely the impact of such issues on changes in energy demand requires
an econometric analysis rather than a shift-share analysis. This is because shift-share analysis is
only one of the available decomposition methods (Metcalf 2008).
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of change for the entire nation, then the national effect in each region would be that
value. The compositional effect shows the degree by which the national energy
demand of user i exceeds the rate of change of the national energy demand. This
shows the difference in the specific rate of change for user , and it can be described
as a compositional effect that is unique to user i. The regional effect shows the
degree that region j’s energy demand of user i exceeds the rate of change of the
national energy demand of user i. Because there is a difference between region j and
the entire nation with regard to the same user, this is not a user-specific effect;
hence, it expresses a regional-specific effect.

The rate of change of the total energy demand by region, can be calculated using
the rate of change of the energy demand by user for the region. In other words, the
rate of change of the energy demand of region j can be calculated from the rate of
change of the energy demand for user i in region j according to

g(E) = ZSU -8(Ey), (2.2)

where 5; = E;; /E;. Note that E; is the energy demand of region j. The question
arises of whether to undertake the calculation of s; at the beginning or the end of
the observation period. One proposed solution is the dynamic shift-share analysis
mentioned in Sect. 2.1.% Instead of conducting shift-share analysis over a long
period, the dynamic version conducts shift-share analysis over a short period in
each year, and aggregates the values for each year (Barff and Knight 1988). This
study adopts this calculation method, and applies a dynamic shift-share method to
the regional energy demand data.

Using (2.1) and (2.2), the rate of change in energy demand for region j can be
resolved as

g(E) = g(E)+ Z silg(Ei) — g(E)] + ZSJ [g(Eyj) — g(E:)]. (2.3)

On the right-hand side of (2.3), the first term is the national effect g(E), the
second term is the compositional effect >, s;;[g(E;) — g(E)], and the third term is
the regional effect 3, s [¢ (E;) — g(E;)]. The national effect is the rate of change in
the national energy demand. If each region has the same rate of change as the rate of
change for the entire nation, then the national effect in each region would be the rate
of change for the entire nation. The compositional effect is the aggregate of the
compositional ratio for each user of region j multiplied by the factors specific to
user 7, and its value depends on the compositional ratio of the users of each region.
The regional effect is affected by regionally unique factors that cannot be expressed
by national and compositional effects.

>The dynamic approach is a suitable way to address the question of the representational adequacy
of continuous time periods by discrete models (Mitchell and Carlson 2005).
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Specifically, dynamic shift-share analysis is the equivalent of analyzing the
differences in users once the national average trend has been eliminated; and then
dividing the components into those that can be explained as such (compositional
effects) and those that cannot (regional effects).

2.2.2 Data

The present study undertook dynamic shift-share analysis, using total energy
demand data by user, for the 47 Japanese prefectures for the period 1990-2011. We
can utilize the data period 1990-2012, but the value for 2012 is removed because it
is an estimated value, not an actual value. Using dynamic shift-share analysis, a
decomposition analysis was performed on the rate of change in the regional energy
demand for the study period. The energy data came from the Energy Consumption
Statistics by Prefecture (Agency for Natural Resources and Energy, the Ministry of
Economy, Trade and Industry). The energy demand data used here relate to the total
energy demand, including electricity and gas. However, this is the final energy
consumption and does not include primary energy consumption. The energy
demand users are the industrial (manufacturing and non-manufacturing) sectors, the
ResCom (residential and commercial) sectors, and the transportation sector. The
production data are the real gross product, published in the Annual Report on
Prefectural Accounts (Cabinet Office). The real gross product is value added and
includes trades and services.

Table 2.1 re-summarizes the relevant statistics presented in Chap. 1. Comparing
the average energy demand for each sector shows a constant high demand level in
the manufacturing sector. The average values for the ResCom sectors (residential
and commercial) and the transportation sector are relatively small in comparison.
During the study period (1990-2011), the manufacturing sector’s maximum energy
demand was extremely large (1,029,795 TJ in 2000), while its minimum energy
demand was relatively small (8,235 TJ in 1990). In other words, there was a
significant difference between the maximum and minimum values. Additionally,
there was a large variation in the data for each prefecture.

As shown in Chap. 1, in the 1990s, there was an increase in the average annual
growth rate of energy demand in most sectors. Energy demand grew at 1.12 % for
all sectors, at 0.09 % in the manufacturing sector, and at 2.98 % in the commercial
sector. However, in the 2000s, the overall average growth rate fell to —0.55 %,
driven mainly by a fall in the manufacturing sector growth rate to —1.45 %. By
contrast, energy demand in the commercial and transportation sectors increased to
1.00 and 0.81 %, respectively. These trends reflect the overall energy use trend at
the time, specifically a move from the manufacturing sector in the 1990s to the
commercial sector throughout the 2000s. Looking at the absolute value of the
change, the absolute amount of the energy demand reduction in the manufacturing
sector is roughly equal to the increase in the energy demand in the commercial
sector.
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Japan’s average annual value-added growth rate increased constantly in the
1990s and the 2000s. The growth rate trend represented by the value-added figures,
validates the energy intensity (energy demand per value added) trend, this being a
rapid drop from the 1990s to the 2000s.

2.3 Results and Discussion

2.3.1 Dynamic Shift-Share Analysis

Table 2.2 gives the factor decomposition results for the three effects on Japan’s
regional energy demand using Eq. (2.3). Looking at the rate of change in the energy
demand, the region with the biggest rate of change was Okinawa, followed by
Kita-Kanto, Tohoku, Hokkaido, and then Shikoku (all rural regions). The rates of
change for the large metropolitan areas, such as the Greater Tokyo Area, Chubu,

Table 2.2 Factor decomposition of energy demand by Japanese region (1990-2011)

Rate of change in energy National Compositional Regional

demand (%) effect effect effect

(@) + (i) + (iii) @) (ii) (iii)
Hokkaido 0.50 0.28 0.29 —-0.07
Tohoku 0.65 0.28 0.27 0.09
Kita-Kanto 0.74 0.28 —0.07 0.53
Greater 0.36 0.28 0.08 0.00
Tokyo Area
Chubu 0.03 0.28 —-0.03 -0.22
Hokuriku 0.29 0.28 0.24 —-0.23
Kansai 0.01 0.28 0.09 —-0.36
Chugoku 0.19 0.28 -0.42 0.33
Shikoku 0.41 0.28 —-0.09 0.22
Kyushu 0.27 0.28 —0.08 0.07
Okinawa 1.22 0.28 0.60 0.34

Notes 1. The rate of change is the annual average (%) for 1990-2011
2. The regions are broken down as follows
Hokkaido (Hokkaido)
Tohoku (Aomori, Iwate, Miyagi, Akita, Yamagata, Fukushima, Niigata)
Kita-Kanto (Ibaraki, Tochigi, Gunma, Yamanashi)
Greater Tokyo Area (Saitama, Chiba, Tokyo, Kanagawa)
Chubu (Nagano, Gifu, Shizuoka, Aichi, Mie)
Hokuriku (Toyama, Ishikawa, Fukui)
Kansai (Shiga, Kyoto, Osaka, Hyogo, Nara, Wakayama)
Chugoku (Tottori, Shimane, Okayama, Hiroshima, Yamaguchi)
Shikoku (Tokushima, Kagawa, Ehime, Kochi)
Kyushu (Fukuoka, Saga, Nagasaki, Kumamoto, Oita, Miyazaki, Kagoshima)
Okinawa (Okinawa)



2.3 Results and Discussion 31

and Kansai, were relatively small. The national effect was 0.28 %; thus, the
remaining effects (when the national effect was removed from the rate of change for
each region) were the compositional and regional effects. In Tohoku and Okinawa,
both the compositional and the regional effects led the increase in energy demand.
However, in Hokkaido and Hokuriku, while the compositional effect contributed to
an increase in energy demand, the regional effect’s contribution was negative.
Conversely, in Japan’s western regions, such as Chugoku, Shikoku, and Kyushu,
the regional effect’s contribution to the increase in energy demand was larger than
that of the compositional effect. The lowering of the energy demand in the large
metropolitan areas (excluding the Greater Tokyo Area), such as Chubu and Kansai,
was affected appreciably by the regional effects. Particularly, the contributions of
these effects were negative for Chubu and Kansai. This reveals that in the large
metropolitan areas, the energy demand fell via differences arising from
regional-specific factors.

Table 2.3 gives the energy demand decomposition results for Japan’s prefectures
using dynamic shift-share analysis. The energy demand increase exceeded 1 % in
Miyagi, Nara, Tottori, Saga, Kumamoto, Kagoshima, and Okinawa prefectures.
Conversely, the rate of change was negative in several prefectures, including
Toyama, Shizuoka, Mie, Osaka, Wakayama, Okayama, Hiroshima, and Fukuoka
prefectures. A positive sign represents a positive effect on the rate of change in
energy demand. A negative sign represents a negative effect on the rate of change in
energy demand. The national effect is positive, but is not dominant. It is important
to understand the characteristics of each prefecture, in relation to the regional
differences arising from the compositional and the regional effects of energy
demand. Hence, the prefectures were classified according to four quadrants, formed
by the compositional effect on the horizontal axis and the regional effect on the
vertical axis (Fig. 2.1).

The compositional and the regional effects are both positive in the first quadrant,
this being characteristic of many of the prefectures that are not in large metropolitan
areas. In the second quadrant, the compositional effect is negative and the regional
effect is positive. Many of the rural prefectures that have an agglomeration of heavy
and chemical industries, including petrochemical industrial complexes, are in this
quadrant. In the third quadrant, both the compositional and the regional effects are
negative. The prefectures of regions that have an agglomeration of processing and
assembly industries are in this quadrant. In the fourth quadrant, the compositional
effect is positive and the regional effect is negative. Many prefectures that belong to
large metropolitan areas with commercial sector agglomeration are in this quadrant.
This quadrant also includes some rural prefectures, such as Hokkaido, Toyama,
Ishikawa, and Kochi.

These observations show that the positive/negative state of the compositional
effect appears to be subject to the agglomeration degree of the manufacturing
industries. Further, the positive/negative state of the regional effect seems to be
subject to whether the region is a large metropolitan area or a rural region.
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Table 2.3 Factor decomposition of Japan’s prefectural energy demand (1990-2011)

Rate of change in energy National Compositional Regional

demand (%) effect effect effect

@) + (i) + (i) 6} (ii) (iii)
Hokkaido 0.50 0.28 0.29 -0.07
Aomori 0.62 0.28 0.13 0.21
Iwate 0.47 0.28 0.24 —-0.05
Miyagi 1.06 0.28 0.38 0.40
Akita 0.97 0.28 0.39 0.29
Yamagata 0.63 0.28 0.50 —0.15
Fukushima 0.58 0.28 0.28 0.02
Ibaraki 0.82 0.28 —-0.28 0.83
Tochigi 0.82 0.28 0.16 0.38
Gunma 0.47 0.28 0.20 —-0.02
Saitama 0.80 0.28 0.46 0.05
Chiba 0.05 0.28 —-0.45 0.22
Tokyo 0.55 0.28 0.89 —0.62
Kanagawa 0.55 0.28 -0.07 0.33
Niigata 0.42 0.28 0.16 —-0.02
Toyama —0.18 0.28 0.00 —0.46
Ishikawa 0.71 0.28 0.53 -0.10
Fukui 0.63 0.28 0.34 0.01
Yamanashi 0.92 0.28 0.49 0.15
Nagano 0.50 0.28 0.40 -0.18
Gifu 0.57 0.28 0.25 0.04
Shizuoka —-0.20 0.28 0.03 —-0.52
Aichi 0.16 0.28 —-0.01 —-0.12
Mie —-0.35 0.28 -0.42 -0.21
Shiga 0.34 0.28 —-0.04 0.09
Kyoto 0.66 0.28 0.56 —-0.18
Osaka —-0.25 0.28 0.29 —-0.83
Hyogo 0.13 0.28 -0.19 0.03
Nara 1.06 0.28 0.60 0.18
Wakayama —0.30 0.28 -0.37 -0.21
Tottori 1.57 0.28 0.24 1.05
Shimane 0.57 0.28 0.29 0.00
Okayama —0.06 0.28 —0.60 0.25
Hiroshima —0.04 0.28 —-0.24 —-0.09
Yamaguchi 0.87 0.28 -0.53 1.12
Tokushima 0.23 0.28 0.06 -0.11
Kagawa 0.15 0.28 —-0.05 —0.08
Ehime 0.69 0.28 -0.22 0.63

(continued)
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Table 2.3 (continued)
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Rate of change in energy National Compositional Regional

demand (%) effect effect effect

@ + (i) + (i) @) (ii) (iii)
Kochi 0.36 0.28 0.10 —-0.02
Fukuoka -0.11 0.28 0.04 -0.43
Saga 1.43 0.28 0.38 0.77
Nagasaki 0.44 0.28 0.42 -0.26
Kumamoto 1.25 0.28 0.34 0.63
Oita 0.24 0.28 —0.61 0.57
Miyazaki 0.18 0.28 0.04 —-0.14
Kagoshima 1.12 0.28 0.36 0.48
Okinawa 1.22 0.28 0.60 0.34

Note The rate of change is the annual average (%) for 1990-2011

Regional effect

Ibaraki,

Chiba, Kanagawa,
Shiga, Hyogo,
Okayama, Yamaguchi,
Ehime,

Oita

+

Saitama,
Gifu,
Fukui,
Nara,

Aomori, Miyagi, Akita, Fukushima,
Tochigi, Yamanashi,

{ (1) Provincial

! regions

Tottori, Shimane,
Saga, Kumamoto, Kagoshima,
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Kyoto, Osaka,

Nagano, Shizuoka,
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Fig. 2.1 Quadrant classification of Japan’s prefectures by compositional effect and regional

effects (1990-2011)
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2.3.2 Analysis of the Compositional Effect

The dynamic shift-share analysis shows a high correlation between the level of
agglomeration of the manufacturing sector and the positive or negative state of the
compositional effect. Therefore, it is worth investigating this relationship in more
detail. The differences in the compositional effect among the prefectures depend on
the users (industrial, ResCom, or transportation sectors) in each prefecture. Here,
the study verifies which user has an effect on the compositional effect according to a
location quotient described by McCann (2001). A location quotient is usually
calculated using the number of employees. The study calculates this location
quotient for energy demand. The location quotient (represented by LQ) of the
energy demand of user i in region j at time ¢ is given by

(Ejt/Ni) [ (Eit/Nis) _ Eijs/Eja

(Ei‘z/Nz)/(Ez/Nz) B Ei,t/Ez .

LQij.t =

The numerator shows the energy demand share of user i in region j. The
denominator shows the energy demand share of user i for the entire nation.
Accordingly, if the index exceeds one, then the region’s energy demand share of
user i is higher than that of the entire nation. If the index exceeds one, then the
region has a comparative agglomeration of that user.

Table 2.4 gives the correlation coefficient between the compositional effect and
the location quotient, calculated for 1990 (r = 1990). The results show a negative
trend for the compositional effect when a region specializes in manufacturing,
particularly for the chemical, chemical textile, and pulp and paper sectors, and the
iron and steel, non-ferrous metal, and cement and ceramics sectors. Meanwhile, the
results also show a positive trend for the compositional effect for regions that
specialize in the ResCom sector, such as residential and commercial sectors; and for
the transportation sector, centered on passenger vehicles.

The following observations are made from checking the location quotient of the
energy demand by user for the five highest-ranking prefectures and the five
lowest-ranking prefectures, with respect to the rate of change by compositional
effect. For the highest-ranking prefectures, the location quotient for the residential,
commercial, and transportation sectors was more than one, and high. In contrast, the
location quotient of the heavy and chemical industries (particularly the chemical,
chemical textile, and pulp and paper industry, and the iron and steel, non-ferrous
metal, and cement and ceramics industry), is close to zero, and extremely low. For
the lowest-ranking prefectures, this relationship is reversed.

In other words, in prefectures that specialize in civil activities (including the
residential and commercial sectors and the transportation sector), the rate of
increase in energy demand is large. Meanwhile, in prefectures that specialize in
heavy and chemical industries, a negative rate of change is observed for energy
demand by way of the compositional effect.



35

1SCusS1on

2.3 Results and D

(0661 =1) 0661 JO an[eA ayy st juenonb uonNed0T S2I0N

6£°0 970 §To LT0 61°0 90°0 ¥T0 LT°0 80C LLT 0€0 80 R21e]
£€0 LT0 LT0 0’0 €00 170 LT0 £v'o 191 ST 8T0 81°0 ewekeyQ
15°0 6£°0 8¢°0 o 670 €0 6£°0 0€°0 o'l SET 8¢0 £9°0 Tyongeure
L¥'0 9¢'0 9¢'0 S 40 1€°0 99'0 LY'0 8T°0 ST 67T 050 Y70 'O
890 wo 170 170 0€0 8€°0 70 860 61°0 ¥8C (43 1Tt SN
juononb uoneoo] :Joaye [euonisodwod ur serosyerd SUIYURI-WONOG QALY
€CT (7| oL'T 8’1 89°1 L8°0 LT LTl L00 600 S 144 BMENIYST
STl 08’1 oL'1 88’1l 0T 90T (2 98'1 8C0 91’0 STl 0€'0 0104y
L0T SS'T 67’1 €61 SeT L8'T 90T 96°0 100 w00 €6'1 $9°0 BIEN
LY'C 991 991 891 991 99'1 691 000 sTo 100 991 991 EMEURO
LO0'T T 69°C LY'C 81'¢ 69'C 06'1 650 or’o ¥0°0 SeT 900 ofyog,
juanonb uoneso] 3099 [euonisodwod ur sarodyard Sunjuer-doy oLy
juononb
uoneso| pue
10059 uonisoduiod
ay) uGIMIRq
JUAIDLJI0D
18°0 60 €60 L8°0 98°0 6L°0 S6'0 91°0 69°0— YL0— 68°0 120 uoneaLon
[esodsip SOIWIEIAD
RIN pUE JUSWD Joded
SAOIAIOS pue ‘sfejowr pue dind

Qoueuy ofemos SNOLI9J-UOU QXA K12ysy

SOOIAIOS SOOIAIOS | SAIAIRS pue ‘A1ddns ‘Toa1s [eoTuayd Sururw pue | pue A1sa1oy

s1eD) [e10y | [eIOIOWIWOD) anqng apei, IOl Krouryoey pue uol | ‘[eoIweY) | UOnONHSu0) | ‘AUMNOUSY

101298 SIOUIO PUB [EIDIOWWIOY) | [ENUIPISIY SuLmoejnueA SuLmorynuew-uoN

uoneytodsuelr], 10998 WOD)SANY 10J09s [ersnpuy

amjooyard pue 10309s £q ‘ueder ur Joage reuonisodwod oy Jo uonisodwossp 10108 §°T QL



36 2 Determinants of Regional Energy Demand: Dynamic ...

2.3.3 Analysis of the Regional Effect

The differences in the compositional effect rely on differences in the specialization of
the energy user of each prefecture. The differences in the regional effect rely on the
differences in the regionally unique characteristics of each of the prefecture’s energy
users. The results of dynamic shift-share analysis show a high correlation between the
positive or negative state of the regional (large metropolitan area versus rural) effect,
and it is worth investigating this relationship in greater detail. To gain a more detailed
understanding, the portion of the regional effect Y-, s;[g(Ey) — g(E;)] in (2.3) is
resolved into the degree of energy intensity and the real gross product (value added).’

First, the region’s energy consumption for each user can be resolved with
approximate equations using the formula

8(Ey) = g(Ez/Y;) +5(Y)), (2.4)

where Y; is the real gross product of region j and Ej / Y; is the energy intensity of
user i in region j. Moreover, the nation’s energy consumption for each user can be
resolved with approximate equations using the formula

g(E;) = g(E;/Y)+g(Y), (2.5)

where Y is the national gross product, and E;/Y is the national energy intensity for
user i. Substituting (2.4) and (2.5) into the regional effect portion of (2.3) yields

> _silg(Ey) —s(ED] =D syls(Ey/Y) — g(Ei/V)] + [8(¥;) — (V)] (26)

1 1

The regional effect is expressed as the sum of the change of energy intensity and
regional gross product, specifically, as follows:

Energy-intensity effect: Zs,‘-i[ i / Y; ) g(E;/Y) }

Production effect: [g(¥;) — g(¥)]

Table 2.5 gives the results of the decomposition using (2.6). The regional effectis not
attributable to an energy user composition; therefore, it is difficult to discuss the regional
effect contributions that give rise to energy intensity and production activity as a trend of
the compositional difference by user. Therefore, this study considers the breakdown of
the factor analysis results for both the top-ranking and the bottom-ranking prefectures,
in terms of the rate of change attributable to the regional effect.

3There is a method of dividing to identify the finer factors. However, the calculation becomes
inflationary. This study is simplified to the two factors that seem dominant.
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Table 2.5 Factor decomposition of the regional effect in Japan
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Regional effect

Energy-intensity effect

Production effect

Hokkaido -0.07 0.18 -0.27
Aomori 0.21 0.10 0.15
Iwate —-0.05 0.08 —-0.12
Miyagi 0.40 0.66 —-0.27
Akita 0.29 0.66 —-0.35
Yamagata —-0.15 0.14 —-0.26
Fukushima 0.02 0.40 —-0.35
Ibaraki 0.83 0.43 0.48
Tochigi 0.38 0.27 0.14
Gunma —-0.02 -0.24 0.25
Saitama 0.05 —-0.18 0.23
Chiba 0.22 0.07 0.17
Tokyo -0.62 -0.53 —-0.09
Kanagawa 0.33 0.43 —-0.06
Niigata —-0.02 -0.12 0.10
Toyama —0.46 —0.33 —0.10
Ishikawa -0.10 0.27 —-0.37
Fukui 0.01 —-0.24 0.26
Yamanashi 0.15 0.12 0.07
Nagano —0.18 —0.33 0.17
Gifu 0.04 0.08 —-0.03
Shizuoka —-0.52 —-0.82 0.37
Aichi -0.12 -0.34 0.31
Mie -0.21 -0.76 0.60
Shiga 0.09 —-0.59 0.70
Kyoto —-0.18 -0.27 0.11
Osaka —0.83 —-0.13 —0.68
Hyogo 0.03 0.41 —-0.36
Nara 0.18 0.41 -0.24
Wakayama -0.21 -0.59 0.42
Tottori 1.05 1.80 —-0.74
Shimane 0.00 —0.08 0.06
Okayama 0.25 0.03 0.28
Hiroshima —-0.09 —-0.01 —-0.02
Yamaguchi 1.12 0.90 0.25
Tokushima —0.11 —0.75 0.64
Kagawa —0.08 -0.25 0.19
Ehime 0.63 0.26 0.40
Kochi —-0.02 0.46 —-0.50
Fukuoka -0.43 -0.79 0.35

(continued)
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Table 2.5 (continued)

Regional effect Energy-intensity effect Production effect
Saga 0.77 0.55 0.23
Nagasaki —-0.26 —0.46 0.19
Kumamoto 0.63 0.62 0.04
Oita 0.57 0.30 0.33
Miyazaki —-0.14 -0.43 0.27
Kagoshima 0.48 0.16 0.29
Okinawa 0.34 —-0.27 0.60

The top-ranking prefectures in terms of the rate of change attributable to the
regional effect are in rural regions; i.e., Yamaguchi prefecture, followed by Tottori,
Ibaraki, Saga, and Ehime prefectures. An observable characteristic of these regions
is that, except for Tottori prefecture, both the energy-intensity and the production
effects contribute positively. For the 10 top-ranking prefectures, both of these
factors contribute positively to the regional effect, and no notable differences in the
size of this contribution are observed. Meanwhile, the bottom-ranking prefectures
are those in the large metropolitan areas, with Osaka at the very bottom, followed
by Tokyo, Shizuoka, Toyama, and Fukuoka prefectures. An observable charac-
teristic of these regions is that the energy-intensity effects are all negative.
Moreover, there is a tendency for the size of these effects to exceed the production
effect. Therefore, it is highly possible that the rate of change in the regional effect is
negative mainly owing to a declining energy-intensity effect. Note that the
energy-intensity effect for the 10 bottom-ranking prefectures is negative.

Accordingly, the results obtained suggest that it is possible to explain the dif-
ferences between large metropolitan areas and rural regions, which are expressed as
the regional differences of the regional effect; i.e., differences not in the production
effect, but in the energy-intensity effect. Last, the correlation coefficient between the
regional effect and the energy-intensity effect is 0.76, and that between the regional
effect and the production effect is 0.08. This shows that the correlation coefficient
between the regional effect and the energy-intensity effect is relatively high,
compared with that between the regional effect and production effect.

2.4 Conclusions

To clarify which factors determine the fluctuations in the regional energy demand in
Japan, this study applied dynamic shift-share analysis to the fluctuations in regional
energy demand. The results show that although there is a positive contribution from
the national effect, it is not dominant. Further, the positive and the negative fluc-
tuations in regional energy demands are determined by both compositional and
regional effects.
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The study found that the compositional effect contributes most to energy demand
growth in the prefectures that specialize in the ResCom and transportation sectors.
Further, the compositional effect does not contribute to energy demand growth in
the prefectures that specialize in the heavy and chemical industries of the manu-
facturing sector. Moreover, the study found that among the regional effects, the
improvement in energy intensity through energy conservation (which is promoted
mainly in large metropolitan areas), contributes to constraining the energy demand.
For example, because of improved energy intensity, the energy demand declined in
Mie, Wakayama, Osaka, Shizuoka, Toyama, Fukuoka, and Hiroshima prefectures.
That is, the regional effects in large metropolitan areas are comparable, and differ
significantly from rural regions in terms of energy demand. This study attributes
this observation to the promotion of energy conservation in large metropolitan
areas. Future research could investigate differences between rural and urban areas in
Japan that might prove to be causal to the statistical data used in this analysis.

The study concludes that the findings are reasonable, as the dynamic
shift-share-analysis focuses on the rate of change. The study expected that the
compositional effect—expressing the degree by which the national energy demand
from each energy user exceeds the rate of change of the national energy demand—
would be low in the manufacturing industry, because energy demand changes
mainly arise from efficiency efforts in this sector. The study also verifies that the
agglomeration of industry reinforces this effect (Otsuka et al. 2014; Otsuka and
Goto 2015). The study results are fully consistent with these insights.

The finding that the compositional and the regional effects are relevant to energy
demand changes shows that having a mixture of industry and ResCom sector
businesses in a region potentially flattens out the fluctuations in energy demand
changes. This suggests that when moderating the change of regional energy
demand, it is important to diversify the industrial structure in each region. This
finding should make an important contribution to strategizing Japan’s national
energy master plan. This result suggests that it is necessary to take into account the
differences between the energy users and the regions to investigate the future trends
of energy demand in Japan accurately.

Compared with static shift-share analysis, dynamic shift-share analysis accounts
for the time variation of the industrial structure. In other words, dynamic shift-share
analysis does not assume a time-fixed structure in energy demand, to enable the
factor decomposition of continuous changes in energy demand. That is, using
dynamic shift-share analysis can alleviate a static shift-share analysis problem: the
potential over- or underestimation of the energy change rate. Therefore, when
evaluating the fluctuations in energy demand, the Japanese Government should
adopt a dynamic approach to capture the fluctuation of energy demand on a
dynamic basis, rather than fixing the observation period in a two-point static
approach. However, to assess the dynamic structure on the energy demand in detail,
it is necessary to decompose further the regional differences in energy demand by
energy user. This is a topic for future research on energy demand forecasting.
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Chapter 3
Energy Efficiency and Productivity

Abstract Along with various environmental concerns, Japan has an important
policy issue arising from the development of its economy, which is how simulta-
neously to attain regional economic growth and energy efficiency. This study
examined the impacts of agglomeration economies on energy efficiency of Japanese
manufacturing industries. Using a prefecture-level panel data set from the Energy
Consumption Statistics by Prefecture, this study reveals the following three
empirical findings. First, productivity growth has improved energy efficiency, but
not vice versa. Second, agglomeration economies, which are a driving force for
productivity growth, have improved the energy efficiency of Japanese manufac-
turing industries. Finally, by agglomerating similar industries, localization econo-
mies are effective in improving energy efficiency in rural areas. The third finding is
consistent with many previous studies claiming that agglomeration economies
based on localization occur for many medium-sized cities. The result implies that an
important policy direction for Japan will be to formulate medium-sized cities in
rural areas than large metropolitan cities in terms of improving the energy efficiency
of manufacturing industries.

Keywords Energy efficiency - Productivity - Agglomeration economies
Japanese manufacturing industries

3.1 Introduction

One of the most important policy issues in Japan is how to find a way to reduce the
amount of CO, emissions by improving energy efficiency, while simultaneously
achieving economic growth. Since the two energy crises in the 1970s, manufac-
turers within the industrial sector have consumed a vast amount of energy in Japan.
They now have to improve the level of their energy conservation efforts under

The original article of this chapter is “Energy efficiency and agglomeration economies: The case
of Japanese manufacturing industries,” published in Regional Science Policy & Practice (Vol. 6,
No. 2, pp. 195-212, 2014).
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severe environmental regulations. Manufacturing industry is indeed important for
the overall Japanese economy. However, because of several social-economic fac-
tors (e.g., globalization of the economy, excessive over-evaluation of the currency,
and environmental regulations), Japanese manufacturing industries have lost their
competitiveness in our modern global market. As a result, their underperformance
has negatively influenced Japanese regional economic growth.

To take the next step in exploring the issue from an energy policy perspective,
this study needs to investigate the relationship between productivity improvement
and energy efficiency, both of which are important components for the future
growth of the Japanese economy under various environmental constraints.
Clarifying the policy implications of these issues is the purpose of this study.

Industrial agglomeration is well known to be very important in improving
industrial productivity. Economic benefits produced from agglomeration economies
have been discussed for over a century, starting from the original work of Marshall
(1890). In the context of agglomeration economies, cost savings and productivity
gains can be obtained by spatially concentrating the various industries into several
groups. Such effects of agglomeration economies are categorized into “localization
economies” and “urbanization economies” (McCann 2001). The input-output ties in
a given industry group determine both localization economies and agglomeration
economies, which are usually characterized as geographic concentration of com-
panies in that industry. The geographical proximity allows these companies to share
facilities and services and to reduce transportation and transaction costs. This type
of company clustering in the same industry indicates that the overall productivity of
an industry becomes higher than that of the other type of industry structure in which
companies are geographically dispersed. The industrial clusters, usually charac-
terized by localization economies, are often found in medium-sized rural areas, such
as a company town, production district, or oil/chemical complex. Thus, the rural
areas need to specialize in a certain industry to obtain an economic benefit from
localization economies. They also need to maintain an appropriate scale to avoid
uneconomical factors such as congestion and skyrocketing land prices, which often
occur with an increase in the size of each area.

In contrast, urbanization economies belong to agglomeration economies that
occur between different industries. Urbanization economies are created by geo-
graphical ties between wide varieties of economic interactions in different industries,
which originate from the diversity of an industrial structure (Jacobs 1969). For
example, many companies cluster together to enjoy their economies of scale in
modern cities. Production activities of these companies require a number of facilities
and services, such as an infrastructure for transportation within a city, an organized
large-scale labor market, and labor forces characterized by a wide variety of skills,
social overhead capital, and government services. Companies also need to outsource
legal and commercial services, such as those provided by lawyers, accountants,
consultants, shipping agents, and financial institutions. It is also necessary for
urbanization economies to develop cultural/recreational facilities and activities to
attract highly skilled managers and workers. The urbanization economies need
organizations that are willing to invest in the research and development of new
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products and production processes (e.g., so-called “venture capital”’). Even though
their activities are not directly related to the industries that benefit from the local-
ization economies, they are clustered together to provide companies and workers
with various important services. Thus, the area size benefiting from urbanization
economies is larger than that of localization economies. The clustering effort in
urbanization economies reflects the feasibility of a massive regional market.

As discussed above, this study can easily argue that the agglomeration econo-
mies that serve to improve industrial productivity are also important for strength-
ening competitive advantages in the worldwide market; see Eberts and McMillen
(1999), Rosenthal and Strange (2004), Otsuka et al. (2010), Otsuka and Goto
(20154, b), and Combes and Gobillon (2015). Unfortunately, no previous studies
have explored the influence of agglomeration economies on energy efficiency,
although this relationship has become more important than before, with the
increasing emphasis on the development of sustainable societies.

The remainder of this study is organized as follows: Sect. 3.2 reviews and
discusses the literature; from this background, the study prepares two hypotheses to
be examined. Section 3.3 describes the empirical analysis undertaken to clarify the
relationship between productivity and energy efficiency, as summarized in the first
hypothesis. Section 3.4 discusses determinants of energy efficiency and then pro-
vides an industrial data set and its related descriptive statistics. This section also
describes a regression model to test the second hypothesis, in which this study
examines the relationship between agglomeration economies and energy efficiency.
Section 3.5 summarizes the empirical results obtained in this study. Section 3.6
concludes this study with suggested future extensions.

3.2 Literature Review and Hypotheses

To maintain a competitive advantage in the modern global market and meet the
standards required by environmental regulations, industries need to invest signifi-
cantly in research and development to increase their productivity (Seo 2013). When
they are spatially agglomerated, it is easier for a specific company that develops
technological knowledge to share information with other companies through face-to-
face communication and the transfer of workers’ knowledge among companies. Thus,
agglomeration economies can play an important role in improving industrial pro-
ductivity as a whole by creating and transferring technological knowledge (Fujita and
Thisse 2002). According to Tveteras and Battese (2006) and Yamamura and Shin
(2007), localization economies improve productivity by creating opportunities for
companies to imitate technological knowledge within the same industry, while
urbanization economies improved productivity by creating new technological
knowledge and facilitating knowledge spillovers among different industries.
Meanwhile, technological innovations, arising under environmental regulations,
have often been associated with the construction of energy-efficient production
systems. Porter and Van der Linde (1995) argued that efforts to improve the
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productivity of an entire manufacturing process under environmental regulation
resulted in energy efficiency as well as major improvements in productivity. The
existence of such a positive relationship between environmental regulation and
productivity is popularly called the Porter hypothesis.

Beside the Porter hypothesis, other studies supported a further business impli-
cation in that improvements in productivity decreased the amount of energy inputs,
therefore increasing the level of energy efficiency. For example, Boyd and Pang
(2000) indicated that productivity improvement had a direct linkage with enhancing
energy efficiency. Their claim was that energy efficiency played an important role in
productivity improvement. Until recently, most studies implicitly assumed such a
relationship between energy efficiency and productivity. However, there was very
limited quantitative verification of causality between the two production factors.

To overcome this gap in the research, this study applies an econometric approach
to the data set on Japan’s manufacturing industry so that we can investigate
empirically the relationship between improvements in productivity and energy
efficiency. This study is the first research effort to examine empirically the
hypothesis depicted as Hypothesis (1) at the top of Fig. 3.1.

In addition to the first hypothesis, there is a straightforward expectation that
agglomeration economies have a direct connection with improvements in energy
efficiency, as depicted in Fig. 3.1. This is the second hypothesis, or Hypothesis (2),
in this study. In fact, it was recently noted that urban agglomeration had a positive
effect on energy efficiency in the residential, commercial, and transportation sectors
(Newman and Kenworthy 1989; Bento and Cropper 2005; Brownstine and Golob
2009; Karathodorou et al. 2010; Su 2011; Morikawa 2012, etc.). These studies used
the level of population density as a variable to demonstrate agglomeration and
revealed that there was a strong negative correlation between population density
and energy consumption. This finding implied that the urban structural conditions

Porter and van der Linde (1995)
Boyd and Pang (2000)

Hypothesis (1
Productivity P 1) Energy Efficiency

Eberts and McMillen (1999) .
Rothenthal and Strange (2004) Hypothesis (2)
Otsuka et al. (2010) etc.

Industrial
Agglomeration

Fig. 3.1 Hypotheses to be examined
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represented by greater population density increased energy efficiency. However,
these studies did not consider the effect of technological innovations arising from
agglomeration, as discussed in industrial agglomeration debates. This study
therefore needs to examine the relationship between agglomeration in an industrial
sector and its energy consumption. Indeed, there is no clear understanding about
how industrial agglomeration influences energy efficiency through the establish-
ment of a cluster. Thus, it is important for us to examine this relationship to
understand economic and/or geographical factors that influence energy efficiency.

In examining the industrial sector, this study focuses particularly on Japanese
manufacturing industries, because they are important not only for overall economic
growth in Japan, but also for its regional economies. Thus, this study is concerned
with examining empirically whether agglomeration economies in Japanese manu-
facturing industry have a direct linkage to energy efficiency. This relationship is
visually summarized in Fig. 3.1.

3.3 Relationship Between Productivity and Energy
Efficiency

In this study, productivity is defined by Total Factor Productivity (TFP). TFP, often
referred to as “multi-factor productivity,” is an economic factor that accounts for the
proportion of output that is not explained by the traditionally measured inputs of
labor and capital. If all inputs are incorporated in the TFP measurement, it then
represents a measure of an economy’s long-term technological change or techno-
logical dynamism. In measuring TFP, this study considers the following
Cobb-Douglas production function:

InTFP; =Iny; — o InL; — (1 - oc_,-,) In 4;Kj;.

Here, the variable y is the real Gross Regional Product (GRP), L is a labor input
(calculated by multiplying the number of employees by working hours per capita),
K is capital stock, A is the working rate of capital, and « is labor’s relative cost
share. Subscript j represents j-th region and ¢ represents #-th time period, respectively.

Meanwhile, energy efficiency (ENERGY), defined as the ratio of energy con-
sumption to the production amount of GRP, is often used as a standard index to
indicate energy efficiency in energy policy. If the index decreases, then the energy
consumption per unit of GRP decreases, so that energy efficiency improves.
Conversely, if the index increases, then the energy efficiency decreases. This index
has been used in the International Energy Association’s report (IEA 2009) on the
energy policies of the G8 countries. Therefore, this study uses this index to measure
energy efficiency by following the definition of the IEA.

To examine the first hypothesis, let us consider the relationship between TFP
and energy efficiency within a time horizon. To consider a time trend in this study,
we compute the average value of TFP and that of energy efficiency for Japanese
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manufacturing industry in 47 prefectures. Figure 3.2 depicts these average trends.
As depicted on the left-hand side of Fig. 3.2, the TFP had a rising trend, but the
energy efficiency maintained a downward trend during the observed annual periods
from 1990 to 2008. In particular, energy efficiency gradually decreased in the
1990s, then decreased considerably from 2002 to 2008. The relationship between
TFP and energy efficiency is visually clear when both factors are plotted as shown
in the right-hand graph of Fig. 3.2, where TFP is displayed on the horizontal axis
and energy efficiency on the vertical axis. As depicted in Fig. 3.2, the relationship
between TFP and energy efficiency exhibited a downward path. On average,
therefore, a negative relationship existed over time between energy efficiency and
the TFP. Here, it is important to add that the decreasing trend of energy intensity
implies the improvement of energy efficiency. The result implies that the
improvement in energy efficiency has been accompanied by TFP growth.

Previous research has argued that improvements in productivity contribute
towards enhancing energy efficiency. This study examines the relationship empir-
ically by using the Granger causality test (Granger 1969). The Granger causality
test is a statistical hypothesis test to examine whether a certain time series variable
is useful to forecast another variable. That is, “a time series X Granger causes Y if a
series of statistical tests confirm that the values of X provide statistically significant
information about future values of Y.

In verifying causality, this study needs first to confirm whether the data set is
stationary or not by using the DF-GLS (Dickey-Fuller GLS) test. The test results are
summarized in Table 3.1. The DF-GLS test performs a modified Dickey-Fuller
t test for a unit root in which the series is transformed by a generalized least-squares
regression (Dickey and Fuller 1979). The results indicate that for each of the lag
orders related to the variables for both energy efficiency and TFP, the unit root
exists at a significance level where the null hypothesis cannot be rejected. Since a
unit root exists for the two variables, this study needs to examine difference series,
so that the stationarity of the data set can be confirmed. The tests, based upon
difference series, are summarized in Table 3.1.
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Table 3.1 Dickey-Fuller GLS test: DF-GLS

Lag | DF-GLS tau Test 1 % Critical 5 % Critical 10 % Ceritical
Statistic Value Value Value
ENERGY | TFP

7 —2.844 -1.185 -3.77 —4.929 —3.642

6 -2.225 —0.655 -3.77 —3.828 -2.861

5 —2.243 -1.134 | -3.77 -3.218 —2.467

4 —2.198 -1.826 |-3.77 —2.989 —2.368

3 —2.434 —2.075 -3.77 -3.03 —2.474

2 -1.17 —1.955 =3.77 —3.229 —2.692

1 —0.734 —2.266 |-3.77 —3.476 —2.932

This study also applies the Granger test by using a vector auto regressive
(VAR) model on the following two variables:

Ve =0+ AnYeet + 0 A ApYp + BriXr + o + BiyXe—p + iy, and
X =0+ Aoy + o+ Aopyep + PorXe—1 + - F ﬁszr—p + Uy,

where the variable y expresses the energy efficiency, x expresses the TFP for each
difference series, and u represents white noise. The fourth lag order model is
selected when the test statistics are calculated by using the econometric software
STATA version 13 (see Table 3.2).

Table 3.3 exhibits the results of the Granger causality test. In particular, the
numerical values in this table exhibit the results of Wald test statistics. The test
confirms that the effect of TFP on energy efficiency is significant at the 1 %
significance level, but no significant effect is observed in the opposite direction
from energy efficiency to TFP. Thus, causality is established in the direction from
TFP to energy efficiency (ENERGY) and not vice versa. Therefore, this study
confirms that the hypothesis proposed in previous research is statistically applicable
to the data set used in this study. The statistical test and the observation of the
averaged data on prefectures indicate the validity of the assumption that TFP is a
factor to improve energy efficiency.

Table 3.2 Lag-order Lag |FPE AIC HQIC SBIC

selection statisties for VARS “0™ T4 20E-06 | -6.70804 | ~6.71649 | ~6.61675
I |490E-06 | -655655 |-6.5819 | -6.28267
2 620606 | 637665 |-64189 | -592018
3 |840B-06 | 621006 | 626922 |-557101
4 |300E-06 | -7.53408 |-761014 | 671243

(a) FPE: Final Prediction Error

(b) AIC: Akaike’s Information Criterion

(c) SBIC: Schwarz’s Bayesian Information Criterion
(d) HQIC: Hannan and Quinn Information Criterion
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Table 3.3 Granger causality chi2 Prob > chi2
Wald test:
ac oSt From TFP to ENERGY 71.621 0
From ENERGY to TFP 2.7478 0.601

(a) chi2 stands for a chi-squared value
(b) Prob stands for a probability

3.4 Data and Empirical Model

3.4.1 Determinants of Energy Efficiency

Section 3.3 indicated, through statistical tests, that there was an influence from
productivity to energy efficiency as discussed by the first hypothesis (i.e., rela-
tionship between productivity and energy efficiency). In addition to this hypothesis,
the present study needs to examine the second hypothesis: whether industrial
agglomeration affects energy efficiency. To examine the second hypothesis, we
need to examine the relationship between energy efficiency and agglomeration
economies, both of which are important in improving productivity. This study uses
the location quotient (LQ) as an index to demonstrate localization economies.
The LQ was used in the research of Glaeser et al. (1992), which analyzed
agglomeration economies as a variable for localization.

The variable LQ for industry i in location j is defined with Y as the amount of
production.

10, - Yi/YYy
ZjYiJ'/EiZjYU

The numerator is the production share of industry i in region j. The denominator
is the production share of industry i nationwide. If the magnitude of LQ exceeds
unity, then the region has a high production share of industry i, compared with other
regions in a nation. In such a case, the particular industry is characterized as a core
industry, indicating its concentration in a specific area.

This study also uses the Glaeser Index (GI) as an index to indicate urbanization
economies. The GI is defined as the fraction of the region’s employment that uses
the largest five industries other than the main industry (Glaeser et al. 1992). The
diversity of a given industrial structure increases if the value of the index decreases.
A major factor underlying urbanization economies is the diversity of industrial
structures (Fujita and Thisse 2002). According to Glaeser et al. (1992), the GI is
considered as the best indicator for representing such diversity. Therefore, this
study uses the GI to analyze urbanization economies. Meanwhile, the
Hirschman-Herfindahl Index (HHI) is also often used as an indicator of industrial
diversity (Capello and Nijkamp 2009). However, it is known that the GI is usually
highly correlated with the HHI. Indeed, the correlation between these indexes,
calculated by using the two-digit industry classification in 2005, was 0.96 and was
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statistically significant at the 1 % significance level. This result suggested that there
was a correlation between the GI index and the HHI index. Since a lower HHI index
indicates higher diversity, this study may repeat the previous proposition that the
diversity of the industrial structure increases as the GI value decreases. As a result
of such validity assessments, this study can use the GI as a variable to represent the
diversity of an industrial structure.

In addition to specifying variables for representing agglomeration economies,
this study uses several socioeconomic variables to explain differences in energy
efficiency. This study follows the research of Metcalf (2008) regarding the selection
of socioeconomic variables, with an exception of agglomeration economies. First,
the capital-labor ratio (KL) is incorporated in this study. The numerator represents
capital and the denominator is labor. This indicator represents the capital intensity
of industries. The ratio provides information on how much capital
concentration/density influences differences in energy efficiency. Thompson and
Taylor (1995) and Metcalf (2008) revealed that capital and energy have a substi-
tution relationship over both the short run and long run. Meanwhile, Antweiler et al.
(2001) concluded that capital and pollution were positively correlated.

This study considers the implicit impact of vintage of capital stock on energy
efficiency. Infrequent replacement investments in capital stock may lead to low
energy efficiency in a local industry. On the other hand, local industry with frequent
replacement investments of capital stock may hold energy efficient capital stock,
resulting in higher energy efficiency of the industry. To measure this vintage effect,
this study considers the investment rate of capital stock per year, which is defined as
the rate of investment in capital stock (IK).

The study also incorporates a temperature data set to consider the influence of
temperature changes on production activities. Heating degree days (WARM) and
cooling degree days (COOL) are considered in this study. The population tends to
concentrate in areas with suitable temperature conditions. The above indexes are
considered to control and measure the impact of temperature on energy con-
sumption in previous studies. For example, Metcalf and Hassett (1999) and Reiss
and White (2008) have used indexes of warm and cool days to analyze energy
consumption in a household sector. Finally, this study considers a time trend
(TREND) variable to explain the annual changes in energy efficiency over time.

3.4.2 Data Sources and Descriptive Statistics

This study analyzes manufacturers in the following industrial sectors across 47
prefectures, in Japan: Chemical, Chemical Textile, Pulp and Paper (CHEMI); Iron
and Steel, Non-ferrous metal, Cement and Ceramics (IRON); and Machinery
(MAN). Figures from manufacturing sectors have only been published in official
statistics. This study analyzes these three sectors, in addition to the overall manu-
facturing sector. The share of final energy consumption for the CHEMI sector in the
whole manufacturing industry is 45 %, followed by 32 % of the IRON sector.
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These two industrial sectors are extremely energy-intensive. On the other hand, the
final energy consumption ratio of the machinery sector is as low as 3 %. The
observed annual periods for this study were from 1990 to 2008. The data set
consists of annual panel data for each prefecture.

This study obtains the final energy consumption data set for the industry sectors
from METID’s (Ministry of Economy, Trade and Industry’s) Energy Consumption
Statistics by Prefecture. A data set regarding the amount of production, which is the
denominator to calculate energy efficiency, is based on an actual production value
from economic activity that is obtained from the Annual Report on Prefectural
Accounts report issued by the Japanese Cabinet office. The rest of the socioeco-
nomic data set is mainly obtained from the CRIEPI Regional Database (Central
Research Institute of Electric Power Industry). This study also uses a data set
indicating heating degree days and cooling degree days from National
Meteorological Agency data. The number of heating degree days in an annual
period is the cumulative difference of temperatures between 14 °C and the average
temperature on each day in an annual period whose average temperature drops
below 14 °C. In a similar manner, the number of cooling degree days in an annual
period is the cumulative difference of temperatures between 22 °C and the average
temperature on each day in one year whose average temperature goes above 24 °C.
Since a temperature data set is obtained from meteorological centers located in each
city, prefectural temperature data are equivalent to the prefectural capital data.

Tables 3.4 and 3.5 present the descriptive statistics of the data used in this study.
The energy efficiency in Table 3.4 indicates that the average for manufacturers was
62.082 GJ/million yen, based on all samples; while being 247.146 GJ/million yen
for CHEMI and 166.037 GJ/million yen for IRON. Both these averages far
exceeded that of the overall manufacturing sector, implying that they were extre-
mely low in terms of energy efficiency. On the other hand, MAN showed a low
average of 5.320 GJ/million yen, indicating that the sector was energy efficient.
When examining changes over time, the manufacturing sector exhibited a signifi-
cant improvement in energy efficiency between 1990 (72.001 GJ/million yen) and
2008 (47.184 GJ/million yen), a reduction of 34 % during the observed period.
From the definition of the energy efficiency variable, the decrease indicated an
improvement in energy efficiency. In the same period, IRON also improved energy
efficiency. In contrast, CHEMI’s energy use increased 24 % from 225.484
GJ/million yen in 1990 to 279.244 GJ/million yen in 2008.

Looking now at agglomeration economies, the LQ was 1.029 on average in the
manufacturing sector. Being greater than unity, this indicated that many regions in
Japan specialized in manufacturing. Furthermore, the LQ increased from 1990 to
2008, implying an increase in agglomeration among similar industries. In various
industries including CHEMI, IRON, and MAN, the average LQ over all samples
exceeded unity, and these measures increased each year. Meanwhile, the GI
decreased during the observation period, which was inconsistent with the LQ.
The GI in 1990 was 0.338 on average, but it dropped to 0.321 in 2008, indicating
that diversification has progressed nationwide in Japan’s industrial structure. Thus,
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the agglomeration of diverse industries became important over this period, and this
study may consider that industrial agglomeration has increased during the period
observed.

The capital-labor ratio is regarded as a socioeconomic variable outside
agglomeration economies. The average capital-labor ratio of the entire manufac-
turing industry sector was 26.629. In contrast, compared with the overall manu-
facturing industry ratio, the average capital-labor ratios over the sample of the
CHEMI and IRON industries were higher at 63.560 and 59.914, respectively. Thus,
these industries were capital-intensive. Another contrast existed in MAN, where the
capital-labor ratio was characterized at a low value of 20.251. In observing the
sequential changes over all industries from 1990 through 2008, there was an
increase in capital efficiency. This was due to advances in mechanization in the
production process. Finally, the investment-capital ratio of the entire manufacturing
industry was 0.076, with a small variation within each industry. This possibly
indicated the upgrading of production facilities. All these variables were stan-
dardized by the method in which the average value was subtracted from the raw
data and divided by a standard deviation.

3.4.3 Empirical Model

Using the data set described in Sect. 3.4.2, this study examines the impact of
agglomeration economies on energy efficiency. The model used in this study is
specified as follows:

In(ENERGY;) = B, In(LQj) + B, In(GI;) + B3 In(KL;) + B4 In(IK;,) )
+ BsWARM;, + BsCOOL;, + B, TREND + o; + uj;. '

The main variables in the model are expressed by logarithmic values. The
subscript j is the j-th region (j = 1, ..., J) and ¢ is time (t = 1, ..., T). The equation is
used for each industry i (i = 1, ..., I). ENERGY is energy efficiency, so indicating
the amount of final energy consumption per unit production. LQ is the location
quotient. GI is the Glaeser Index. Both LQ and GI are variables that represent
agglomeration economies. KL represents the capital-labor ratio obtained via
dividing capital stock by the number of employees. IK is an investment-capital ratio
obtained via dividing capital expenditures by private sector capital stock. WARM
are heating degree days and COOL are cooling degree days. TREND is a time trend.
A random error term is provided by u.

The a and f are unknown parameters to be estimated by the proposed regression
model. To utilize panel data characteristic of the observed data set, this study
applies the panel data estimation to Eq. (1.1) related to each industry. The subscript
Jj of a expresses the individual effect for each prefecture. The expected signs of S,
and f, are negative and positive, respectively, when the agglomeration economy
improves energy efficiency. The parameter f; is negative in sign when capital and
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energy consumption are negatively correlated. In contrast, when capital and energy
consumption are positively correlated, it becomes positive. This study expects that
the parameter f4 is negative in sign, because new capital investment needs to
improve energy efficiency. In addition, since energy efficiency is expected to
improve over time, 37, which is the parameter of a time trend variable, is negative in
sign. In contrast, if the opposite is true, then it has a positive sign.

3.5 Empirical Results

Table 3.6 shows the resulting parameter estimates. This study uses two models:
Models 1 and 2. The first model uses limited explanatory variables on industrial
agglomeration, and the second model incorporates all the variables for socioeco-
nomic factors. The F-test is used to confirm whether the individual effect actually
exists or not by examining the null hypothesis that no individual effect exists in all
industries. In addition, the Hausman test rejects the null hypothesis that the
observed individual effect is a random effect at the 1 % level of significance. Thus,
the results in Table 3.6 can be considered as those from the fixed-effect model.
Furthermore, this study incorporates a time-trend variable to examine whether an
annual effect exists or not.

Manufacturing sector: First, this study pays attention to the manufacturing
sector. The results of Models 1 and 2 indicate that agglomeration economies lead to
the improvement of energy efficiency. Because the explanatory variables and
dependent variable are expressed by logarithmic expressions, the parameter esti-
mates (f; to f4) represent the elasticity of each explanatory variable in relation to
the dependent variable, namely the energy efficiency. Thus, the degree of influence
of a given explanatory variable on the energy efficiency becomes large when the
absolute value of each parameter estimate is large. The estimated elasticity indicates
that LQ exceeds GI in its impact on energy efficiency. In particular, the effect of LQ
is large in Model 1, since the estimated parameter of LQ is —0.4813, while that of
GI is 0.3084. This indicates that same-industry clusters, or localization economies,
make a greater contribution to increases in energy efficiency than do the
different-industry clusters, or urbanization economies, in the manufacturing sector
as a whole. Furthermore, although GI is not significant in Model 2, it may effec-
tively influence energy efficiency. The parameter estimate of the capital-labor ratio
KL is positive in sign, indicating that capital and energy consumption have a
complementary relationship. The parameter estimate of the investment-capital ratio
IK is negative in sign, as originally expected in this study. The time trend is also
negative in its sign, indicating that a positive trend exists in energy efficiency.
However, the effect is not large, because the parameter estimate is small.

CHEMI: The effect of LQ is larger than the effect of GI in this industry. LQ is
negative, as originally expected in this study. The parameter estimates are almost at
the same level as those of the overall manufacturing sector. However, they indicate
that the effect of agglomeration economies on energy efficiency is relatively large in
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Table 3.6 Estimation results

3 Energy Efficiency and Productivity

| Model 1 | Model 2
Manufacturing
In(LQ) —0.4813%%* —0.4782%#
(0.0322) (0.0270)
In(GI) 0.3084 %% 0.0191
(0.0230) (0.0235)
In(KL) 0.3642%%*
(0.0315)
In(IK) —0.0359%**
(0.0056)
Warm —-0.0291
(0.0228)
Cool 0.0322%%*
(0.0106)
Trend —0.0583 %
(0.0035)
F test 736.5400% 261.0300%#
Hausman test 19.8500%** 96.0620%**
Adjusted R? 0.9754 0.9844
Chemical, chemical textile, pulp and paper (CHEMI)
In(LQO) —0.4682%#* —0.447 5%
(0.0692) (0.0668)
In(GI) 0.2404 %% —0.2802%***
(0.0709) (0.0883)
In(KL) 0.2414%%*
(0.0768)
In(IK) —0.0230
(0.0177)
Warm —-0.0161
(0.0841)
Cool —0.0045
(0.0403)
Trend —0.0466%#*
(0.0055)
F test 46.6560%** 34.4270%%*
Hausman test 43.8580%#* 38.6690%**
Adjusted R? 0.7535 0.7768
Iron and steel, non-ferrous metal, cement and ceramics (IRON)
In(LQ) —0.4829%%* —0.4924%#*
(0.0697) (0.0637)

(continued)
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Model 1 Model 2
In(GI) 0.3831%** 0.1728%*
(0.0772) (0.0909)
In(KL) —0.9379%**
(0.0803)
In(IK) 0.0301
(0.0199)
Warm 0.1369
(0.0880)
Cool —0.0521
(0.0420)
Trend 0.0580%**
(0.0076)
F test 40.66007%#* 41.5910%#*
Hausman test 53.8460%** 164.6400%%*%*
Adjusted R? 0.7104 0.7583
Machinery (MAN)
In(LQ) —0.2665%# —0.1104%*
(0.0498) (0.0494)
In(GI) 0.5907%** 0.1412%%*
(0.0541) (0.0614)
In(KL) —0.0078
(0.0432)
In(IK) -0.0112
(0.0137)
Warm 0.1100%*
(0.0583)
Cool —-0.0329
(0.0275)
Trend —0.0336%***
(0.0045)
F test 64.6830% 54.7390%*3
Hausman test 134.5900%%*%* 93.1910%**
Adjusted R? 0.8741 0.8962

(a) A standard deviation is listed within parentheses. ***, **_ and * indicate significance at the 1,

5, and 10 % levels, respectively

the CHEMI sector. Furthermore, G is not robust, because the sign changes between
Models 1 and 2. The capital-labor ratio is positive in sign, as found in the overall
manufacturing sector. The result suggests that capital and energy consumption have
a complementary relationship. The time trend is negative in sign.

IRON: The parameter estimates for LQ and GI are negative and positive in their
signs, respectively. LQ and GI are statistically significant at the 1 % significant
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level. The large parameter estimate on LQ indicates that this industry is charac-
terized by the effect of the same-industry cluster, or localization economies, on
energy efficiency. Furthermore, the capital-labor ratio, having a negative sign,
indicates that capital and energy consumption have a relationship that is different
from the overall manufacturing sector. The time trend term is positive in the sign of
its parameter estimate, differing in this respect from the overall manufacturing
sector. However, the impact is not large in its magnitude.

MAN: The estimates for LQ and GI are negative and positive in their signs,
respectively. Both are statistically significant. The effect of GI is larger than that of
LQ, indicating that MAN may have a considerable benefit from industry diversifi-
cation or urbanization economies. Although the time trend is also negative, the
effect is limited.

In drawing conclusions from the computational results obtained, it is important
to note that localization economies are found in all industries within the manu-
facturing sector. The urbanization economies are also important, but their effects are
not robust on CHEMI. Meanwhile, the effect of urbanization economies is
influential on IRON and MAN. The rationale for such a difference exists in the
business characteristics of different industries; that is, the linkages between
industries are different for each sector. The data set, found in the 2005 Input-Output
Tables (Ministry of Internal Affairs and Communications), indicates that the input
ratio from other industries into the manufacturing sector was 38 % on average. The
ratio was much higher in CHEMI (46 %), IRON (62 %), and MAN (51 %). These
ratios suggest that the individual industries in the manufacturing sector, as exam-
ined in this study, are characterized by connections or linkages with other indus-
tries. Thus, the industries located in an area with a diverse industrial structure are
likely to gain economic benefits, under the effect of improved productivity created
through business between different industries. Such are typical benefits from
urbanization economies.

A contribution of this study is to identify the extent to which the agglomeration
economies assist in improving the energy efficiency of an industry. This study
identifies three empirical findings:

First, Table 3.7 exhibits a level of contribution (as an annual rate expressed as a
percentage) by which the agglomeration economies change the status of energy
efficiency. This study computes the status change by applying the parameter esti-
mates in Table 3.2 to Eq. (1.1). The level of contribution of localization economies
on the manufacturing sector as a whole had a national average of —0.359 %, while
the level of contribution of urbanization economies had a national average of
—0.051 %. This indicates that the effect of urbanization economies was not sig-
nificant for the overall manufacturing sector. In other words, the effect of local-
ization economies was relatively large in the overall manufacturing sector.

Second, the level of contribution of localization economies was the highest in
Kyushu with a magnitude of —1.610 %. Tohoku was high at —1.280 % as well. In
contrast, the levels of contribution of localization economies in areas with large
populations, such as the Greater Tokyo Area and Kansai, were positive, so reducing
energy efficiency. This was because the manufacturing sector’s share of economic
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activities decreased during the observed period in these areas. On the other hand,
the reduced value of the GI indicated that urbanization economies were improving
energy efficiency in the Greater Tokyo Area, including Saitama, Chiba, Tokyo, and
Kanagawa prefectures. These results implied that localization economies functioned
to improve energy efficiency in Japanese rural areas, because more manufacturing
businesses were established within the rural areas. Meanwhile, the urbanization
economies presumably played an important role in improving energy efficiency in
the Greater Tokyo Area as a result of the increased concentration of various
industries.

Finally, individual industries were all characterized by a low level of contribu-
tion by localization economies, being below the level of the manufacturing sector as
a whole. Although promoting same-industry clusters among industries helped in
improving energy efficiency, the level of improvement was limited in its magnitude.
The inter-regional comparison showed that localization economies were important
in rural areas, as found in the overall manufacturing sector. In particular, /RON had
a large magnitude in Tohoku at —1.466 %, while MAN displayed a large magnitude
in Kyushu at —0.562 %. According to Nihon Keizai Shimbun (a Japanese leading
economic newspaper), the results seen in Tohoku were due to the increased
establishment of iron and steel companies during the periods observed. Meanwhile,
in Kyushu, the level of contribution by localization economies increased because
the establishment of automobile companies increased during the period observed.
IRON and MAN were characterized by a high level of contribution from urban-
ization economies, compared with localization economies. These results indicated
that the effect of urbanization economies was also important in the rural areas,
unlike the manufacturing sector as a whole. Consequently, the fact that /JRON and
MAN industries have diversified industrial structures in the rural areas, but not in the
Greater Tokyo Area (including large cities like Tokyo), leads these areas to improve
energy efficiency through a higher level of contribution by urbanization economies.

3.6 Conclusions and Policy Implications

This study investigated the relationships among industrial agglomeration, produc-
tivity, and energy efficiency in Japanese manufacturing industry. The study found
that a causal relationship existed between productivity, measured by TFP, and
energy efficiency. A detailed investigation of such relationships revealed that
productivity growth improved energy efficiency, but not vice versa. The result
implies that improvements in productivity lead to the enhancement of energy
efficiency. Since improvement in productivity is a major component of economic
growth, the implication is that economic prosperity is associated with environ-
mental protection via efficient energy use in Japan’s manufacturing industry.
Next, this study focused on agglomeration economies, as an important compo-
nent of improving productivity, and directly analyzed the relationship between
agglomeration economies and energy efficiency. Since previous studies did not
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directly examine this relationship, but rather examined the effect indirectly through
productivity, this study was the first effort that focused upon the direct linkage
between these factors. The empirical results obtained in this study clearly indicated
that agglomeration economies led to a high level of energy efficiency. The degree of
elasticity implied that same-industry clusters, represented by the location quotient,
contributed to improve energy efficiency in the overall manufacturing sector and the
CHEMI industry. Meanwhile, the two industries JRON and MAN had a different
pattern in that the diversification of industrial structure also contributed to increase
the status of energy efficiency. Such different effects of agglomeration economics
were attributed to different industry linkages in Japan.

The results obtained in this study indicated that the degree of the effect of
localization economies exceeded that of the urbanization economies for the overall
manufacturing sector and the CHEMI industry. However, this study found that the
contribution of localization economies from same-industry clusters was large in
rural areas, but this contribution was limited in large cities. Thus, the establishment
of a same-industry cluster was effective in improving energy efficiency in the
overall manufacturing sector and the CHEMI industry in the rural areas. Moreover,
the contribution of urbanization economies was relatively large for the JRON and
MAN industries.

Finally, this study recommends the development of medium-sized cities, such as
company towns and production areas, to achieve a high level of energy efficiency
for the overall manufacturing sector. This implies that regional policies to form
compact cities and to promote smart communities are effective for improving
energy efficiency for the overall manufacturing sector in rural areas. Such policies
are consistent with the Japanese government’s regional reconstruction plan after the
Great East Japan Earthquake in 2011. Since the effect of localization economies is
particularly large for the CHEMI industry, this study recommends that the forma-
tion of oil and chemical complexes in rural areas becomes an important industrial
policy for improving energy efficiency in Japan. Meanwhile, the effect of urban-
ization economies is large for the JRON and MAN industries, creating cities with
diverse industries that assist companies in the various industries to reduce fixed
costs and improve their energy efficiency.

In conclusion, it is hoped that this study makes a contribution toward regional
science and energy policy.
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Chapter 4
Determinants of Energy Efficiency:
Stochastic Frontier Analysis

Abstract In response to increased environmental constraints, it has become an
important policy issue for Japan to improve energy efficiency for the future, along
with the growth of regional economies. This study uses a stochastic frontier model
to estimate the energy demand function and analyze the levels and determinants of
energy efficiency. The empirical analysis, conducted by using data from 47 pre-
fectures in Japan, revealed the following four findings. First, the proposed energy
efficiency measure (calculated using the stochastic frontier model) is found valid, as
its ranking is highly correlated with that of energy intensity. Second, increasing
population density is effective in improving energy efficiency. Third, improving
regional accessibility by developing a highway network helps to improve energy
efficiency in Japan. Fourth, the level of energy efficiency is deteriorating in areas
where raw material industries are clustered. These results indicate that the means to
increasing both economic productivity and environmental efficiency are to imple-
ment a regional decentralization policy by creating major urban areas across the
nation and expand a wide-area transportation network to link these areas. In
addition, the promotion of technological innovations through appropriate envi-
ronmental regulations is important to advance such regional policies.

Keywords Energy efficiency - Energy intensity - Population density
Accessibility - Japanese regional analysis

4.1 Introduction

Given the increased environmental constraints, it is an important policy issue for
Japan to improve energy efficiency and suppress CO, emissions as regional
economies grow. In response to the Kyoto Protocol, which Japan adopted in 1997
and ratified in 2005, various environmental data, associated with the development

The original article of this chapter is “Estimation and determinants of energy efficiency in
Japanese regional economies,” published in Regional Science Policy & Practice (Vol. 7, No. 2,
pp- 89-101, 2015).
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of environment-related legal systems, are becoming available. Hopefully, the results
of studies using these data will lead to better energy and environmental policies and
regional economic development, in order to create a low-carbon society.

In this context, it is necessary for us to measure energy efficiency indicators and
analyze their determinants in order to formulate energy and environmental policies
in Japan (EIA 1995). However, while energy efficiency indicators have been mea-
sured recently with country-level data using stochastic frontier analysis (SFA) and
data envelopment analysis (DEA), no measurement has been made at the prefectural
level in Japan. In addition, most previous studies have focused on the scores of the
energy efficiency indicators and have not fully analyzed the determinants.

Meanwhile, in terms of strategies to grow regional economies, the importance of
forming compact cities has come under the spotlight in Japan, from both economic
and environmental perspectives. Therefore, it is necessary to verify whether a
compact city policy, aiming to shift from centralized to decentralized cities, would
really be effective in terms of overall energy conservation in a given region. At the
same time, developing road networks, which are essential for building an optimal
city system under the current national land structure, could increase energy con-
servation by shortening inter-regional distances and improving transportation effi-
ciency. Thus, it is also necessary to examine the effects of such developments on
energy conservation. Furthermore, it is necessary to examine impacts of the
industrial structure on the level of energy efficiency, because the shift from an
energy-intensive industrial structure to an energy-saving one may be effective in
improving regional energy efficiency.

To address these issues, this study looks at prefectures of Japan with the fol-
lowing aims: (1) To measure energy efficiency based on the SFA method. Since the
International Energy Agency (IEA) uses energy intensity (energy consumption
divided by GDP) as a proxy indicator for energy efficiency, this study examines the
validity of the proposed energy efficiency indicator by comparing it with the energy
intensity. (2) The study defines a “compact city” as a city with densely inhabited
districts (DIDs); and examines whether a compact city positively affects the
improvement of energy efficiency. The study also empirically analyzes whether
(3) improved accessibility through development of a highway network between
cities has a positive impact on energy efficiency, and (4) to what extent a cluster of
energy-intensive, raw material industries reduce regional energy efficiency. In
particular, although the budget for highway construction was reduced during the
observation period, the study examines the extent to which the development of a
highway network contributed to energy conservation at the prefectural level, and
then provides suggestions regarding future development of regional policy.

The rest of this study is organized as follows. This study review previous studies
on energy efficiency in Sect. 4.2. Here, we mainly look at studies that applied SFA
to examine energy efficiency, as well as previous studies on population density, a
factor that has drawn attention as a means to improve energy efficiency. In
Sect. 4.3, the study present a framework for empirical analysis and describe the
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model used in this study. Section 4.4 describes the data used for the analysis and
Sect. 4.5 provides the results of the empirical analysis. Section 4.6 presents the
conclusion and policy implications.

4.2 Previous Studies

SFA is a type of frontier analysis that can be applied to the measurement of energy
efficiency. The basic idea of this method is first to estimate the efficiency frontier
and then measure the level of energy efficiency of prefectures in Japan by calcu-
lating the relative distance between the actual data points and the frontier. SFA is a
parametric approach that separates stochastic noise from inefficiency. Since this
method has a strong analytical capability applied to assessing the score of energy
efficiency, SFA has been used by many researchers to measure the levels of energy
efficiency for all industries.

For example, Feijoo et al. (2002) measured the energy efficiency of industries in
Spain, and concluded that energy policy and regulation reduced CO, emissions.
Buck and Young (2007) measured the energy efficiency of commercial buildings in
Canada. They concluded that commercial buildings in Canada are highly energy
efficient, and that the building ownership and the economic activities of the building
are the main factors affecting energy efficiency. Boyd (2008) analyzed the energy
efficiency of wet corn milling plants and argued that the advantage of using the SFA
to measure energy efficiency is that it is possible to avoid issues regarding the
definition of energy intensity. Further, Boyd et al. (2008) used SFA in order to
estimate the factory-level energy efficiency of the manufacturing sector in the
United States. Aranda-Uson et al. (2012) analyzed the energy efficiency in four
industries—food, drink and tobacco manufacturing, textiles, chemicals, and
non-metallic mineral products—in Spain, and measured the energy efficiency
scores. As a result, it became clear that the total energy consumption of these four
industries could be reduced by about 20 %. Filippini and Hunt (2011) measured the
energy efficiency of 29 OECD countries, between 1978 and 2006. In addition,
Filippini and Hunt (2012) used state-level data from the United States between
1995 and 2007, and measured the energy consumption and energy efficiency of the
residential sector. The analyses of Filippini and Hunt (2011, 2012) concluded that
there was no correlation between energy efficiency levels measured by SFA and
energy intensity, so energy intensity is not an appropriate proxy for the level of
energy efficiency. Lin and Yang (2013) measured the energy efficiency of the
thermal power industry in China and Lin and Wang (2014) measured the energy
efficiency of the iron and steel industry in China. Both studies showed that the
energy efficiency was relatively improved in the industry.

This series of previous studies focused on measuring the energy efficiency score
using the SFA method. Therefore, while the energy efficiency levels in industries of
various countries and regions have been measured so far, there are not enough
empirical analyses that examine the factors that determine the level of energy
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efficiency. One of the few exceptions for this is Otsuka et al. (2014), who indicated
that agglomeration economies affected the level of energy efficiency of the regional
economy.

The concept of agglomeration economies is important when we examine the
advantages of compact cities—urban structures in which the population is clustered
in particular areas—which have drawn attention in recent years. Indeed, many
previous studies have shown that an urban structure with a high density increases
energy efficiency.

Specifically, Newman and Kenworthy (1989) were the first to study such a
relationship between energy efficiency and urban structures. Newman and
Kenworthy (1989) used data from 32 cities across the world in 1980, and looked at
population density as a scale of urban structure. They found that there was a
negative relationship between population density and per-capita gasoline con-
sumption. Bento and Cropper (2005) used data from 114 U.S. cities in 1990 and
examined whether urban structure and public transportation have an influence on
the choice of transportation for commuting and car mileage at the household level.
They demonstrated that the probability of driving to work becomes lower when
population centrality and rail miles are higher, and road density is lower. They also
showed that population centrality, job-housing balance, city shape, and road density
all have significant effects on annual household vehicle miles travelled, which
increases energy consumption. Brownstine and Golob (2009) used data for the state
of California and analyzed the relationships between residential density, private
vehicle usage, and private vehicle fuel consumption. The study demonstrates that
population density has a direct effect on vehicle usage, and that both private vehicle
usage and population density affect fuel consumption. Karathodorou et al. (2010)
used cross-sectional data from 84 cities around the world to show how population
density affects the demand for automobile fuel. In addition, they estimated the
elasticity of fuel demand relative to population density. They concluded that the
propensity to walk or ride a bicycle increases in high-density cities, because
transportation distances are shorter; and that per-capita fuel consumption decreases,
because public transportation can substitute for the use of private vehicles. Su
(2011) demonstrated how urban structures affected household gasoline consump-
tion across 50 cities in the United States. The study considered traffic congestion
and highway density as part of the urban structure, and showed that population
density negatively affected household gasoline consumption. Morikawa (2012)
looked at the commercial sector in Japan and examined the effect of population
density on energy efficiency. He demonstrated that the energy efficiency improved
by about 12 % when the population density doubled.

As described above, previous studies that analyzed the relationship between
urban structure and energy consumption found that there was a strong positive
correlation between population density and energy consumption. It suggests that the
urban structure, as represented by population density, increases energy efficiency.

Taking note of the contributions of the previous studies, this study will extend
them by using SFA not only to evaluate the levels of energy efficiency, but also to
analyze the factors that affect energy efficiency, which provides us with new
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insights into the improvement of energy efficiency. In doing so, we will specifically
examine urban structure, accessibility, and industrial structure as determinants of
energy efficiency.

4.3 Analysis Method

This study will follow Filippini and Hunt (2011, 2012) regarding the analytical
method, and assume that there is an aggregate energy demand function F at the
prefectural level in Japan, as shown below.

Ej = F(Yy, P;, POP;;, Ayy, CDDy;, HDD;,, ISH;,, SSH,, EFy,), (4.1)

where subscript j represents the jth region and ¢ represents the tth time period. E is
the final energy consumption, Y is the real gross regional product (GRP), P is the
real price of energy, POP is the population, and A is the living and nonliving floor
area, while CDD and HDD are cooling degree days and heating degree days,
respectively. The CDD and the HDD represent air temperature factors. ISH and
SSH represent the share of industrial sector and the share of commercial sector in
the GRP, respectively. EF is the level of unobservable, underlying energy
efficiency.

“Underlying energy efficiency” includes effects of various factors that vary by
region. For example, they include local government regulations, differences in
social environments, differences in industrial structure, and differences in culture,
life style, and values. Here, when the underlying energy efficiency is low, it means
that there is a waste of energy. Since the aggregated energy efficiency that is linked
to manufacturing equipment and production processes cannot be observed directly
when using the aggregated energy data by region, this underlying energy efficiency
must be determined by estimation. Thus, this study uses SFA to estimate the level
of the underlying energy efficiency, because SFA identifies the best practice in
energy usage as a benchmark.

Since SFA usually measures the economic performance of a production process,
it is based on production theory applied to an econometric approach for the effi-
ciency measurement. Therefore, the application is generally based on the idea that
the frontier function will provide the maximum output level or the minimum cost
level feasible to the production entity. In the case of the cost function, the frontier
represents the minimum level of feasible cost to produce a given level of output.
The same idea can be applied to the energy demand function, that is, when the
output under a production activity is given, the difference between the observed
energy demand and the minimized energy demand will represent inefficiency.
Specifically, in the case of the aggregate energy demand function used here, the
frontier provides the minimum level of energy usage that the economy requires for
production activity to achieve a given level of output. In other words, estimating the
frontier function for energy demand will enable us to estimate the baseline energy



70 4 Determinants of Energy Efficiency: Stochastic Frontier Analysis

demand, which reflects effectively managed energy usage in production processes
in regions, achieved by means such as utilizing highly efficient equipment. This
frontier approach enables us to assess whether a given region is located on the
frontier. If a given region is not on the frontier, the distance from the frontier
represents the energy consumption over the baseline demand, and becomes an
indicator representing energy inefficiency.

The approach used in this study (SFA) adopts a distribution assumption proposed
by Aigneretal. (1977). Thatis, the level of energy efficiency for the regional economy
can be approximated by a one-sided, non-negative error term. Therefore, this study
assume that the log-log functional form of Eq. (4.1) can be defined as follows:

In E]', =0o+ oy In th + op In P, + apop In POP]‘Z =+ o4 ll’lAj, “+ dcpp In CDD_]‘,
+ 0gpD In HDDj, + oysy In ISI‘Ijt + ossH In SS[‘ij + Vit + Ujr,

(4.2)
where o represents an estimated parameter. The error term (v, + u;;) consists of two
parts: the random error term v; and the inefficiency-related error term u;; (Fig. 4.1).
It is assumed that v; has a distribution of N(0, ¢?), and is independent of u; as well
as all explanatory variables; while u; is a non-negative stochastic variable, and is
assumed to have a distribution of N (,u, 65). The value of uj; indicates the level of
efficiency of underlying energy usage under Eq. (4.1), which is interpreted as an
indicator of energy inefficiency (waste of energy).

Improvement of energy efficiency is explained through multiple theories in this
study, because this occurs not only through technological and organizational factors
affecting energy demand, but also through social innovations in the production and
consumption of energy services.

Demand (E) Inefficiency : waste of energy (>0) : exp (u)

Energy Demand Function:

E=1(Y)

Statistical error : exp (v)

Output (Y)

Fig. 4.1 Stochastic energy demand frontier function
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In this study, the mean energy efficiency u is defined by the following equation:
Wi = Bo+ Bpens In DENSj: + Bacc INACCj; + sy In MSH;r, (4.3)

where £ represents an estimated parameter. DENS is the population density in the
DID, and ACC is an indicator of market access. A DID is a district defined by the
census of Japan for statistical purposes. In principle, the DID is defined when basic
units of area with population density of 4000 or more people per square kilometer
are adjacent to each other and form a district with more than 5000 people. However,
basic units, such as airports, seaports, industrial zones, and parks that have strong
urban characteristics, are included as DIDs even if their population density is low.
In a narrow sense, DIDs are indicators to express the scale of divisions in urban and
rural areas, as well as urban districts in a city. Therefore, compared with normal
population density, DID population density more clearly represents population
agglomeration in a city. The market access indicator is introduced to consider
regional accessibility. ACC is defined by the following equation:

ACCy =" Kd,k} > d,-k}) : th] :

= =

where dj is the minimum time for travel (travel cost) between regions j and
k. Gross regional output O represents the size of the regional market. From the
definition, this indicator represents the level of market access considering not only
the market size, but also the economic cost to access the market. MSH, the share of
material industry with regard to GRP in the manufacturing industry, is a variable
incorporated into the equation to control for the effects of industrial structure.
Here, ESj, shows the level of inefficiency with a lower limit of 1 (Coelli 1996).

ES;; = E(exp(uj,) | vj,—i—uj,), I <ES; <o

When the inefficiency term shows improved efficiency, f is negative. For
example, if we anticipate wasteful energy use in decentralized cities, energy effi-
ciency might improve if the population is clustered in certain areas and a compact
city is formed. In other words, we expect that energy efficiency increases as the
population density increases. In addition, energy usage is probably wasteful in
regions with poor distribution systems. Once the travel time to other regions is
lowered through the development of a highway network, energy efficiency might
improve. In other words, we can expect higher energy efficiency in regions with
better market access. If these assumptions are valid, the coefficients of DENS and
ACC should be negative.

On the other hand, since material industries such as “chemicals, chemical tex-
tiles, pulp and paper,” and “iron and steel, non-ferrous metals, cement, and
ceramics” generally have a high energy intensity (Table 4.1), energy efficiency is
expected to be low in areas where these industries are clustered. Thus, the coeffi-
cient of MSH should be positive.
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4.4 Data

This study uses a data set consisting of panel data from 47 prefectures in Japan
(j = 1-47), for the period between 1991 and 2007 (¢ = 1991-2007).

The final energy consumption by prefecture (E) is obtained from the Energy
Consumption Statistics by Prefecture (Agency for Natural Resources and Energy,
the Ministry of Economy, Trade and Industry). The real prefectural gross output by
region (Y) is obtained from the Annual Report on Prefectural Accounts (Cabinet
Office). The real energy price index (period 2005 = 100) (P) is based on the
Corporate Goods Price Index (energy goods) data, published by the Bank of Japan.
The POP data are from the Basic Resident Register Population (Statistics Bureau,
Ministry of Internal Affairs and Communications). Building floor area by region
(A) is from the Building Stock Statistics (Ministry of Land, Infrastructure, Transport
and Tourism). CDD and HDD are data from prefectural capitals and meteorological
observation points; CDD is the cumulative difference in temperatures between 22 °
C and the average temperature for those days over a one-year period that are higher
than 24 °C, while HDD is the cumulative difference in temperatures between 14 °C
and the average temperature of those days over a one-year period that are below
14 °C. The shares of value added of the industrial and commercial sectors (ISH,
SSH) are both based on data in the Annual Report on Prefectural Accounts (Cabinet
Office). DENS data are from census data and the production output (Q) required for
the ACC is from the Annual Report on Prefectural Accounts (Cabinet Office). MSH
data are sourced from the Annual Report on Prefectural Accounts (Cabinet Office).

Table 4.1 Energy intensity

Sector FY2009
Total final energy consumption GJ/million yen 22.5
Non-manufacturing GJ/million yen 14.9
Manufacturing GJ/million yen 49.1
Chemicals, chemical textiles, pulp and paper GJ/million yen 220.5
Iron and steel, non-ferrous metals, cement, and ceramics GJ/million yen 273.0
Machinery GJ/million yen 2.9
Residential Gl/person 15.7
Commercial and others GJ/million yen 6.6
Transportation GlJ/person 9.4

Note These values were calculated from statistics in the Energy Consumption Statistics by
Prefecture (METI) and the Annual Report on Prefectural Accounts (Cabinet Office).
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Table 4.2 Descriptive statistics

Description Variable | Mean Std. Dev. Maximum Minimum
Energy consumption (TJ) E 263,962 260,516 1,333,681 36,419
GRP (million yen) Y 10,367,535 | 13,941,227 | 100,931,767 | 1,877,135
Real price of energy P 109 5 116 101
(2005 = 100)

Population POP 2,671,595 | 2,436,815 | 12,361,736 606,695
Floor Area (ten thousand A 358 327 1919 57
mz)

Cooling degree day CDD 387 160 678 0
Heating degree day HDD 1009 367 2769 561
Share of industrial sector ISH 31 7 53 12
(%)

Share of commercial sector | SSH 62 6 83 42
(%)

DID population density DENS 5533 1517 11,526 3417
(person/kmz)

Market access index ACC 23,025,629 | 5,412,122 | 39,549,680 | 13,864,119
(million yen)

Share of material industry | MSH 23 10 68 1
(%)

Table 4.2 describes the basic statistics of the data used in this study. To conduct
the estimation, all the data are normalized by subtracting the mean from the raw
data and dividing the result by the standard deviation.

4.5 Empirical Analysis

Table 4.3 shows the estimation results of the energy demand frontier function.
Model A does not contain time dummies in an error term to represent inefficiency,
while Model B accounts for time dummies. The results show that the estimated
coefficients in both models have expected signs and almost all variables are sta-
tistically significant. There is very little difference in the size of the estimated
coefficients, regardless of inclusion of time dummies, so that the results are con-
sistent between the two models.

Since the models consist of log-log variables, the estimated coefficients can be
interpreted as elasticity on energy consumption. The estimated income elasticity is
0.3 and price elasticity is 0.1, that is, income elasticity is higher than price elasticity.
The elasticity of population size is relatively large, at 0.4, suggesting that the energy
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Table 4.3 Estimation Results

Model A Model B

Coefficient Standard-error Coefficient Standard-error
Constant (&) —0.482%* (0.009) —0.482%* (0.009)
aY 0.338%%* (0.027) 0.3327%% (0.029)
aP -0.061** (0.007) —0.064** (0.007)
aPOP 0.428%** (0.036) 0.420%* (0.039)
0A 0.105%%* (0.032) 0.119%* (0.037)
aCDD -0.015 (0.009) -0.018 (0.009)
oaHDD 0.058%** (0.011) 0.059%* (0.012)
olSH 0.160%* (0.022) 0.160%* (0.022)
aSSH 0.068%** (0.021) 0.069%** (0.021)
Constant (f) 0.003* (0.069) -0.014* 0.247)
PDENS —0.107** (0.039) —0.095%* (0.041)
PACC —0.171** (0.041) —0.179%* (0.043)
PMSH 0.560%* (0.025) 0.585%%* (0.030)
Time dummies No Yes
Sigma-squared 0.264%:* (0.028) 0.264 % (0.030)
Gamma 0.991%%* (0.002) 0.991%#* (0.002)

Note The symbols ** and * indicate significance at the 1 % and the 5 % levels, respectively

demand will increase by about 4 % when the population increases by 10 %. The
elasticity of building floor area is about 0.1, which is small compared with that of
the population size. It means that the energy demand will increase by 1 % when the
floor area increases by 10 %. As for temperature variables, the coefficient of CDD is
not statistically significant. Meanwhile, the coefficient of HDD is significant, but
small compared with the other variables. Therefore, we can say that the air tem-
perature factors do not have a large effect on the overall energy demand. In terms of
the effect of the economic structure on energy demand, the estimated coefficient for
the industrial sector is about 0.2, while it is around half this—about 0.1—for the
commercial sector. In other words, the industrial sector, centered on the manu-
facturing industry, has a relatively large effect in increasing the energy demand
compared with the commercial sector centered on service industries.

Next, we will check the results of the estimated coefficients that explain energy
efficiency. Both DENS and ACC are negative, as expected. This indicates that the
higher the DENS becomes, the higher the energy efficiency will be. This result is
consistent with previous studies. The results also suggest that the larger the ACC
indicator becomes, the higher the energy efficiency will be. The estimated coeffi-
cient of the ACC indicator is higher than the estimated coefficient of DENS in both
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Models A and B. This implies that the development of a distribution network,
associated with the construction of highway network linking the regions, would
increase energy efficiency more than an increase in DENS would.

Meanwhile, the industrial structure variable is positive, as expected. This indi-
cates that the energy efficiency decreases in areas with a higher ratio of materials
industries. The real data also confirm that energy efficiency is low in two industries,
“chemicals, chemical textiles, pulp and paper” and “iron and steel, non-ferrous
metals, cement, and ceramics,” which are categorized among materials industries
(Table 4.1). The data show that the level of energy intensity in 2009 for all sectors
was 22.5 GJ/million yen, while it was far higher at 220.5 GJ/million yen for
“chemicals, chemical textiles, pulp and paper” and 273.0 GJ/million yen for “iron
and steel, non-ferrous metals, cement, and ceramics.” Since the high level of energy
intensity means that the energy efficiency is low or inferior, these two are
energy-inefficient sectors. In other words, this means the overall energy efficiency
level in a region is low when energy-inefficient material industries account for a
higher percentage of the economy as a whole; the results of the estimation also
reflect this characteristic of industrial structure.

Table 4.4 shows the basic statistics of energy efficiency in each region obtained
from the estimation results. There is no significant difference in the energy effi-
ciency scores measured in Models A and B. The score of 1 represents the status of
full efficiency, and energy efficiency declines as the score increases from 1. The
mean in efficiency scores is 1.8 and the median is about 1.4. Given that the largest
score was at 7.2 and the smallest score was almost 1.2, we can see that there is a
large regional gap in energy efficiency scores.

In order to examine the effectiveness of the energy efficiency indicator measured
by the SFA, energy intensity—final energy consumption divided by GRP used as a
proxy indicator of energy efficiency—was calculated to perform a rank correlation
test between the energy efficiency indicator and energy intensity. Table 4.5 shows
the results. The results of Spearman’s rank correlation test show that there is a
correlation between them at the 1 % significance level, in both Models A and B.

Table 4.4 Energy efficiency Model A Model B

seore Mean 1.84 1.84
Median 1.37 1.38
Maximum 7.17 7.23
Minimum 1.02 1.02
Std. Dev. 1.19 1.20

Table 4.5 Spearman’s rank

" p-value
correlation (p)

Model A 0.905 2.20E—-16
Model B 0.900 2.20E-16
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Therefore, it has become clear that the ranking of the energy efficiency indicator
measured by the SFA is similar to that of the energy intensity, and that the char-
acteristics of each indicator are similar. The results indicate that the energy effi-
ciency measured in this study is effective as an indicator of energy efficiency.

Now, we examine the regional distribution of the energy efficiency indicator.
Table 4.6 shows the mean and ranking of the energy efficiency score of each
prefecture. There is no large ranking variation between Models A and B. Besides
the Greater Tokyo Area, including the Tokyo and Saitama Prefectures, the highly
ranked areas are Nara, Nagano, Yamanashi, Yamagata, Ishikawa, and Kyoto
Prefectures. In these areas, the population is concentrated in DIDs, indicating strong
agglomeration economies. This is consistent with Otsuka et al. (2010) and Otsuka
and Goto (2015b), who demonstrated that the economic effect of agglomeration is
large in these areas. At the same time, the efficiency of goods distribution is also
high in these areas due to their well-developed highway network; therefore, the
energy efficiency is expected to be high. In contrast, energy efficiency is extremely
low in the Oita, Okayama, Yamaguchi, Chiba, Mie, and Ibaraki Prefectures. What
is common among these areas is the presence of oil sector and chemical complexes.
This means that there are many energy-inefficient industries located in these areas,
such as “chemicals, chemical textiles, pulp and paper” and “iron and steel,
non-ferrous metals, cement, and ceramics.” Meanwhile, it is true that those
industries have played an important role in increasing the productivity of industries
in Japan. For example, Otsuka and Goto (2015a) showed that these industries have
attained high level of productivity through the economies of agglomeration.
However, from the viewpoint of energy efficiency, such improved productivity does
not always accompany improved energy efficiency for those industries; in fact, the
improved productivity is offset by lower energy efficiency. It could imply that there
are constraints on improving energy efficiency for these industries that originate
from technological characteristics. Therefore, while the advancement of waste heat
utilization at industrial complexes among plants is a solution for higher energy
efficiency, it is not sufficient. These industries need to improve their energy effi-
ciency through further technological innovation.

Table 4.7 displays the mean energy efficiency score in the 1990s and 2000s in
Model A. The results demonstrate the following two points. First, it does not seem
that the mean scores vary widely over the period in areas where energy efficiency is
high. In other words, areas that are already energy efficient have been maintaining a
high standard over time. Second, the mean scores are increasing from the 1990s to
the 2000s in areas with low energy efficiency, indicating that their energy efficiency
has been deteriorating. Therefore, it suggests that in order to increase the overall
energy efficiency in Japan, it is necessary to apply appropriate environmental
regulations and regional policies to the areas where the score deteriorates over the
period, and implement policies to increase energy efficiency by encouraging pro-
duction process management and technological innovation.
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Table 4.6 Average energy efficiency scores and ranking

71

Model A Model B
Efficiency score Rank Efficiency score Rank
Hokkaido 1.37 24 1.35 23
Aomori 1.79 33 1.77 33
Iwate 1.28 16 1.28 16
Miyagi 1.31 18 1.30 18
Akita 1.23 14 1.23 14
Yamagata 1.08 7 1.08 5
Fukushima 1.14 10 1.13 10
Ibaraki 2.92 42 2.93 42
Tochigi 1.17 11 1.17 11
Gunma 1.13 9 1.13 9
Saitama 1.08 4 1.08 4
Chiba 4.12 44 4.12 44
Tokyo 1.08 5 1.08 7
Kanagawa 1.86 35 1.86 35
Niigata 1.38 25 1.38 25
Toyama 1.56 30 1.55 30
Ishikawa 1.08 8 1.08 6
Fukui 1.32 19 1.32 19
Yamanashi 1.07 3 1.07 3
Nagano 1.06 2 1.06 2
Gifu 1.19 13 1.19 13
Shizuoka 1.32 20 1.33 20
Aichi 1.43 27 1.43 27
Mie 3.07 43 3.07 43
Shiga 1.39 26 1.39 26
Kyoto 1.08 6 1.09 8
Osaka 1.49 28 1.49 28
Hyogo 1.83 34 1.83 34
Nara 1.05 1 1.05 1
Wakayama 2.25 39 2.26 39
Tottori 1.51 29 1.52 29
Shimane 1.34 21 1.35 21
Okayama 543 46 5.44 46
Hiroshima 2.73 41 2.74 41
Yamaguchi 4.75 45 4.77 45
Tokushima 1.61 31 1.61 31
Kagawa 1.87 36 1.87 36
Ehime 2.30 40 2.31 40
Kochi 2.03 38 2.03 38

(continued)
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Table 4.6 (continued)

Model A Model B

Efficiency score Rank Efficiency score Rank
Fukuoka 1.98 37 1.98 37
Saga 1.17 12 1.17 12
Nagasaki 1.29 17 1.30 17
Kumamoto 1.26 15 1.27 15
Oita 6.76 47 6.80 47
Miyazaki 1.68 32 1.68 32
Kagoshima 1.36 23 1.37 24
Okinawa 1.34 22 1.35 22
Table 4.7 Average Energy Scores over Time

Model A Model B

1991-1999 2000-2007 1991-1999 2000-2007
Hokkaido 1.32 1.43 1.30 1.41
Aomori 1.71 1.87 1.70 1.86
Iwate 1.30 1.27 1.29 1.26
Miyagi 1.25 1.38 1.24 1.37
Akita 1.14 1.34 1.14 1.33
Yamagata 1.08 1.09 1.07 1.09
Fukushima 1.15 1.13 1.14 1.13
Ibaraki 2.89 2.96 2.89 2.97
Tochigi 1.16 1.17 1.16 1.17
Gunma 1.15 1.10 1.15 1.11
Saitama 1.08 1.08 1.08 1.08
Chiba 3.87 4.40 3.88 4.40
Tokyo 1.05 1.11 1.06 1.12
Kanagawa 1.85 1.87 1.86 1.87
Niigata 1.38 1.39 1.37 1.38
Toyama 1.62 1.49 1.61 1.48
Ishikawa 1.09 1.08 1.08 1.08
Fukui 1.30 1.34 1.30 1.34
Yamanashi 1.06 1.07 1.06 1.07
Nagano 1.06 1.05 1.06 1.05
Gifu 1.20 1.19 1.20 1.19
Shizuoka 1.40 1.23 1.41 1.23
Aichi 1.47 1.38 1.48 1.38
Mie 3.34 2.77 3.34 2.71
Shiga 1.55 1.21 1.55 1.21
Kyoto 1.09 1.07 1.10 1.07

(continued)
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Table 4.7 (continued)

Model A Model B
1991-1999 2000-2007 1991-1999 2000-2007
Osaka 1.51 1.46 1.52 1.47
Hyogo 1.79 1.87 1.79 1.88
Nara 1.03 1.07 1.03 1.08
Wakayama 2.29 2.20 2.29 222
Tottori 1.42 1.62 143 1.62
Shimane 1.34 1.34 1.35 1.34
Okayama 5.28 5.59 5.30 5.61
Hiroshima 2.67 2.80 2.68 2.81
Yamaguchi 4.38 5.16 4.40 5.19
Tokushima 1.61 1.61 1.61 1.61
Kagawa 1.82 1.92 1.82 1.92
Ehime 222 2.39 223 2.40
Kochi 2.00 2.05 2.01 2.06
Fukuoka 2.05 1.91 2.05 1.91
Saga 1.11 1.23 1.11 1.24
Nagasaki 1.27 1.32 1.27 1.32
Kumamoto 1.24 1.28 1.25 1.29
Oita 6.75 6.78 6.79 6.81
Miyazaki 1.65 1.71 1.65 1.72
Kagoshima 1.33 1.40 1.34 1.40
Okinawa 1.26 1.44 1.26 1.44

4.6 Conclusions and Policy Implications

This study attempted to measure the underlying energy efficiency of 47 prefectures
in Japan by combining an energy demand model and a stochastic frontier approach.
To our knowledge, this study is the first research effort to apply this approach to
prefectures in Japan and examine its practicality in obtaining policy implications. In
determining energy demand, the study controlled output, price, population, floor
area, temperature, and industrial structure to derive energy efficiency. The proposed
estimates of energy efficiency in this study are a good proxy to the underlying
energy efficiency with greater accuracy compared with the energy intensity vari-
able, because the latter tends to be influenced by the industrial structure, while the
effect is controlled in derivation of energy efficiency.

This analysis demonstrated the following four findings. First, the proposed
measure of energy efficiency is effective in measuring the underlying energy effi-
ciency in the case of Japanese prefectures, given the high correlation of the rankings
between the estimated energy efficiency measure and energy intensity. Second, this
study reconfirmed the importance of population density in improving energy
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efficiency. Estimation results of this study suggest that the presence of DIDs and the
formation of compact cities will contribute to energy conservation. Third, devel-
oping transportation networks and shortening travel time to other regions would
enhance the ability of distribution systems and lead to regional energy conservation.
Fourth, the analysis showed that energy efficiency is lower in areas where materials
industries are clustered. This suggests the need for implementing appropriate
environmental regulations and regional policies in areas where oil and chemical
complexes are located, which is expected to advance production process manage-
ment and technological innovation to improve energy efficiency.

To conclude, it is suggested that forming compact cities in prefectural areas and
linking cities by highways to establish city systems (national land structure) are
very effective ways to improve the energy efficiency of regional economies. These
policies will also increase environmental efficiency while increasing the produc-
tivity of regional economies. The results of this study indicate that it is important to
develop decentralized national land through multi-polar interventions and promote
wide-area transportation networks to achieve both increased productivity and
environmental efficiency.
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Chapter 5
Residential Energy Demand
and Energy Efficiency

Abstract Based on the rapid increase in residential energy demand, the question of
how to raise energy efficiency in the residential sector, while controlling overall
demand, is an important policy issue for Japan. In this study, the stochastic frontier
model is used to estimate the energy demand function in the residential sector and
to analyze the energy efficiency levels and their factors. From the results of the
empirical analysis based on regional data in Japan, the following three points were
clarified. First, the energy efficiency levels calculated using the stochastic frontier
model were highly correlated with the energy intensity levels and are effective as an
index expressing energy efficiency. Second, raising the regions’ electrification rates
is an effective way of improving energy efficiency in the residential sector. Third,
increasing the regions’ population densities is also an effective way of improving
energy efficiency in the residential sector. These findings suggest that not only will
implementing policies to advance electrification contribute greatly to improving
environmental efficiency in the residential sector, but also that realizing decen-
tralized, multi-polar national spatial developments may improve environmental
efficiency and stimulate regional economies.

Keywords Energy efficiency - Energy intensity - Residential sector
Electrification rate - Population density - Japanese regional analysis

5.1 Introduction

Energy consumption in Japan’s residential sector is influenced by changes to the
social structure, such as changes to the lifestyles of citizens as they pursue greater
convenience and comfort in their lives, and also by an increase in the number of
households; and consumption has risen significantly alongside the growth in
individual consumption. With energy consumption in the residential sector in 1973
set as 100, by 2011 this value had risen to 208.9, meaning energy consumption was
more than two times that at the time of the first oil shock. Therefore, promoting
energy conservation in the residential sector has become a pressing issue and the
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Japanese government has implemented a variety of measures to achieve this aim
(Japan’s Energy White Paper 2015).

Energy consumption in the residential sector is greatly affected by the energy
intensity, defined as energy consumption per household. When examining energy
intensity, we see that its growth rate has been slowed by the improved energy
consumption efficiency of consumer electronic devices used in residences. Despite
this, overall energy consumption is trending upwards, along with the shift to the
larger sizes and wider diversities of these devices. Therefore, the question of
whether it is possible to raise energy consumption efficiency to an extent greater
than the spread of consumer electronics has now become a policy issue.

However, energy intensity is not deemed to be suitable as an index expressing
energy efficiency (EIA 1995, 2013; IEA 2009), because this measure depends upon a
variety of social and environmental factors. Therefore, many researchers have
attempted other energy efficiency index measurements. In recent years, energy effi-
ciency index measurements have been carried out using stochastic frontier analysis
(SFA) and data envelopment analysis (DEA), using data from various countries; but
the majority of these studies focused only on scores from the energy efficiency index
and did not fully analyze their underlying factors. Therefore in this study, the energy
efficiency index proposed by Otsuka and Goto (2015a) is utilized, the levels of resi-
dential energy consumption efficiency are measured, and their factors analyzed.

Up to 1965, which is around the start of Japan’s period of high economic growth,
coal constituted more than one third of the energy consumption in the residential
sector. It was subsequently replaced by kerosene, and by 1973, coal provided only
around 6 % of residential energy. During that period, kerosene, electric power, and
gas (city gas and LP gas) each had around a one-third share of energy consumption,
but after that, electric power’s share increased greatly, due to the spread of new
consumer electronic devices and as these devices became larger in size and multi-
functional in design. In recent years, all-electric homes have become widespread,
and by 2011, electric power’s share of residential energy had reached 50.6 %.
Approximately 40 % of electric power is used for refrigerators, lighting, TVs, and
air conditioning. For devices that consume a lot of energy, it is necessary to verify
whether the various measures implemented by the government to improve energy
conservation have succeeded. In other words, verifying whether electrification has
improved energy efficiency is important for the formulation of energy policy. At the
same time, within the growth strategies for regional economies in Japan, the
importance of forming compact cities has been advocated for both their economic
and their environmental advantages. There is therefore a need to verify whether a
compact-city policy that aims to transition from decentralized cities to centralized
cities is also effective for energy conservation in Japan’s residential sector.

Taking into account the problems described above, this study, in targeting
Japan’s prefectures, takes the following steps: (1) an attempt is made to measure
residential energy efficiency values based on the SFA method. As the IEA uses
energy intensity (energy/household) as the representative index for energy effi-
ciency, the effectiveness of the measurement index in this study is examined from
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the viewpoint of whether or not there is a correlation between the energy efficiency
index values measured in this study and energy intensity. After doing this, (2) the
issue of whether electrification improves energy efficiency in residential sector is
verified. At the same time, (3) whether “compact cities”—defined as cities with a
densely inhabited district (DID)—improve energy efficiency in residential sectors,
is also verified.

Below, in Sect. 5.2, the existing research on energy efficiency is reviewed. This
is mainly an overview of previous studies that used SFA. In Sect. 5.3, the frame-
work for the empirical analysis is presented and the model employed in this study is
described. In Sect. 5.4, the data used for the analysis are described. In Sect. 5.5, the
results of the empirical analysis are presented. In Sect. 5.6, the conclusion and
policy implications are outlined.

5.2 Previous Studies

In order to estimate the energy efficiency level, it is possible to use both parametric
and non-parametric frontier approaches (Murillo-Zamorano 2004; Shui et al. 2015).
In the non-parametric methods, such as data envelopment analysis (DEA), the
frontier function is considered to be the decision function of a number of variables
and no specific functional form is assumed. The parametric methods, such as
stochastic frontier analysis (SFA), are based on econometric models and therefore
require a specific functional form.

DEA, which is representative of the non-parametric approach, is a method of
estimating the production frontier non-parametrically. Since Charnes et al. (1978), a
body of theoretical and applied research on DEA has been accumulated by many
researchers and it is one of the most effective tools for measuring the management
efficiency of decision-making units (DMUs), such as companies. This method does
not assume a specific function type for the production function and estimates the
production frontier using linear programming. The production frontier is the
envelope (surface) connecting, from their respective planes, a sample of those
companies that are the most efficient. If a company is on this frontier, it has an
efficiency of 1, and if it is not on the frontier, the degree to which it is inefficient is
determined by its distance from the frontier.

A merit of DEA is that it does not require in advance a specific production
function type or information on the distribution of technical inefficiency. At the
same time, in order to be able to explicitly derive the efficiency of individual
companies, DEA also has the advantage of easily being able to consider the
presence of multiple products and multiple input goods.

However, there are a number of problems with DEA. First, as statistical errors
are not normally considered with this method, it does not consider errors in the
specification of the production frontier; that is to say, it is not possible to introduce
all of the explanatory variables into the estimation formula, so it does not consider
the errors that occur from this absence of various elements within its formulation. In
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addition, let us consider the case of a sample that has particularly high observed
values (abnormal values) for productivity, compared with the other samples. In this
case, as a deviation from the frontier is not allowed in a negative direction from the
definition of the production frontier, the production frontier is determined so as to
include these observed values as a technically complete and efficient sample. As a
result, the reliability of the statistics may be greatly impaired. Next, DEA is good at
measuring relative efficiency from a comparison with a reference set that is close to
the DMU that is the subject of evaluation. Conversely, in the event that a com-
parison with the entire sample is difficult, for example when the efficiency value is
evaluated to be 1 (the most efficient), it is not easy to compare the relative merits
and demerits between the samples. While on the one hand, it is possible to measure
the relative efficiency of one economic unit compared with other economic units, on
the other hand, it may not be possible to carry out the type of comparisons in which
one supposes a combination of theoretically achievable inputs and outputs other
than the reference set. Further, since DEA is a non-parametric method, verifying
hypotheses statistically is difficult.

Stochastic frontier analysis, which is representative of the parametric approach,
assumes a specific function type for the production frontier and is a method of
estimating the production frontier parametrically.

SFA has merit, for example, in cases where particularly high observed values
(abnormal values) for productivity are obtained compared with other samples; the
stochastic production frontier can absorb a significant part of the impact of these
abnormal values symmetrically in the error term. Therefore, the problem of the
instability of the estimates of the production function arising from the presence of
abnormal values in the direction of high productivity can be avoided.

On the other hand, however, a disadvantage in obtaining estimates using SFA is
that it is necessary to have a priori assumptions with regard to the distribution of
technical inefficiency. Usually, distributions such as a half-normal distribution,
exponential distribution, or gamma distribution are assumed. However, there may
be no theoretical economic grounds to necessitate the selection of a particular
distribution type. Even using the same data set, the shape of the estimated pro-
duction frontier will be different depending on the selection of the assumed dis-
tributions, so the method has the disadvantage that these estimated values for
technical inefficiency will be different. Further, correspondence is not easily
achieved when there are multiple production goods; and above all, it is necessary to
assume in advance the production function type.

In order to model the energy demand function for Japan’s regions, this study use
SFA to process the statistical noise in the data. Data used in this study are mainly
official processing figures. Therefore, the data may have some noise. The study can
handle this noise through the use of SFA; processing this statistical noise would be
impossible if DEA was used.

The basic idea in SFA is first to estimate the efficiency frontier, and then, based
on this, to measure efficiency by calculating the relative distances from the actual
data points to the frontier. As this method has a high discrimination capability with
regard to the evaluation of energy efficiency values, SFA has been used by many
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researchers to measure energy efficiency levels in industry as a whole and also in
specific industries (Feijoo et al. 2002; Buck and Young 2007; Boyd 2008; Boyd
et al. 2008; Aranda-Uson et al. 2012; Filippini and Hunt 2011, 2012; Lin and Yang
2013, 2014; Filippini and Lin 2016).

In previous studies relating to SFA, the focus was placed on measuring energy
efficiency values based on the SFA method. On the one hand, the energy efficiency
levels of various countries, regions, and industries have been extensively measured;
on the other hand, while there have been some empirical analyses that considered
individual factors that determine energy efficiency levels, such as Otsuka et al.
(2014) and Otsuka and Goto (2015a), this cannot be said to have been carried out
sufficiently.

Otsuka et al. (2014) and Otsuka and Goto (2015a) pointed to the existence of
agglomeration economies as an element determining energy efficiency levels. With
regard to the effects of agglomeration economies, in recent years the focus has been
placed on urban structures that concentrate the population in a specific region
(compact cities), and many previous studies have indicated that an urban structure
expressing a high population density is an element behind increased energy effi-
ciency (Newman and Kenworthy 1989; Bento and Cropper 2005; Brownstine and
Golob 2009; Karathodorou et al. 2010; Morikawa 2012). The main previous studies
that analyzed the relationship between urban structures and energy consumption
showed a strong association between population density and energy efficiency. In
other words, they suggest that an urban structure expressing a higher population
density increases energy efficiency.

In contrast to the previous research described above, this study applies SFA not
only to evaluate energy efficiency in the residential sector, but also to analyze the
factors that affect it, and to obtain new findings on improving energy efficiency in
the residential sector. To do this, electrification and urban structures will be
investigated as the specific factors.

5.3 Analysis Method

In this study, in accordance with Otsuka and Goto (2015a), the aggregate energy
demand function F described below is assumed to be present at the level of Japan’s
prefectures.

Ejt = F(leypl;]\]jhAjl) []jh CDD]IaHDDjh CE‘]{) (51)

Here, j represents the regions and ¢ is the time. E is final energy consumption in
residential sector, Y is real prefectural income (real income), P is the residential
sector’s real energy price, N is the number of households, A is the residential floor
area, U is the urbanization rate, CDD is cooling degree day, which represents the
element of weather in terms of higher temperatures than average, and HDD is
heating degree day, which represents lower than normal temperatures.
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Unfortunately, since the energy efficiency level cannot normally be observed
directly in economic systems, we need to estimate it. As previously stated, in this
study, in accordance with the approach taken in Otsuka and Goto (2015a), the
energy efficiency levels in Japan’s regions are estimated using the stochastic
frontier demand function. The stochastic frontier function generally measures
economic performance in the production process. Therefore, it has been applied to
production theory using an econometric approach.

In general, the frontier function is based on the principle that it gives the
maximum output level or the lowest cost level that can be achieved by a given
production unit. In the case of the cost function, the frontier expresses the minimum
level of costs that can be achieved for a given output. The case of the energy
demand function can be considered in the same way. In other words, in the event
that the output from a certain production activity is a given, the difference between
the observed energy demand amount and the minimized demand amount expresses
the technical inefficiency. More specifically, in the case of the aggregate energy
demand function used here, the frontier gives the minimum level of energy that is
required for the production activity in the economy in order to achieve the given
level of produced goods. That is to say, by estimating the energy demand frontier
function, it becomes possible to estimate the energy demand baseline that reflects
the energy demand of regions that are efficiently managing energy usage in the
production process, by using highly efficient equipment and other means. This
frontier approach makes it possible to judge whether or not a certain region is on the
frontier. If a region is not on the frontier, then an index expresses so-called energy
inefficiency, with the region’s distance from the frontier representing that portion of
its energy consumption that exceeds the baseline demand.

The SFA approach used in this study is based on the assumption that the dis-
tribution of the energy efficiency level of the economy as a whole can be
approximated by the error term of a one-sided, non-negative term (Otsuka and Goto
2015a) by adopting the stochastic frontier function approach proposed by Aigner
et al. (1977). Therefore, it is assumed that the log-log function type of Eq. (5.1) can
be defined as follows.

InE; =a+oayInY; 4+ opln P, 4oy In Ny + oy InAj + oy In Uy, (52)
+ depp In CDDJ‘[ + dgpp In HDDjt + Vit + Ujr. '

Here, a is the estimated parameter. The error term (vj + u;;) is composed of two
parts: the random error term v; and the inefficiency-related error term u;;, where v;
has the distribution N(0, ¢*) and is assumed to be independent from u;; and all of
the explanatory variables, and uj; is the non-negative stochastic variable and has an
assumed distribution of N(u,02). The term u; expresses the efficiency of the
energy level CE in (1) interpreted as an index of energy inefficiency (wasted energy
consumption).

In addition to improving energy efficiency through technical factors related to
energy demand and organizational factors, other approaches promote social
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innovation in the production and consumption of energy services. In terms of the
analysis, a number of such routes can be captured and assessed.
In this study, the energy efficiency average u is formulated as follows:

W = Bo + Bpgns In DENS): + f In Electricity;. (5.3)

Here, f is the estimated parameter. DENS is the densely inhabited district
(DID) population density, and Electricity is the electrification rate. DIDs are dis-
tricts set for statistical purposes in Japan’s Population Census. They are defined as
districts containing basic unit blocks with a population density of 4000 or more per
square kilometer, such districts being adjacent to each other in a municipality; and
districts consisting of the above adjacent basic unit blocks whose population is
5000 or more. However, basic unit blocks with a strong urban aspect, such as
airports, ports, industrial zones, and parks, are included as DIDs even if they have a
low population density. DIDs are used for the division between urban regions and
rural regions and as an index showing the scale of a city in the narrow sense.
Accordingly, the DID population density is interpreted as strongly expressing the
degree of population density in urban areas, when compared with normal popula-
tion density. The electrification rate is introduced to ascertain the extent of each
region’s electrification.

Here, CE};, which shows the inefficiency level, takes a non-negative value with 1
as the lower limit (Coelli 1996).

CE; = E(exp(w;) | vi +u;1),1 < CE; < oo.

In the event of an improvement to efficiency through the element of the ineffi-
ciency term, the sign of f will be negative. For example, there is considered to be
waste in energy usage in decentralized cities. Therefore, if the population can be
concentrated into specific areas and compact cities formed and developed, energy
efficiency is likely to improve; in other words, it is anticipated that the greater the
population density, the higher the energy efficiency. There is also thought to be
waste in energy usage in regions with poor electrification rates. Regions using coal
and kerosene emit more carbon dioxide than regions that use electricity. If the
amount of electricity the former use is increased by progressing electrification, the
energy efficiency in their residential sectors is also likely to improve. Therefore, the
coefficient values of DENS and Electricity are expected to be negative.

5.4 Data

This study is based upon a panel data set of Japan’s 47 prefectures (j =1-47) from
1991 to 2007 (r = 1991-2007).
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Each prefecture’s residential sector final energy consumption (E) is obtained from
data in the Energy Consumption Statistics by Prefecture (Agency for Natural
Resources and Energy, Ministry of Economy, Trade and Industry). Each region’s
real prefectural income (Y) is obtained from data in the Annual Report on Prefectural
Accounts (Cabinet Office). The residential sector real energy price index
(2005 = 100) (P) is from IEA data. The number of households (V) is from data on the
number of households in the Basic Resident Register (Statistics Bureau, Ministry of
Internal Affairs and Communications). For each region’s building floor area (A), data
from the Building Stock Statistics (Ministry of Land, Infrastructure and Transport) is
used. The urbanization rate (U) is the ratio of the DID population to the total popu-
lation. The total population was obtained from the Basic Resident Register
Populations (Statistics Bureau, Ministry of Internal Affairs and Communications)
and the DID populations from the Population Census (Statistics Bureau, Ministry of
Internal Affairs and Communications). The cooling degree days (CDD) and heating
degree days (HDD) are from data on the prefectural capitals and from temperature
observation points, with cooling degree days being the sum of the difference between
the average temperature on days where it exceeded 24 and 22 °C, and heating degree
days being the sum of the difference between the average temperature on days when it
was below 14 and 14 °C. The DID population density (DENS) is from Population
Census data, while electricity energy consumption, which provides data necessary to
calculate the electrification rates (Electricity), and total energy consumption, is
obtained from data in the Energy Consumption Statistics by Prefecture (Agency for
Natural Resources and Energy, Ministry of Economy, Trade and Industry).

Table 5.1 shows the descriptive statistics. For the estimations, the data were
standardized by subtracting the average from the original data and dividing by the
standard deviation.

Table 5.1 Descriptive statistics

Description Variable | Mean Std. Dev. Maximum | Minimum
Residential energy E 41,879 43,456 232,000 6,783
consumption (TJ)

Real income (million yen) Y 7,911,391 | 10,588,221 | 76,311,078 | 1,512,781
Real price of residential P 95 6 105 87
energy (2005 = 100)

Number of household N 994,869 1,032,668 |6,060,432 | 188,931
Floor area (ten thousand m2) A 274 257 1,453 36

Index of urbanization (%) U 50 19 100 24
Cooling degree day CDD 360 175 1,186 0
Heating degree day HDD 1,106 474 2,769 0

DID population density DENS 5,533 1,517 11,526 3,417
(person/kmz)

Electrification rate (%) Electricity |48 9 68 22
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5.5 Empirical Analysis

Table 5.2 shows the results of the estimates of the frontier demand function.
Model A does not consider the time dummy in the error term, while Model B does
consider the time dummy. In both of the models, the signs of the estimated coef-
ficients were as expected, and practically all of the variables were statistically
significant.

As it is a log-log variable, the estimated coefficient can be interpreted as elas-
ticity. The estimated income elasticity was 0.384 and price elasticity was —0.040, so
income elasticity exceeded price elasticity. As only the time dummy was considered
in the estimates, no major differences were seen in the sizes of the estimated
coefficients and the results were stable. The elasticity of the number of households
was comparatively large, at 0.554. This suggests that if the number of households
increases by 10 %, energy demand will rise by about 5 %. The elasticity of the
building floor area was in the region of —0.024, which was small compared with the
number of households and was not significant. The elasticity of the urbanization
rate was significant at 0.058. This means that if urbanization progresses by 10 %,
energy demand will increase by 0.58 %. For the temperature variables, while on the
one hand the cooling degree day was not statistically significant, on the other hand
the coefficient parameter of the heating degree day was small. Therefore, it can be
said that the air temperature factor does not have a major impact on overall resi-
dential energy demand.

Table 5.2 Estimation results

Model A Model B
Coefficient Standard Coefficient Standard
error error

Constant (a) -0.169 ok (0.018) -0.157 ok (0.018)
aY 0.384 ok (0.019) 0.394 ok (0.018)
aP -0.040 ok (0.004) —-0.040 Hok (0.003)
oN 0.554 ok (0.020) 0.543 ok (0.019)
0A -0.024 (0.015) -0.022 (0.015)
aU 0.058 Hok (0.008) 0.060 woE (0.008)
aCDD 0.004 (0.005) 0.006 (0.005)
oaHDD 0.032 ok (0.005) 0.034 ok (0.004)
Constant (fp) 0.126 ok (0.022) 0.117 ok (0.022)
PDENS -0.023 ok (0.007) -0.028 ok (0.007)
PE -0.217 ok (0.007) -0.206 ok (0.008)
Time dummies No Yes
Sigma-squared 0.011 Hok (0.001) 0.011 wok (0.001)
Gamma 0.469 ok (0.118) 0.375 ok (0.127)

Note The symbols ** and * indicate significance at the 1 and 5 % levels, respectively
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Next, we will confirm the estimation results for the coefficients that explain
energy efficiency. The signs of both the population density and electrification rate
variables were negative, as expected. This shows that as population density
becomes greater, energy efficiency increases. This result is consistent with the
findings of previous research. The results also showed that energy efficiency
improves with higher electrification rates. In both Models A and B, the estimated
coefficient for the electrification rate greatly exceeded that for the population
density. This signifies that the effects on energy efficiency of the rise in the elec-
trification rate, which has occurred through the replacement of gas with electric
power and the introduction and spread of consumer electronics, is greater than the
effects of population density.

Table 5.3 shows the energy efficiency scores for each region obtained from the
results of the estimates. There were no major differences in the energy efficiency
scores measured using Model A and Model B. An efficiency score of 1 is the most
efficient, and the more the score exceeds 1, the lower the energy efficiency level.
The average was 1.21 and the median score was 1.09. The largest score was 2.39
and the smallest 1.01, from which we understand that there are regional differences
in the energy efficiency scores.

Next, in order to verify the effectiveness of the energy efficiency index measured
using SFA, energy intensity is calculated by dividing residential final energy
consumption by the number of households and performing a rank correlation test on
the results. Table 5.4 shows these results. In both Models A and B, the results of
Spearman’s rank correlation test were found to be significant at the 1 % level.
Therefore, it was clarified that the ranking in the energy efficiency index measured
using SFA is close to the ranking of energy intensity that is used as the repre-
sentative index of energy efficiency, and that the characteristics of these indexes are
similar. This shows the validity of the energy efficiency index measured in this
study as an index expressing energy efficiency.

Next, we will consider regional patterns in the energy efficiency index for the
residential sector. Table 5.5 shows each prefecture’s average energy efficiency
scores and ranking. No major changes in ranking were seen between Model A and
Model B. The high-ranking regions included Shiga Prefecture, Wakayama

Table 5.3 Energy efficiency Model A Model B
score
Mean 1.21 1.19
Median 1.09 1.07
Maximum 2.39 2.41
Minimum 1.01 1.01
Std. Dev. 0.26 0.26
Table 5.4 Spearman’s rank p-value
lati
correlation (p) Model A 0.666 2.20E-16

Model B 0.619 2.20E-16
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Table 5.5 Average energy
efficiency scores and ranking
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Model A Model B

Efficiency Rank | Efficiency Rank

score score
Hokkaido 2.10 47 2.11 47
Aomori 1.82 46 1.80 46
Iwate 1.71 43 1.70 44
Miyagi 1.50 40 1.49 40
Akita 1.77 45 1.75 45
Yamagata 1.65 41 1.62 41
Fukushima 1.67 42 1.64 42
Ibaraki 1.08 23 1.07 22
Tochigi 1.05 7 1.04 8
Gunma 1.08 21 1.06 16
Saitama 1.20 35 1.17 34
Chiba 1.34 39 1.31 39
Tokyo 1.06 14 1.05 12
Kanagawa 1.24 37 1.19 37
Niigata 1.72 44 1.69 43
Toyama 1.27 38 1.24 38
Ishikawa 1.20 34 1.18 35
Fukui 1.22 36 1.19 36
Yamanashi 1.04 4 1.03 4
Nagano 1.13 31 1.10 31
Gifu 1.06 15 1.05 10
Shizuoka 1.09 24 1.07 20
Aichi 1.13 32 1.10 32
Mie 1.09 27 1.07 25
Shiga 1.02 1 1.02 2
Kyoto 1.07 18 1.06 19
Osaka 1.15 33 1.12 33
Hyogo 1.11 29 1.09 29
Nara 1.11 28 1.08 28
Wakayama 1.02 2 1.02 1
Tottori 1.07 19 1.06 18
Shimane 1.09 26 1.08 27
Okayama 1.08 22 1.06 17
Hiroshima 1.08 20 1.07 21
Yamaguchi 1.12 30 1.10 30
Tokushima 1.06 11 1.04 9
Kagawa 1.06 12 1.04 7
Ehime 1.06 9 1.05 11
Kochi 1.04 5 1.04 5

(continued)
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Table 5.5 (continued) Model A Model B
Efficiency Rank | Efficiency Rank
score score

Fukuoka 1.09 25 1.08 26
Saga 1.06 13 1.05 13
Nagasaki 1.07 17 1.07 24
Kumamoto 1.05 8 1.05 14
Oita 1.04 6 1.04 6
Miyazaki 1.06 10 1.06 15
Kagoshima 1.06 16 1.07 23
Okinawa 1.03 3 1.02 3

Prefecture, Okinawa Prefecture, Yamanashi Prefecture, and Kochi Prefecture. All
of these regions are located in West Japan, where electrification has progressed. In
contrast, Hokkaido had the worst efficiency, while efficiency was also poor in each
of the Tohoku prefectures, including Aomori. One factor that may lie behind this is
that within the heating demand in these regions, there is a lot of demand for coal
and gas, and electrification has not progressed. On the other hand, Tokyo, in which
the population is concentrated, had a high efficiency score. In Tokyo, the population
is concentrated into DIDs and there appears to be a high level of agglomeration
economies. Otsuka et al. (2010) and Otsuka and Goto (2015b) verified that the
effects of agglomeration economies are high in this region. It is estimated that
energy efficiency is high from population concentrations as typified by the extreme
concentration in Tokyo.

Table 5.6 shows the average scores for energy efficiency in the 1990s and 2000s
in Model A. The following two points are characteristic of these results. The first
point is that in regions with high energy efficiency, changes to the average scores
were not observed to a great extent. In other words, regions where energy efficiency
is already high are maintaining these high levels. The second point is that in low
energy efficiency regions, the average score improved greatly from the 1990s to the
2000s, indicating that their energy efficiency is improving. Therefore, the results
suggest that in Japan’s regions, the low energy efficiency regions are catching up to
the high energy efficiency regions, and through this catch-up process, nationwide
energy efficiency is improving.

Figure 5.1 shows the relationships between the regions’ electrification rate
averages and their energy efficiency average scores. Taken as a whole, a
downward-sloping relationship can be seen. The electrification rate rose rapidly
from the 1990s to the 2000s. This rise in the electrification rate encouraged
improvements in the regions’ energy efficiency, greatly increasing the energy
efficiency levels. In other words, the rise in the electrification rate is estimated to
have contributed significantly to the rise in energy efficiency.
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Table 5.6 Average energy
scores over time
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Model A Model B
1991-1999 |2000-2007 | 1991-1999 | 2000-2007
Hokkaido | 2.23 1.94 2.25 1.95
Aomori 1.85 1.79 1.84 1.76
Iwate 1.73 1.69 1.73 1.67
Miyagi 1.52 1.49 1.51 1.47
Akita 1.77 1.76 1.77 1.74
Yamagata | 1.66 1.63 1.64 1.60
Fukushima | 1.66 1.68 1.64 1.64
Ibaraki 1.09 1.08 1.07 1.06
Tochigi 1.05 1.04 1.05 1.04
Gunma 1.08 1.07 1.06 1.05
Saitama 1.22 1.18 1.18 1.15
Chiba 1.36 1.33 1.33 1.29
Tokyo 1.08 1.04 1.07 1.04
Kanagawa | 1.25 1.22 1.21 1.18
Niigata 1.84 1.60 1.80 1.56
Toyama 1.33 1.20 1.30 1.16
Ishikawa 1.25 1.14 1.24 1.12
Fukui 1.27 1.16 1.24 1.12
Yamanashi | 1.04 1.04 1.03 1.03
Nagano 1.14 1.11 1.12 1.09
Gifu 1.07 1.06 1.05 1.04
Shizuoka 1.11 1.06 1.09 1.05
Aichi 1.15 1.11 1.12 1.08
Mie 1.11 1.07 1.09 1.05
Shiga 1.02 1.02 1.02 1.02
Kyoto 1.09 1.06 1.08 1.05
Osaka 1.18 1.13 1.14 1.09
Hyogo 1.11 1.10 1.10 1.08
Nara 1.12 1.09 1.10 1.07
Wakayama | 1.02 1.02 1.02 1.01
Tottori 1.09 1.06 1.08 1.05
Shimane 1.11 1.07 1.10 1.06
Okayama 1.09 1.06 1.07 1.05
Hiroshima | 1.10 1.05 1.09 1.04
Yamaguchi | 1.15 1.08 1.13 1.06
Tokushima | 1.06 1.05 1.05 1.04
Kagawa 1.05 1.06 1.04 1.04
Ehime 1.06 1.05 1.05 1.04
Kochi 1.04 1.04 1.04 1.04
Fukuoka 1.12 1.06 1.10 1.05
Saga 1.07 1.05 1.07 1.04

(continued)
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Table 5.6 (continued) Model A Model B
1991-1999 |2000-2007 | 1991-1999 | 2000-2007
Nagasaki 1.09 1.05 1.09 1.05
Kumamoto | 1.07 1.03 1.07 1.03
Oita 1.05 1.03 1.05 1.03
Miyazaki 1.07 1.04 1.07 1.04
Kagoshima | 1.09 1.04 1.10 1.04
Okinawa 1.03 1.02 1.03 1.02
13

1:2

Energy Efficiency Score (average)
o
N

1.18 -

42 a4 46 a8 50 52 54
Electrification Ratio (%, average)

Fig. 5.1 Relationship between electrification ratio and energy efficiency score (regional average)

5.6 Conclusions and Policy Implications

In this study, energy efficiency levels in the residential sector were measured using
a combination of an energy demand model and stochastic frontier model, based on
data on Japan’s 47 prefectures. To the best of our knowledge, this is the first
measurement of the energy efficiency levels of the residential sector in Japan’s
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prefectures. For the specification of energy demand, each of production and prices,
the number of households, floor area, urbanization, and temperature were controlled
for in order to derive energy efficiency. Energy intensity, which is used as an energy
efficiency index proxy variable, tends to be dependent on the economic and social
structure of the region, so the fact that these influences were controlled for in this
study when deriving the energy efficiency values can be said to result in a superior
index that is more accurate.

From the results of this analysis, the following three points were clarified. First,
in the case of Japan, the energy efficiency index ranking was correlated with the
energy intensity ranking, which indicates the effectiveness of the energy efficiency
index that this study employed. Second, the importance of population density for
energy efficiency was reconfirmed. The findings suggested that the presence of
DIDs and the formation of compact cities as defined in this study is the key to
energy saving in residential sector. Third, promoting electrification in the residential
sector and raising the regions’ electrification rates also appear to result in energy
savings.

In conclusion, together with the formation of compact cities in the regions,
establishing an appropriate competitive environment and promoting electrification
would seem to be extremely effective ways of improving energy efficiency in the
residential sector. These policies will raise the productivity of regional economies
as well as increase environmental efficiency. The results of this analysis showed
that, in terms of the keys to achieving both higher productivity and improved
environmental efficiency, promoting electrification and realizing decentralized,
multipolar national spatial developments are vital steps.
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