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Abstract

The dynamical stability of solitary lattice waves in non-integrable FPUT chains is a longstanding
open problem and has been solved so far only in a certain asymptotic regime, namely by Friesecke
and Pego for the KdV limit, in which the waves propagate with near sonic speed, have large wave
length, and carry low energy. In this paper we derive a similar result in a complementary asymptotic
regime related to fast and strongly localized waves with high energy. In particular, we show that the
spectrum of the linearized FPUT operator contains asymptotically no unstable eigenvalues except
for the neutral ones that stem from the shift symmetry and the spatial discreteness. This ensures
that high-energy waves are linearly stable in some orbital sense, and the corresponding nonlinear
stability is granted by the general, non-asymptotic part of the seminal Friesecke-Pego result and
the extension by Mizumachi.

Our analytical work splits into two principal parts. First we refine two-scale techniques that
relate high-energy wave to a nonlinear asymptotic shape ODE and provide accurate approximation
formulas. In this way we establish the existence, local uniqueness, smooth parameter depen-
dence, and exponential localization of fast lattice waves for a wide class of interaction potentials
with algebraic singularity. Afterwards we study the crucial eigenvalue problem in exponentially
weighted spaces, so that there is no unstable essential spectrum. Our key argument is that all
proper eigenfunctions can asymptotically be linked to the unique bounded and normalized solution
of the linearized shape ODE, and this finally enables us to disprove the existence of unstable
eigenfunctions in the symplectic complement of the neutral ones.

Hamiltonian lattices waves, high-energy limit of FPU or FPUT chains,
nonlinear orbital stability, asymptotic analysis,
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1 Introduction

This paper deals with the long-time dynamics in a prototypical example of Hamiltonian mass-spring
systems, namely the nonlinear atomic chain introduced by Fermi, Pasta, Ulam, and Tsingou in
[FPU55]. A key question in this context is whether coherent states persist or to which extent en-
ergy is transferred to higher modes leading to the process of thermalization. Various types of coherent
motion exist for Fermi-Pasta-Ulam-Tsingou (FPUT) chains (exact breathers, different types of travel-
ing waves) but it is in general not known whether solutions that start near such coherent states remain
coherent for all times. Pioneering work for solitary waves was done by Friesecke and Pego in a series of
papers [FP99, FP02, FP04a, FP04b]. They set up a general framework for nonlinear orbital stability
and established the crucial linear stability for small-amplitude, long-wavelength traveling waves with
speed just above the speed of sound, for which the Korteweg-de Vries (KdV) equation is the appro-
priate scaling limit. There are many extensions of their results as detailed below, but these still deal
with situations near the KdV limit or the special situation of the Toda lattice, which is completely
integrable. In this paper we study high-energy solitary waves, which are localised on an essentially
single moving particle close to a hard-sphere collision, for a wide class of inter-action potentials far
away from any obvious continuum approximation. We will provide orbital stability results for open
sets of initial data near a universal family of high-energy traveling waves. A crucial part is to establish
linear stability for singular nonlocal operators in the limit of high velocities.

The FPUT chain describes an infinite chain of masses which are separated by nonlinear springs
and interact according to Newton’s law of motion via

=9 (g1 —¢) —¥(@—g¢-1), JEZ. (1.1)

Here, ¢;(t) denotes the position of particle j at time ¢t and ® describes the potential for the nearest
neighbor forces. Using atomic distances r; and velocities v; with

ri(t) == qi1(t) — g (), v;(t) == ¢;(t)
we obtain the first-order formulation
fi=vjip = v, 0= () = ¥(rj). (1.2)
In this paper we study coherent behavior in the form of traveling waves, which satisfy the ansatz
ri(t) = Ro(z + 1), vj(t) = Viu(x), (1.3)

where the profiles functions R, and V, have to be determined in dependence of the wave speed w > 0
and as functions in x = j — wt, the space variable in the co-moving frame. Notice that the additional
shift in the distance component has been chosen for convenience. It guarantees the existence of even
wave profiles and allows us to write the non-local traveling wave equation as

wd,V, + V&' (R,) =0, woy R, +VV, =0, (1.4)
where all spatial differences are expressed in terms of the centered nabla operator
(VU)(z)=U(z+3)-U(z-3). (1.5)

Moreover, eliminating the velocities in (1.4) we find the second-order advance-delay-differential equa-
tion

w?R! = AY'(R,) (1.6)
with discrete Laplacian

(AU)(z) =U(z — 1)+ U(z + 1) — 2U(z). (1.7)



The existence of different types of waves (periodic, homoclinic, heteroclinic) has been proven for many
potentials by several authors and using different methods. We refer to [Her10, HM15] for an overview
but emphasize that rigorous results concerning the uniqueness and the dynamical stability of FPUT-
type lattice waves exist only for the few integrable examples and in the universal KdV regime, see
[Tes01] for an overview concerning the Toda chain, and [DHMO06] for both the harmonic case and the
hard-sphere limit. The KdV limit has been introduced formally in [ZK65] and studied rigorously in
[FP99, FP02, FP04a, FP04b]. The stability of a single solitary wave with respect to the natural energy
norms is proven in [Miz09] and the linear stability part has been simplified in [HW13b]. The analysis
has been extended to interacting KdV waves in [HW08, HW09] and N-solitary waves are studied in
[Miz11, Miz13]. Further approaches to the stability problem are given [HW13a, KP17] and the orbital
stability of large amplitude waves is shown in [MP08, BHW12] for the Toda lattice. Modulation
equations and the related concept of long- but finite-time stability of KdV-type solutions are discussed
in [SWO00] for FPUT chains, and in [CBCPS12, GMWZ14] for other atomistic systems. Finally, more
general existence proofs for KdV waves in lattices can be found in [FML15, HML16, HW17].

Notice also that the mathematical theory of traveling waves in spatially continuous Hamiltonian
systems is much more developed. First, traveling waves in such systems are determined by ODEs
instead of advance-delay-differential equations and hence often known almost explicitly. Secondly, the
stability investigation benefits on the linear level from the rather extensive knowledge about linear
differential operators (with non-constant coefficients) and on the nonlinear side from the shift symme-
try, which gives rise to a further conserved quantity according to Noether’s theorem and provides easy
control concerning accelerations of a given wave. Consequently, the orbital stability of solitary waves
is now well-understood for a huge class of dispersive PDEs, see for instance [Ang09] for an overview.

1.1 Setting of the problem and main results

In this paper we suppose that the interaction potential ® possesses a repulsive algebraic singularity
as illustrated in the left panel of Figure 1.3 and rely on the following standing assumptions.

Assumption 1 (interaction potential). The potential ® is a strictly convex C3-function on the
semiopen interval (—1, 0]. Moreover, it admits a global minimum at r = 0 with

®(0) =9’ (0) =0, ®"(0) >0,
and posses at 1 = —1 a normalized algebraic singularity of order m. The latter means
m+ 2+ " (r)(1 + r)m+3] <O +1)*
for allr € (=1, —1/4) and hence
1+ (m+ 1)@ (r)(1 + r)m“] + )_1 F O () (1 + )2 < o1+ )

for all r € (=1, —1/4) and for some real-valued exponents m > 0 and k > 0 and some constant C'.
For technical reasons we also assume m # k as well as min{k, m} > 1.

Prototypical examples of Assumption 1 are

1 1
<I>(r)=m<m+1)<<1+r)m—l—mr—1> (1.8)

with K = m + 1 and free parameter m > 1, as well as the Lennard-Jones-type potential

1 1 2
(r) = 2n(2n + 1) <(1 +r)" 1> (19)

with free parameter n > 1/2 corresponding to m = 2k = 2n, where the classical choice is n = 6.
Further examples and a more detailed discussion concerning m and k is given below in §1.2, and we
mention that ® can be extended to a smooth and strictly convex function on (—1, co).



We further restrict our considerations to waves that propagate with high speed w > 1 and must
hence carry a large amount of energy

hy = / IV, (2)? + @(Ru(x)) da. (1.10)
R

In this asymptotic regime, the wave profiles R, and V,, from (1.4) can be approximated by the
piecewise constant functions

1 for |z| < 3,

Roo(z) =min {0, -1+ |z| }, Vao(z) = x(z) == { 0 else,

(1.11)

which are — up to elementary transformations — naturally related to the traveling waves in the hard-
sphere model of elastically colliding particles, see Figures 1.1 and 1.2 for numerical examples and Figure
1.3 for a schematic representation of the limit dynamics. The high-energy limit of traveling waves in
singular potentials has been studied in [FM02] within a variational setting and in [Tre04] by fixed-point
arguments. Moreover, the authors of the present paper refined the underlying asymptotic analysis
in [HM15] and showed that the fine structure of the wave profiles is determined by an asymptotic
shape ODE, which provides more accurate approximation formulas for the wave profiles as well as
the leading order terms in the scaling laws for all other quantities of interest. Related results for
non-singular but rapidly growing potentials are discussed in [Her10, Herl17].

However, [HM15] does not guarantee that the exact wave profiles depend smoothly on the wave
speed w but, roughly speaking, only that the leading order terms in the expansion around w = oo
do so. Similarly, the asymptotic estimates control the approximation error R, — R but not the
properties of J,R,. Since both issues are essential for our spectral analysis, we reinvestigate in §2
the high-energy limit on the level of the nonlinear profile functions and present, as explained below,
a novel and more robust asymptotic approach to the shape ODE, which also provides an analogue
to the local uniqueness results from [Tre04, HM17]. Our main findings are formulated in Theorem 7,
Theorem 9, Lemma 8, and Lemma 15, and can informally be summarized as follows.

Main result 1 (family of high-energy waves parameterized by speed w). Under Assumption 1 there
exists a family of solitary solutions (R, V,,) to the traveling wave equations (1.4) such that the fol-
lowing properties are satisfied for all sufficiently large w:

1. Qualitative behavior for fixed w. The profiles R, and V,, are even and exponentially decaying.
Moreover, R, takes values in (—1, 0] and V,, is non-negative.

2. Local uniqueness. The solution branch w — (R, V) is isolated in natural function spaces.

3. Smooth parameter dependence. The map w — (R, V,,) yields a smooth curve in some Sobolev
space with exponentially growing weights for x — +oo.

4. Accurate approximations. The profiles (R, V,,) as well as (0, Ry, 0,V,) and (0zRy, 0;V,,) can
be approximated by the unique solution to an asymptotic ODE initial value problem and the
solution space of the corresponding linearized equation.

The asymptotic analysis of the stability of high-energy waves is presented in §3 and follows the
general framework proposed by Friesecke and Pego and uses the extension by Mizumachi to the energy
space. In particular, we study the stability of waves in exponentially weighted spaces as well as in the
energy space and in an orbital sense. The latter means that certain initial perturbations might shift
or accelerate the wave, and this requires long-time adjustments of the phase variable and the wave
speed. All other perturbations, however, remain small, fall behind the wave, and decay exponentially
in weighted norms centered around the moving bulk of the wave, whereas solutions remain close in the
energy norm. We formulate our main results as follows and refer to §1.2 for more details concerning
the proof strategy and the key arguments in the asymptotic analysis.
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Figure 1.1: Distance profiles in the high energy limit 6, = w™2™ — 0 for the Lennard-Jones potential (1.9)
with n = 2 corresponding to m = 4 and k = 2 in Assumption 1: Numerical solutions (black, dashed) to the
nonlocal equations (1.12) along with the ODE approximations from Lemma 5 (gray, solid) and the tent-shaped
limit Ry from (1.11) (dark gray, thin line). All profile functions are plotted against z, the unscaled space
variable in the comoving frame. The precise approximation results are formulated in Theorem 7 and Lemma 8,
where z € [f%, +%] corresponds to € I, and the approximation error is plotted in Figure 2.3.

velocity profile \7w for 6,=0.72 velocity profile \7w for 6,=0.60 velocity profile \A/w for 6,=0.48
1f 1 1f
»-
-
iR '¢ - .‘ 'O .
NN ¢ \ ’ Y
e 3 ’ \ ’ \
L4 *N 4 Y ’ \
4 2N V4 S V] \
0 e 2 ~ﬁ-- 0 e S“omm 0---‘—’_ #‘--_
-1 0 +1 -1 0 +1 -1 0 +1
velocity profile v, for 6,=0.35 velocity profile v, for 6,=0.22 velocity profile 7, for 6,=0.08
1F 1 1r re s = = =
R — [ Y
P f \ { |
’ LY (] 1 ! H
I \ I i | !
1 v 1 1 1 1
[ 1 1 | ' 1
’ LY ri |} 1 1
, . ’ [ | 1
0 m————t — " -- [ — ™ - --- (0 - --—-
-1 0 +1 -1 0 +1 -1 0 +1

Figure 1.2: Normalized velocity profiles V, =w 1V, corresponding to Figure 1.1, which approach the indicator
function Va, of the interval [—1/2, 41/2], see (1.11). The numerical scheme to compute the nonlinear waves
relies on the maximization of the potential energy under the constraint |V, = 1 — 4, is easy to implement,
and provides traveling waves (w, V, R) depending on the free parameter 5, see [Her10, HM15] for the details.
Our existence result §2 is not based on constrained optimization but on explicit approximation formulas and
nonlocal fixed point arguments, and yields waves parameterized by w. In the high energy limit, both approaches
are equivalent since we have w ~ 5~™ and hence § ~ 4.

Main result 2 (nonlinear orbital stability in the sense of Friesecke and Pego). For any sufficiently

large speed wy, the corresponding high-energy wave from Main Result 1 is stable in the following sense,
where

Uso(2) = (Rwo (m + %)7 VM(@)

denotes the wave profiles and where the positive constants 1y, by, Cy depend on both ® and wy: Given
FPUT initial data with

HU(O) - Uwo(' - TO)ngxp < \/ﬁa Hea(-—m) (U(O) - Uw ( - TO)) HZQXZQ < n
for some 19 € R and n € (0, ng), there exist a unique wave speed weo and a unique shift Too with

|W0 - Woo| + |TO - 7'c>o| + HUwo - UwooHLQXLQ < C'077
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Figure 1.3: Left panel. Potential ® as in Assumption 1. Right panel. Cartoon of a solitary wave in the hard-
sphere model, which propagates by elastic collisions of a single active particle (gray) with a resting background
(black). The corresponding distance and velocity profiles are affine transformations of the functions R, and
Voo from (1.11) and hence naturally related to the high-energy waves from Figures 1.1 and 1.2.

such that the solution u = (r, v) to the FPUT chain (1.2) satisfies the (?-stability estimate
J4.0) = Un -~ 0t — 70 < Cov
as well as the weighted decay estimate
Hea('*w“’t*%)(u. (t) — Uy, (- — woot — Too)) Hﬁxﬁ < C’one*bot
for allt > 0. Here, - stands for the integer variable j € Z.

The next theorem gives stability for initial data in a larger space (the energy space 2 x £2) in
the sense that solutions stay close to the set of traveling waves, but without a decay estimate in the
weighted norm and with less information about the shift 7(¢), which in Main Result 2 has the more
explicit form 7(t) — woot — Too as t — oo. In particular, the improved stability result also covers
perturbation in form of small and near-sonic solitary waves, whose exponential decay rate can be
arbitrarily small.

Main result 3 (nonlinear orbital stability in the sense of Mizumachi). For any sufficiently large speed
wo, the corresponding high-energy wave from Main Result 1 is stable within the energy space. More
precisely, for every n > 0 there exists a constant p > 0 such that for given initial data with

[4:0) = Uy (- = 70) | oz <

and 1o € R, there exist constants weo > 0, 0 € (1,ws) and Cl-functions 7(t) and w(t) such that

igIgHu.(t) = Us) (- = 7)) 2 ege <1 Jim (o (8) = U (- = 7O) | 2500 w2501 = 0
and
sup (Jw(t) — wo| + |7(t) — wo]) < Copt, lim w(t) = weo , lim #(t) = weo
teR t—00 t—00

holds for the solution u to (1.2) and some constant Cy.

1.2 Discussion and asymptotic proof strategy

The key observation for our asymptotic analysis of solitary waves with high energy is that the advance-
delay-differential equations (1.4) can be replaced by an asymptotic ODE problem which dictates the
fine structure of the distance profile near x = 0 (‘tip of the tent’) and provides in turn all relevant
properties of lattice waves in the limit w — oo. This idea will be explained in §2.1 on a heuristic level
and has already been exploited [HM15]. However, in §2 we present a modified approximation strategy
which is likewise based on the asymptotic shape ODE but has the following advantages.



1. The high-energy waves in [HM15] were constructed as solutions to a constrained optimization
problem depending on a small parameter 5 , and the wave speed w could not be described a priori
but came out implicitly as a Lagrange multiplier. In particular, in the variational setting we
were not able to prove that the relevant wave quantities depend smoothly on the wave speed.
In the modified approach, however, w is a free parameter and we do not rely on optimization
techniques. More precisely, we first identify in §2.2, §2.3, and §2.4 for any sufficiently large w
an approximate solution and show afterwards in §2.5 and §2.6 the existence of a unique exact
high-energy wave in a small neighborhood within a certain function space. In this way we do
not only establish the smooth parameter dependence, see §2.7 and §2.8, but can also provide
accurate asymptotic formulas for the derivatives of the wave profiles with respect to w. The
latter are naturally related to the neutral Jordan modes in the linearized FPUT equation and
feature prominently in the spectral analysis within §3.

We also mention that the numerical illustrations in Figure 1.1 and Figure 1.2 are computed by
a straight forward implementation of the constrained optimization problem. We refer to [Her10]
and the caption of Figure 1.2 for the details and recall that the uniqueness results in §2.6 and
[HM17] guarantee that both the variational and the non-variational approach provide for large
w the same family of high energy waves.

2. In [HM15], the derivation of the shape ODE for the fine structure of the distance profile near =0
(‘tip scaling’) was followed by asymptotic arguments to describe the jump like behavior of the
velocity profiles near x= 4 1/2 (‘transition scaling’) and local properties of the distance profile
near z==+1 (‘base scaling’). This strategy involved explicit matching conditions and required
several lengthy computations. The revised approach is more robust, and replaces the study of
the advance-delay-differential equations (1.4) by the analysis of equivalent integral equations.
More precisely, integrating the traveling wave equations (1.4) we get

wVy+x*®(R,) =0, WR, +x*V, =0, (1.12)

where the convolution is with the indicator function x from (1.11). This system can also be
written as

R, =x*x* (w?®(Ry)), Vo =—x* (w1 (R,)) (1.13)

and turns out to be very useful in the asymptotic analysis. In particular, thanks to (1.13) we
do not need to introduce the transition and the base scaling anymore and satisfy the hidden
matching conditions implicitly, see the discussion in §2.1.

3. In the present paper we cover a broader class of potentials and distinguishing between the
parameters m and k we gain a better understanding of the different contributions to the error
terms. In Assumption 1 we require that both m > 1 and k£ > 1 because otherwise some of the
error estimates derived below would no longer be small but could attain values of order O(1)
or larger. It is not clear, at least to the authors, whether high energy waves are unstable for
0<m<1lor0< k<1, or whether our approximation and stability results are still valid but
necessitate a more detailed analysis in the proofs. To ease the notation we also require that
k # m. This seems to be surprising at a first glance but gets more plausible if we study the class

1 1 k

O S R DT G Bm e A mlm— R 1)

m#k,

which includes both (1.8) and (1.9) as special cases. In fact, for those potentials the next-
to-leading term in the expansion for r — —1 is singular and regular for ¥ < m and k£ > m,
respectively, but not defined for k¥ = m. The criticality of k& = m shows up several times
in our asymptotic analysis and manifests in algebraic error estimates involving the exponent
[ = min{k, m}. We emphasize that all asymptotic formulas can also be established for k = m
but entail logarithmic corrections in the error bounds, see the discussion after Lemma 5 for more
details.



The non-asymptotic part of the Friesecke-Pego theory is reviewed in §3.1 and guarantees that the
nonlinear orbital stability in the sense of Main Result 2 depends only on the spectral properties of the
linearized FPU chain. More precisely, inserting the formal ansatz

ri(t) = Ry(j+ 3 —wt) + S(t, j+ 3 —wt), v;(t) = Vo(j — wt) + W(t, j — wt).

into (1.2), we obtain after linearization with respect to the perturbations S and W the dynamical
equation

at(sa W) = W»Cw(sv W),

where we scaled the right hand side by w for convenience. The operator L, acts on pairs (S, W) of
spatial functions via

Lo(S, W) = (axs+w—1vw, axww—lv«p"(Rw)s) (1.14)

and depends explicitly on the distance profile R, of the underlying traveling wave. It has been
observed in [FP02, FP04a] that the spectrum of the operator L, is 2mwi-periodic due to the spatial
discreteness of (1.1) and that the existence of a one-parameter family of solitary waves dictates that
the kernel is a two-dimensional Jordan block, where the proper and cyclic eigenfunctions represent
the neutral modes related to shifts and accelerations of the wave, respectively. Moreover, the essential
part of this spectrum can be computed explicitly and has strictly negative real part in exponentially
weighted spaces that penalizes perturbations in front of the wave. These properties hold under fairly
mild assumption on the interaction potential ® and are not restricted to any asymptotic regime, see
the discussion in §3.2.

The main analytical task is to show that the operator £, does not admit any unstable point
spectrum in the symplectically orthogonal complement of the neutral modes, where the underlying
symplectic product is provided by the Hamiltonian structure of (1.1), see again §3.1 for the details.
This crucial spectral property has been established in [FP04b] for near sonic waves by rigorously
relating the operator L, to the well-studied properties of solitary waves in the KdV equation and the
corresponding linear differential operator. In this paper we study the case of large w for a wide class
of interaction potentials but emphasize that the stability problem remains open for moderate wave
speeds since there is no spectral theory available for linear advance-delay-differential operators with
non-constant coefficients.

Our proof strategy differs essentially from the asymptotic approach in [FP04b] because in our case
L, is not related to the long-wave length limit and can hence no longer be regarded as a perturbation
of the linear differential operator from the KdV theory. Instead we show (i) that any appropriately
rescaled eigenfunction solves locally the linearized shape ODE from §2.2 up to small error terms, and
(74) that the global behavior of any eigenfunction is completely determined by its local properties, the
desired spatial decay, and certain asymptotic matching conditions. The underlying ideas are explained
in §3.4 on a heuristic ODE level while the corresponding rigorous results in §3.5 and §3.6 concern an
equivalent convolution equation with implicitly encoded matching conditions. Our main results on
orbital stability are formulated in Theorem 22 and Corollary 23 and disprove for all sufficiently large w
the existence of unstable eigenfunctions in the aforementioned symplectic complement within suitable
exponentially weighted spaces. This implies the asymptotic stability in exponentially weighted spaces
but also in the energy space due to the additional arguments by Mizumachi.

2 Family of nonlinear high-energy waves

In this section we prove the existence of a smooth family of nonlinear high-energy waves and derive
explicit approximation formulas for the wave profiles as well as their derivatives with respect to the
wave speed. For this analysis it is convenient to replace the large wave speed w by a corresponding
small quantity. In this paper we choose

1



because this quantity determines, as explained in §2.1, the spatial scale of the asymptotic shape ODE
and behaves asymptotically like §, the small parameter from the variational approach in [HM15].

2.1 Heuristic arguments and overview

As preparation for the rigorous asymptotic analysis derived below, we start with an informal overview
on the high energy limit and explain on a heuristic level, why the solution (R, V,,) to the nonlin-
ear advance-delay-differential equations (1.4) is asymptotically determined by an ODE initial value
problem. Our discussion is, as already mention in §1, based on the arguments from [HM15] but sim-
plifies some computations since the crucial scaling laws and matching conditions are inferred from the
nonlinear integral formulation in (1.12).

Distance profile near the origin. The first key observation — at least for unimodal and even
wave profiles as in Figure 1.1 that attain their minimum at z = 0 — is the following. If R(0) is close
to —1, the algebraic singularity of ® implies

| (Ry(x £1))| < |®'(Ru(2))] for all |z] <1/2, (2.2)

so both the advance and the delay term in the second-order equation (1.6) can be neglected. This
gives the approximate ODE

w? Rl (z) = =28 (Ry(z))  for |z| <1/2

for the ‘tip of the tent’, but this equation is still singular as it involves very large quantities.
Asymptotic shape ODE. In the next step we rescale both the spatial variable x and the am-
plitude of the distance profile by the ansatz

Ru(z) = =1+ 6,0,Y, (65185 ), (2.3)

with

B =/ a2 (2.4)

where the scaling parameter o, will be determined below. Combining this with the properties of ®
from Assumption 1 and using

x

z:= 2.5
5.0 @5)
we get
CR(z) = — ¥z ' (R(x)) ~ ——— . ! (2.6)
oottt Com L artlaty, (2t '
and arrive at the nonsingular ODE
2 1
(%) ~ = 2.7
w( ) m -+ 1 Yw(li')m+1 ) ( )
where we can specify initial conditions. Restricting to even profiles we prescribe
YL(0)~1,  YJ(0)=0 (2.8)
and infer
1
o ~ + R, (0)
0w

as heuristic rule from (2.3).



Further scaling law. Our next goal is to compute a more explicit formula for «,. The integral
formulation (1.13) implies

1/2
Ww?R,(0) =2 / (1—2)® (R, (x))dx
0

thanks to (x * x)(z) = max{0,1 — |z|} and the evenness of R,,. In view of (2.3) and (2.6) we obtain

&w
- Oy
—1+4+6,0.Y, 0%2/2w—55<— i >di~ 2.9
with
b= 5 (2:10)
C 20,80 '
Inserting the asymptotic ODE (2.7) into (2.9) provides
€w
-1+ 5waw}~/w (0) ~ _5waw / (2&0 - j)?o.l;/(j) dz = —25waw€w§~/o_l, (fw) + 5w04w (}742 (fw) - 3705 (0))
0
and hence
-1= _%?u/) (gw) + 5waw}~/j (gw)
due to Y, (0) =Y (0), where the differential operator ° is defined as
F*(&) := &F'(2) — F(2) (2.11)

and will be used frequently. By elementary ODE arguments — see Lemma 2 for precise statements
— we compute both Y/ (&,) and Y? (&) and obtain

~ ) 4 1/m
a, = Y/ (00)™ ~ (m(m+1)> : (2.12)
where we used that ., and &, are asymptotically small and large, respectively, as w — co. A precise
definition of ay, — and hence also of 3, and &, — will be given below in Lemma 2.17.

Discussion. The formal asymptotic analysis from above can be summarized as follows. Rescaling
the distance profile R,, by (2.3), where ay,, B, and d,, are given as in (2.1)+(2.4)+(2.12), the rescaled
distance profile Y,, satisfies on the interval (—&,, +&,) the ODE (2.7) along with the initial values
(2.8) up to small error terms. Moreover, all these quantities are on the approximate level completely
determined by w and m, and give rise to explicit asymptotic formulas for R, on the interval x &€
(—=1/2, +1/2).

The final argument is that the local behavior of the distance profile determines also the global one
because (2.2) can also be used to justify the approximate differential equations

wQRZ(x) ~ &' (R,(r—1)) ~ —%wQRZ(x -1) for =€ (+1/2, +3/2) (2.13)
for the ‘base of the tent’ and
WER/(z) =0  for x € (+3/2, )

for the ‘tail of the tent’, which by evenness hold also for x < —1/2. In principle, these identities allow
us — as in [HM15] — to recover the entire distance profile provided that the constants of integration
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will be determined such that both R, and R/, are continuous at x = 1/2 and = = 3/2, and vanish at
x = 0o. For our asymptotic proofs, however, it is more convenient to rely on the approximation

‘P’(Rd)

R, =~ x xx * (X 3 %—%X*X*(XRZ), (2.14)
where the indicator function x of the interval [—1/2, +1/2] serves as both convolution kernel and
cut-off function. This formula bridges neatly between local and global approximations since the right
hand side represents a C!-function on R which depends only on the behavior of R,, on (—1/2, +1/2).
In particular, (2.14) encodes the above mentioned matching conditions in a concise and implicit way.

We finally mention that the even velocity profile V, can be approximated either piecewise via the
approximate differential equation

wV(z) = @' (Ry(z — 1/2)) = WIR!(x—1/2) for ze€l0,1], wV! ()=~ 0 for z€ll, o0)

or better globally by wV,, ~ %X * (xP'(Ry)).

Outlook. In what follows we employ the outlined ideas and prove that the asymptotic ODE
problem corresponding to (2.7) and (2.8) determines in fact all asymptotic properties of lattice waves
in the limit w — oo. Of course, the analytical details will be more involved than the above non-
rigorous computations and require explicit bounds for the error terms. In principle we could exploit
ODE perturbation techniques as in [HM15], but here we proceed differently and in a more concise way.
We first identify in §2.4 almost explicit formulas for the approximate solutions and conclude afterwards
in §2.6 the existence of a nearby exact solution by a fixed point argument in a suitable function space.
From a technical point of view, the key ingredients to our approach are (i) the properties of the
solution to the shape ODE studied in §2.2, (77) the precise definition of the scaling parameters in §2.3,
and (i47) the careful investigation of a nonlocal but linear auxiliary problem, which will be introduced
in §2.5 and may be regarded as a simplified and scaled version of the linearized traveling wave equation
(1.13). In this way we can also establish a local uniqueness result for even high-energy waves; this
question remained open in [HM15] and could only be answered in [HM17]. Finally, in §2.7 and §2.8
we quantify the smooth parameter dependence and estimate the tail decay, respectively.

2.2 Asymptotic shape ODE

In this section we provide detail information on the solution to the ODE initial value problem

2 1 _

Y%@:Un+1Y@WH“ Y(0)=1, Y'(0) =0, (2.15)

which determines — via Y, ~ Y and as explained in §2.1 — the asymptotic shape of the lattice waves
in the high-energy limit w — oco. We also study the linearized ODE

2 —

(&) = —WT(UC), (2.16)

because the two linearly independent solutions are important building blocks for the subsequent asymp-
totic and spectral analysis. Notice that the function Y is uniquely determined by the parameter m
from Assumption 1, and see Figure 2.1 for numerical examples.

Lemma 2 (asymptotic shape ODE). The unique solution to the ODE initial value problem (2.15) is
even, convez, strictly positive and grows asymptotically linear. Moreover, we have
2Y'(%)

2Y°(z) 2m
V(@)™ (m+1)Y (@)™

Y)'(#) = - (Y")"(@) = -

where both Y' and Y are asymptotically constant with
_ 92 _
lim Y'() = lim Y°(%) =~

F—v00 m(m + 1) ’ Z—r00

11



graph of Y graph of Y' graph of ¥°

+7.0 +1.0 0.0
0.
+1.0
0.0 +1.0 -1.0
-8. 0. +8. -8. 0. +8. -8. 0. +8.
graph of Teyen graph of T'even graph of Tgven
+1.0 0.0
0.0 +1.0
0.0
-1.0
8.0 -1.0
-8. 0. +8. -8. 0. +8. -8. 0. +8.
graph of Togq graph of T'oqq graph of Toy
+1.0 0 +1.0
0.0 0.0
-1.0 0.0l -1.0
8. 0. +8. -8. 0. +8. 8. 0. +8.

Figure 2.1: Top row: Numerical solution of the nonlinear shape ODE (2.15): graphs of Y (left), Y’ (center),
and Y? (right) for m = 2 (black), m = 4 (dark gray), and m = 8 (light gray). Centre row, bottom row: The
respective plots for the even solution T even and the odd solution T ,qq of the linearized shape ODE (2.16).

and
sup (|5§'|m V'(3) — V' (00)| + & [V(3) — Yb(oo)’) <C.
zeR
Here, the constants v, C' depend only on m and the differential operator’ has been defined in (2.11).

Proof. A simple phase plane analysis shows that Y is even and that both Y and Y’ are increasing for
# > 0. The equations for Y’ and Y follow by differentiating (2.15), and using direct computations
we verify the conservation law

Loy 2 12
§Y @)+ mm+1)Y (@)™  mim+1)

This energy law finally implies the asymptotic conditions for Y’ and Y” as well as the claimed error
estimates. U

Lemma 3 (linearized shape ODE). The solution space to the linear ODE (2.16) is spanned by an
even function Teyen and an odd function Toqq, which are defined by

Toven (%) 1= —%Y(@) _ (% n 1)@(5;), Toaa(F) := (m;”?’(i«)

and comply with the normalization condition
Teven<0) = Y)dd(o) =1.
Moreover, Teven and Togq are asymptotically affine and constant, respectively, with

_ _ _ 1
lim T% o, (%) = — | ——, lim T° .. (%) =, Jim Toaa(Z) = mrl

imvoo VN PSS R = m

and satisfy the decay estimates

sup (11" [Then(®) — Toen(00)] + 7™ | Toren () = Thyen()]) < €

- even even even even
TzeR
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as well as

~im41 | ~ ~ b~ =h
sup (121 [Toaa(®)| + 121" [Toaa(#) ~ Thaalo0)]) < €
x

for some constant C depending on m and ~ as in Lemma 2.

Proof. We compute that Teyen and Togq solve (2.16). All other assertions follow from Lemma 2. [J

We finally mention explicit expressions for m = 2, namely

V9 + 622 _ - 3 — 232 _ B 3%
I e—— Teven(x) Y ————— Todd(x) S =)
3 V9 + 622 V9 + 622

which imply the non-generic property ¥”(oo) = 0.

Y(7) =

2.3 Scaling parameters

Motivated by the heuristic discussion in §2.1 we aim to study the wave profiles R, and V,, as functions
of the rescaled space variable Z from (2.5) in order to resolve the fine structure of the distance profile
near x = 0. In a first step we specify the w-dependence of «y,, B, and &, by the following result,
which does not alter the algebraic relations in (2.4) and (2.10) but provides a precise definition for «,
in terms of Y. This value is asymptotically consistent with (2.12) and ensures that the approximate
distance profile constructed in Lemma 5 below has sufficiently nice properties.

AV (2)
z

~ 6;m/2

z
w 38w
" (R.,(%))
~ 5—m—2
~ 6—m—1
~ 1 @
~1

Figure 2.2: Top row. The scaled distance profile R., and the corresponding velocity profile V., from (2.20).
The shaded region indicate the intervals I, and 31, \ I, related to the ‘tip of the tent’ and the ‘base of the tent’,
respectively. The explicit approximations Rs and Vj are constructed in Lemma 5 and Lemma 8, respectively,
and vanish identically outside 31, and 21, respectively. Bottom row. The resulting profiles after applying @’
and ®”, see Assumption 1.

Lemma 4 (parameters oy, (3, and &,). For all sufficiently large w, there exists a unique &, > 1 such
that
T (6 e ) 4 .
0 (wa (&) + Y(gw)) = (2€w) mE (2.17)

Moreover, we have

s N 4\
o:’in = & = 2 wSw m+2 2.1
@ ( & ) (m(m + 1)> (2.18)
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as well as

w—r00

6waw£wy/(€w) B % s 5wawY(€w) E— % ) (2'19)
and &, depends smoothly on w.

Proof. The left hand side in (2.17) is a strictly increasing and asymptotically linear function in its

argument &, > 0, attains a positive minimum at the origin, and involves the small prefactor 55/ (m+1),

On the other hand, the right hand side is concave, strictly increasing, and independent of §,,. It also
vanishes at the origin and grows sublinearly. We therefore conclude for all sufficiently large w that
there exists precisely two solutions &; ,, and &2, to (2.17), which depend smoothly on w and satisfy

0<&w<&u <00, lim &, =0, lim &, = 00.
w—00 w—r00

We set &, := &, and in view of the asymptotic properties of Y from Lemma 2 we reformulate (2.17)
as

m

e Gﬂ(oo) i O(§;m>> - (W(OO) + O(SJ’"“)) = (26,) 76, 7

This implies

(26,6,)7 = (V/(00) — (26,) 7'V (0) + O(€,™))

and yields the desired results by direct computations and thanks to the asymptotic formulas from
Lemma 2. O

Our subsequent analysis relies on the ansatz
R, (%) = Ry (0uB.7), Vo (7) = Vi, (00 Bu7) (2.20)

which scales the space variable but not the amplitudes, and the integral equations in (1.13) transform
into

Ry = X * X * (52"“0&”*2@’(&)) (2.21)

and

V, = o * (531/2+1a31/2+1q>’(1%w)) . (2.22)
Here, x., is the indicator function of the interval

I, = [_éwa +£w] ) (2‘23)

which corresponds to the interval [—1/2, +1/2] with respect to the unscaled space variable x, and we
readily verify

(Xw * Xw) (%) = max {2&, — |Z|,0} . (2.24)

In other words, the convolution kernel in (2.21) is a tent map with height 2, and base length 4¢,,.
For later use we also introduce a modified discrete Laplacian by

(AL0) (%) = e™U (% + 26,) + e VU (3 — 2&,) — 20U (%), (2.25)

where w € C denotes an arbitrary weight parameter.
As illustrated in Figure 2.2, the profiles ®’(R,,) and ®"(R,,) possess very large amplitudes in the
limit w — co. We therefore define

Py(2) == 602 20" (Ry(7)),  Ku =00 al Mo (R, (7)) (2.26)
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and expect — according to the informal discussion in §2.1 — that
P, (Z) ~ P(z) and K., (Z) ~ K() for z€l,), (2.27)
where the limit profiles

P(7) -— 1 (7)) = — 1
P(7) = o K(7): TR (2.28)

can be computed from the unique solution of the asymptotic shape ODE (2.15).

We finally mention that the amplitude of R, remains bounded as w — oo while V,, attains values
of order O(w). We decided not to normalize V,, because this would complicate the notations in §3 but
we always display normalized velocities in the plots of the numerical data, see for instance Figure 1.2.

2.4 Explicit approximation formulas

We now introduce an approximate distance profile. The existence of a nearby exact solution is proven
in Theorem 7 below, which also provides explicit bounds the approximation error.

Lemma 5 (approximate distance profile). The function
Rw = Xw * Xw * (Xwéwawk) (2~29)

is even, continuously differentiable, compactly supported in 31, increasing for 0 < T < 3§, convex
for 0 <z < &,, and concave for £, < & < 3§,. It can be regarded as an approximate distance profile
as it satisfies

v

Ry = Yo # X+ (0072007200 (R) + ), B = —du00 (Vo (Ku — K) = (1 - Xw)K)  (2:30)

with small error terms in the sense of

%0 (Ko — K)||, < Coimtemt - (1= gu) K|, < COF (2.31)
and
1o (B = P)Y ||, < oot (1= Rw) B, < Ca (2:32)

for some constant C independent of w, where P, and K,, are defined in terms of R, analogously to
(2.26). Moreover, we have

R, (%) = —1+6,0,Y(Z)  for 0<Z<E, (2.33)

and

v

Ry(%) = 3000 (Y (&) = Y (& — 28,)) — 36wan Y (&) (36 — ) for & <E<3&,  (2.34)
as well as

GRL(E) = —Ro&) — L, R,2&) — 0, RL2&) — 0 (2.35)
as w — 0.

Proof. Formulas for R.: By construction, see (2.15)+(2.24)+(2.28)4(2.29), the function R, satisfies

R"(%) = —20,0,K (%) = 6,0,Y"(8)  for Zel,, (2.36)
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and

£w gw
R,(0) = 26,04, / (26, — ) K (%) dF = 00 / (26, — #)Y"(%)dz
0 0 (2.37)
= —25wawfw}7,<fw) + 0wty (Yb(fw) - ?b(o)) = 0wy (fwiﬂ(gw) + Y(fw)) + dw
=-1 + (5w0¢w ’
where the last equality holds due to (2.17), i.e., by our choice of ay, and ,. The combination of

(2.36) and (2.37) gives the representation formula (2.33), the smoothness of R, is a consequence of
R" = 8,00, (XwK) with Ag as in (2.25), and supp R,, C 31, is provided by (2.29) and supp X, = L.
Moreover, (2.34) follows in view of (2.33)+(2.36) from

RI(#) = —LR"(7 - 26,) = —L6,0, Y/ (7 —2¢,)  for &, <& <3¢,

thanks to the smoothness of R, at & = &,, and (2.35) can be concluded from Lemma 2 and Lemma 4.
Finally, the claimed monotonicity properties of I, and its derivative are implied by (2.33) and (2.34).
Error estimates: The properties of &, and Y ensure

—1< Ry(%) = =14 0,0, Y (&) < =14 6,0,V (&) < =% for |z <&,

=

where we also used the convergence results in (2.19). By Assumption 1 we get
|K,(2) - K(3)| < ooy (z) ™ " < osk@@ +)z)) ™™ " for |3 <& (2.38)

and hence — for both £ < m and k > m — the desired estimate (2.31); after integration (see also the
comment below). Moreover, thanks to

S <R, (Z)<0 for & <|¥<3&,, Ru(#)=0 for |&]>3E,
and the regularity properties of ® we find
|K(2)] < C6TH Ry(2)] < Cot for &, < |@| <88,  Ku(@) =0 for |@| >3,

so the claim (2.31)9 follows after integration over R\ I,. In the same way we demonstrate

|Py(%) — P(2)|[V(3) < CEY (@)™ for  |2| < &, (2.39)
as well as
|Po(@)| < COZF2 - for [7] > &,
to obtain (2.32). Finally, the identity (2.30) holds by construction and the proof is complete. O

The proof of Lemma 5 exploits — see the arguments after (2.38) and (2.39) — the elementary
estimate

bw &k for k <m
§wk/(1+ pFmlaz <ol ¢mIng,  fork=m
0 &m for k> m

for either k < m or k > m, and this gives rise to the error terms in both (2.31); and (2.32);. However,
the assertions of Lemma 5 — and hence all asymptotic results derived below — remain valid for k = m
provided that we replace &, n{km} by (5&”‘111 5w‘.

We further emphasize that (2.33) can be viewed as the analogue to the heuristic formulas
(2.3)4(2.7)+(2.8) as it links R,, to Y, the solution of the asymptotic ODE initial value problem
(2.15). Moreover, differentiating (2.34) gives the analogue to (2.13), and we conclude that the ad hoc
definition of R, in (2.29) encodes all informal ODE arguments from the heuristic discussion in §2.1.

Finally, R, is completely determined by w and m, and the corresponding approximation to the
unscaled distance profile R, can be obtained as follows:

16



1. compute Y as the solution to the initial value problem (2.15) with parameter m,

2. determine &, by solving the nonlinear but scalar equation (2.17), which also fixes the values of
A, Bu via (2.18),

3. construct both the scaled ‘tip of the tent’ and the scaled 'base of the tent’ from the explicit
formulas (2.33) and (2.34) for Z € I, and € 31, \ L., respectively, with I, as in (2.23),

4. glue the local profiles together, extend trivially, and pass to the original space variable x by
scaling according to (2.5) and (2.20).

We used this strategy to compute the ODE approximations in Figures 1.1 and 2.3.

2.5 Simplified linear traveling wave equation

In this section we state and prove the key technical result in the chapter on nonlinear waves, which
below allows us to demonstrate the existence, uniqueness, and smooth w-dependence of high-energy
waves, and to validate the explicit approximation formulas from the previous section.

Lemma 6 (solvability of a nonlocal auxiliary problem). For fized w and any given Fell,,, there
exists a unique solution U € LY, to
U = X * Xo * (XoPU + F), (2.40)
which is continuously differentiable and satisfies
181, = 5@+ 5], + 2151, + 71, < I, a1)
for some constant C depending only on the parameter m. Moreover, we have
U () +U(EL) =0, supp U C 31, (2.42)
and
Ue) = 5U() = 5U (% — 260) + 50" (6)(@ —3&)  for & <& <3 (2.43)

provided that F is supported in L.

Proof. Reformulation of the problem: Since X,, vanishes for |Z| > &, the even function U is uniquely

determined by its restriction to I,,. Therefore, and since U satisfies the linear advance-delay differential
equation

U" = Ao(%PU + F), (2.44)

according to the definition of Y, in (2.24), we conclude that (2.40) is equivalent to the combination
of the ODE

U"(%) = —2P(&)U(z) + E, () for &el, (2.45)

and the nonlocal consistency relation
280
00) =2 [ (26 - 5% () P@0 () + F(@) da (2.46)
0

where we used the abbreviation



in (2.45) and derived (2.46) by evaluating the convolution integral in the claim (2.40) at = = 0 and by
means of (2.24). In the next step we show that (2.46) determines a unique value for U(0) and hence
a unique even solution to the initial value problem corresponding to (2.45).

Ezistence and uniqueness of U: In view of (2.45), the consistency relation can be written as

(2¢,, — 2)U"(2) dz + d,, (2.47)

0(0) = —

with
Ew 28w
do = [ (26 — F)E,(2)di+2 | (2& — 2)F(2)dz,
/ /

and after direct computations in (2.47) we derive the simplified formula

&0 (&) + U(&) = du (2.48)

as an equivalent reformulation of (2.46). Moreover, the Duhamel Principle applied to (2.45) provides
the representation formulas

U(z) = U(0)Toven(Z) + / (Toda(Z)Teven(§) — Teven(Z)Toaa(9)) Ew(§)dg  for Ze€l, (2.49)
0

U/(i.) = 0 even + / odd Teven(g) - Téven(i')TOdd(g)) w(@) dg for '% € Iw )
0

which hold due to the Wronski identities

(/)dd(j)Teven( ) Téven(N)TOdd(‘%) = ngd(O)Teveﬂ(O) Téven(O)TOdd(O) 1

and imply
w €w
ﬁ(fw) = U(O) - /Todd(g)Ew (g) dg Teven(&w) + /Teven(g)Ew (?]) dﬂ Todd(gw)
0 0
and
&w §w
U/(gw) = 0(0) - /Todd(g)Ew(g) dy even(fw) /Teven@)Ew@) dy odd(fw)'
0 0

Inserting the latter two identities into (2.48) — and employing the asymptotic properties of Teyen and
Toqq from Lemma 3 — reveals that U(0) is uniquely determined and satisfies

gw éw
U(0)| < /Todd(@)Ew@) dg| + C&;t /Teven(g)Ew(@ dg| + C&tdy < C(|Bullt + duldl)
0 0

which yields the desired bound for |U(0)| since we have ||E,|; < 4||F||1 and |d,| < Co,'||F||;.
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Estimates for U: From (2.49) and the properties of Teyven, 1 odd We further infer

|P(&)U (%) < |U(0)||P(&)Teven(®)| + C|2P(F)|||F||,  for &€ L,
and obtain
X P UL < || F],

after integration with respect to & € I,. Moreover, Young’s inequality for convolutions in (2.40)
implies
SO, +0u]|Ull, < CllxeP T+ FIl, < C||F),
thanks to ||Xw * Xwll1 < C6,2 and || Xw * Xwlle < CI, 1, while
HU//

Iy < 4l%PU+Fll, < ¢|[F,

is a consequence of (2.44). ) )
Concluding arguments: Now suppose F(Z) = 0 for z ¢ I,, and notice that this implies d,, = 0 and
hence (2.42) via (2.48). Moreover, differentiating (2.40) twice with respect to & gives

U"(z) = —2P(2)U(3) — 2F () = —2U0"(z + 2¢,)  for |&] <&,
and we deduce that the function C' with
C(z) :=U(&) + 2U (& + 2&,) (2.50)
is affine on I, as its second derivatives vanishes on that interval. After Taylor expansion and due to
U(3) = U'(36) =0
we therefore find
C(#) = Ce) + ') — &) = U(&) + U'(&) (T = &) for 7] <&.  (251)

The claim (2.43) finally follows from evaluating (2.50) and (2.51) at & — 2§, and by rearranging
terms. U

Notice that the problem (2.40) can be regarded as a simplification of the linearized traveling wave
equation provided that we are able to control the approximation P, = Y, P, which is consequently
among our main goals in this section. We further emphasize that we have

7]l < 1071 < 11T1l..., (2.52)

for any even function U and that the properties of ¥ from Lemma 2 imply the pointwise estimate
06)| < 5O+ 7] I21 < [00)] + [07], 13 < €71, ¥ @) 259)
for all £ € R, which plays a prominent role in the derivation of our asymptotic arguments.

2.6 Existence and uniqueness

We finally combine the approximate solutions from §2.4 with the auxiliary problem from §2.5 to prove
the existence of high-energy waves by means of Banach’s Fixed Point Theorem.
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Theorem 7 (w-family of nonlinear lattice waves). There exists a constant D which depends only on
P such that the scaled traveling wave equation (2.21) admits for all sufficiently large w a unique even
solution R, in the set

< gmin{kmi+p (2.54)

*, W T

|1 = |
where the approzimate wave R,, and the norm |||+, are defined in Lemma 5 and Lemma 6. Moreover,
R, attains values in (—1, 0] and we have
X (K = K[|, < o™t |1 = Ru) K|, < 067 (2.55)
as well as
%o (P = P)Y ||, < cogintbmt (1= xw) B, < COH2 (2.56)
for some constant C' independent of w, where P, and K,, are defined in (2.26).
Proof. Within this proof we use the abbreviation
[ ;== min{k,m}

and setting ®(r) := 0 for 7 > 0 we can consider ® as a continuously differentiable function on (—1, co)
with piecewise continuous second derivative. Moreover, we restrict all considerations to the space of
even functions.

Reformulation as fixzed-point problem: We make the ansatz

R, =R, + 60, ,

and write the equation for R, first as

U = X Ko (RP U + Aus + Bulis + ColOL] + Do [0L))

Here, K,, denotes the linear solution operator the auxiliary problem (2.40) and we have
A, = —5;l71Ew, B, = Xew (Pw - ]5)
with E,, as in (2.30), as well as

Col0) 1= 3510l 25 (@ (R 4+ 010 — @ () — 710" () D)
and
D[] = (1 — )0+ lgm+2 (@’(RN + oL — @’(éw)) .

Our strategy is to show that .7:"iu is contractive on some ball in a certain function space.
Properties of the operator F,: Suppose that

ol <D

where the constant D will be chosen below, and observe that (2.31), (2.32) and (2.53) provide

14u]l, =€
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as well as
1B.U, < [Ixe(Po = P[0V, < Cllxe(Po = PY ][O, , < CED.
Now let U, be another function with ||U,]|+ ., < D and notice that the function
u = Yz(u) = (Ry(F) + 05 u) — ' (Ry(8)) — 6410 (R () )u
satisfies 1z(0) = 0 = 95 (0) for any given Z. The Mean Value Theorem therefore yields via
Vi (u) — ¥z (uy) = Vi(ur) (v — i) = V% (u2)ur (u — uy) for some u1, ug depending on u and wu.
the estimate

Col0)(&) — Cal0)(@)| < Copt?

" (Ry(i) + 5fu+1(72(g:~))‘ ‘Ul (:z)‘ ‘U(i) 0.3 (@57)

Here, both U;(Z) and Uy(Z) belong to the smallest interval containing {0,U(Z), U,(Z)} and can be
bounded by

03(#)] < max {|0(2)

, |(?*(5c)\} <DYV(z), =12 (2.58)
thanks to (2.53), which also implies that

|U(&) = Uu(3)] < C|U = Usls, Y (). (2.59)

From (2.33)4(2.53) and for

we further infer the pointwise estimate
14 16,0,Y (8) < Ry(3) + 651 U2(3) < —1 + 20,0, Y (2), (2.60)

and conclude in view of Assumption 1 and by (2.57)+(2.58)4(2.59) that

- -1~ !
ColU)(Z) — CulUL] ()] < <6,CD v a

00— 01@)||0(@) - 0.(3)] 10-Tll..

After integration with respect to & € I, we finally get

|Cul0] - ol < abenlo -0, .. [T, < aleD?

*w
for all sufficiently large w, where the second identity follows from the first one via U, =0. Using
Ry,(%) 4+ 05°10,(z) > —3 for &¢I,

and the analogous result for U, we further verify

)Dw [0)(3) — DL[0] ()| < Comt2|0(3) — Uu(3)]  for &¢I,

since @' is globally Lipschitz continuous on [—3/4, o). We thus obtain

[D.[0] - B[], < az2C0 ~ O], <azclo— 0., [Bul0)], < aveD

*,w

by integration over R\ I,, and setting U, =0.
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Ezistence and local uniqueness: Combining all partial results derived so far we demonstrate the
implication

0, , <0 = |Z0),, <c(1+dD+aLD*+d5D) <D

for all sufficiently large w provided that D is first chosen sufficiently large and independent of w.
Moreover, the operator F,, is — again for large w — also contractive in the D-ball with respect to the
|||+, w-norm, so both the existence and local uniqueness of a fixed point U, is granted by Banach’s
Contraction Mapping Principle. Notice also that (2.21) combined with the non-negativity of —®’ and
Xw implies R, <0, i.e. the constructed solution attains in fact values in the interval (—1, 0] and is
hence not affected by the continuation of ®.

Further estimates: For & € I, the formulas (2.53), (2.54) guarantee

|Ro(%) — Ru(&)] < C||Ro — Rul|, Y (&) < CD &Y (%),

so in view of the pointwise bounds from (2.60) and Assumption 1 we establish the estimates
y _ Ry,(Z) — R, (& _
Ko, (2) - Kw(j)‘ <Cs,! | (33) +2($)| < Coy (@)

Y(@)™

as well as

1 ‘Rw(j) - Rw(j)’ T~
A — Y
Y(z)

by Taylor arguments. The claims (2.55); and (2.56); now follow after integration with respect to

Z € I, from (2.31); and (2.32); by the triangle inequality. For & ¢ I, the regularity of ® on compact
subsets of (—1, 0] implies improved Taylor estimates. More precisely, we get

(- %) (e~ B, € OO R — Rl < 0037 R — R, < G

B(F) — ]Sw(a?)‘ V(7)< 0o

as well as
101 = %) (P — Bo) ||, < OO Ry — Rl < COHY| Ry — Ra|,,, < 812,
s0 (2.55)9 and (2.54)y can be deduced from (2.31)2 and (2.32)s. 0

We conclude this section with some comments. First, Theorem 7 does not guarantee that the exact
wave profile R, is unimodal although this properties might be deduced from a more refined analysis,
see also the discussion in [HM15]. Secondly, the error estimate (2.54) implies

| R — R, < Comintiamt < camintemb| || (261)
as well as
1Ry = R, < Ccomintbm=t < camintem | R |

i.e. both the L>®-error and the Ll-error with respect to the unscaled space variable z are at least of
order O(&Ln intk, m}). Moreover, since the formulas in Lemma 5 provide

1R = Rooll o < Cous R = B, <€,
where R denotes the rescaled tent map Rao from (1.11), we conclude that R,— R, is asymptotically
smaller than R, — R. This observation is also supported by the numerical data from Figure 1.1.
The simulation in Figure 2.3, however, indicate that the real approximation error is even considerably
smaller than the global prediction in (2.61) and does not exceed the local one, which is given by

| R, — R | < |R.y(0) — Ry (0)| + Cy|| Rl — RL|, < Cgomintbmi+l

00,[—7, +7 Hl,R =
for any compact set [—7, +g| independent of w.

Finally, for completeness we state the corresponding approximation result for the velocity profile
and recall that the integral identity (1.12); predicts the amplitude of both V, and V,, to be of order

O(w).
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Figure 2.3: Distance-approximation error ¢, min{k’m}_l(Rw — Rw) (top row) and velocity-approximation error

0w min{k’m}(w_lffw — w‘lf/w) (bottom row) plotted versus x = 4,8, for the waves from Figure 1.1. Recall that
in our numerical simulations we first compute (w, R, Vw) and afterwards (R,,, V,,) by Lemma 4 and Lemma 5,
see the discussion in §1.

Lemma 8 (approximate velocity profile). The even function

o

Vi = —Ww Xw * ()N(w a;m/zf()
satisfies R, =—w! Xew * (5wﬁw‘7w) as well as
Vo(@) = —fwa,™P(V(& - &) = V'(&)  for 0<&<28,
and ‘v/w(f&) =0 for & > 2¢,. Moreover, we have
ullo Ve T+ 1 — Vo oV w1 < Cmnttn)
for some constant independent of w, where V,, is completely determined by R,, via (2.22).

Proof. Our definition implies supp V., = 21, as well as

€ €
V() = —wa;™/? / K(§)dy = 3 way™? / Y'(g)dg  for 0< <26,
T—E€w Z—E€w

so the desired representation formula for V., follows immediately. Moreover, by construction — see
(2.1)+(2.4)+(2.22)+(2.27) — we have

~ v —

Voo — Vo = wXw * (0w

and Young’s inequality for convolutions provides

u

0| Vi = Volly + 11V = Vol oo + 1V = Vi

[y < CorBullRulls + IRolloo + LI ) 1Ko = %K),

where we used that x/, is a sum of two signed Dirac distributions with bounded mass. The claimed
error estimates are thus a byproduct of (2.31). O
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2.7 Smooth parameter dependence

In preparation for the spectral analysis in §3 we prove that the distance profile R, provided by
Theorem 7 depends smoothly on w, which is not immediately granted by abstract principles since
the fixed point argument from §2.6 works with w-dependent norms and operators. More importantly,
we establish almost explicit approximation formulas for d,R, which allow us to compute the base
functions for the neutral Jordan modes up to high accuracy.
The starting point for our considerations is the identity
Ol = x X+ (0720 (Ru) DRy — 2070 (Ru) ) (2.62)
which follows by symbolically differentiating the integrated traveling wave equation (1.13) with respect
to w. Due to the scaling (2.21) and the definitions in (2.26), this equation can be written as

Ow = o * N * (ﬁ’wa n f(w) , (2.63)

where the unknown

Qu(@) = =16, 10 0,y Ry (0,8,3) = m oy 5, Ry (0uPu) - (2.64)
can be expected to have amplitudes of order O(1) and represents a scaled analogue to the derivative
of R, with respect to the small quantity d,. Notice also that (2.62) is easier to analyze than the
corresponding integral equation for d,R,, as the latter involves a convolution kernel which depends
explicitly on w.

Our strategy is to prove the existence of d,,R,, by showing that the nonlocal equation (2.63) admits
a unique solution, and to approximate the latter by a function Qw, which is well defined by

Qu = Xo * Xo * (X P Qu + X K) (2.65)

and can be computed explicitly, see the proof of Lemma 10.
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Figure 2.4: Derivative of the distance profile R, (top row) and the normalized velocity profile Vo, = w1V,
(bottom row) with respect to d,, computed with the numerical data (black, dashed) from Figures 1.1 and 1.2,
and using the approximate formulas (gray, solid) from Lemmas 4 and 5. The corresponding rigorous results are
stated in Theorem 9 and Lemma 10.

Theorem 9 (smooth parameter dependence). The family (Ry)., from Theorem 7 is C2-smooth in, the
sense that the derivatives

af Rw:
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exist for any sufficiently large w as continuous functions in the variables (w, T), and a similar statement
holds for the corresponding family (Ry). that is provided by the scaling (2.20). Moreover, we have

1Qu — Qul|,, < Copimthm (2.66)

for all sufficiently large w and a constant C' independent of w.

1

oven, there exists a

Proof. Linearized traveling wave problem: We first show that for any given F € L

1
even

unique solution U € L to the linear problem

U= Xw*Xw* (PU+F), (2.67)

which can equivalently be written as

U=k, [;zw (By— P)U + (1 — %) P,U + F} (2.68)

with K, being the solution operator to the auxiliary problem (2.40). In view of Lemma 6 we conclude
that any solution U necessarily belongs to the Banach space

jzw = {(7 : “t}H*,w < C()}’
and combining (2.41) with (2.56) yields
%o (P = PYU|, < (IR (P = PYY IOV, < Clix(Bo = PYY IO, , < 855 Cl|O],
thanks to (2.53) as well as
10 =) PO, < (10 = %) ol T, < CT], -

We thus conclude — at least for sufficiently large w — that the right hand side in (2.68) defines an
affine operator that maps X, contractively into itself. The existence and uniqueness of solutions is
therefore granted by Banach’s Contraction Mapping Principle, and we readily verify the continuity
estimate

151, < CllEll, (2.69)

for some constant C' independent of w. We also infer from the definition of the norm |||, , — see

(2.41) and (2.52) — that ||U||« < oo implies that U is continuous with respect to the space variable

T.
ODE for R,: The identities (2.63) and (2.64) can be written as

@mzfmwﬂ%xﬂMJﬂﬂﬁwyﬁmmm, (2.70)

where M., denotes the solution operator to (2.67) and S,, abbreviates the scaling z +— Z, see (2.5).
Moreover, the superposition operator corresponding to @’ is Lipschitz continuous on the open set

{R, € X, : min R, (%) > —1},

where we tacitly assumed — as in the proof of Theorem 7 — that @’ is trivially extended to the
interval (—1, oo) in order to ensure well-definedness. The initial value problem corresponding to the
Banach-valued ODE (2.70) is hence locally well-posed and gives rise to a family of smooth traveling
waves. Due to the local uniqueness we finally conclude that the w-family from Theorem 7 is in fact
continuously differentiable with respect to w and that d, R, depends continuously on both x and w.
Moreover, differentiating (2.62) with respect to w and inverting the linear main part by M, gives
an ODE for 9, R,,, which involves — among other terms — the functions ®” and ®", but there is
no regularity issue as these functions are only evaluated at points R,(x) € (—1, 0]. From this we
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conclude that 92 R, is well-defined and depends continuously on both w and z. Moreover, the spatial
regularization of the convolution with the tent map y * y combined with the integral equations for
R, and 0, R, guarantees that the partial derivatives 9, R,,, 9.0, R.,, 0,0 R,,, and ang are all well-
defined and continuous with respect to the variables (w, z). Finally, using (2.20) we conclude that
R, = S,[R,] has also the desired regularity properties.

Approximation error: By construction, we have

Qu=Ko[WK],  Qu=Mu[K,] =Ku[XWK + B,
with error terms
Ew=Xo(Po = P)Qu+ (1 = %) PuQu + Xw(Kw — K) + (1 — Xw) Ko,
and the continuity of K,, and M, — see (2.40) and (2.69) — imply
Qu

as well as

o SCIWEl =00 Qull. , < CllE] + OB s CO+[IE]) 271
19w = Qull. ., < CllE], - (2.72)
On the other hand, by (2.41), (2.53) and Holder arguments we estimate
| Bully < OI%0 (P = PYVally + 11 = )Pl 827 1 Qul. o + 1% (Ko = Ki) + (1 = %) Ko
and inserting (2.71) as well as the error estimates from Theorem 7 we first obtain
1Bl < C (gt 4+ a3) (L+ || Bull,) + O
and afterwards the claim (2.66) thanks to (2.72). O

The regularity statements in Theorem 9 are not optimal but sufficient for our purposes as they
guarantee the C2-regularity of the map (w, x) — R, () and hence also the Schwarz identity 0,0, R, =
0,0, R,,. By boot strapping one easily shows that this maps actually admits infinitely many derivatives
provided that ® does so on the interval (—1, 0].

We also remark that the error bounds for HQw — Qw}|* ., and Hf%w — RwH*M differ by one power
of ., because (2.66) and (2.41) give 7

|G — Qul, < amthm =t < guintim1) ),

oo

as well as
HQw . Qwul < 5glin{k,m}—2 < 5glin{k,m}—1HQwH1 )

To conclude our study of the parameter dependence we finally analyze the defining equation for the
approximation @),. In particular, we show that the latter is completely determined by Y, see (2.76).

Lemma 10 (properties of the approximation Qw) The unique solution Q,, to (2.65) satisfies
QV w—00 7m_1}—/b
w
in the sense of locally uniform convergence. Moreover, we have
|m Qu(0) = 1] + | Q0 (&w)] < C6. (2.73)

and

v

1l + 1€, Qo

for some constant C' independent of w.

|oo+5""

,<C (2.74)
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Proof. Lemma 6 ensures that Q,, is well defined with
6@ (6w) + Qu(éw) = 0, (2.75)
and differentiating (2.65) twice with respect to Z reveals
)"(%) = —2P(2)Qu (%) — 2K ()  for Zel,.
On the other hand, the asymptotic shape ODE (2.15) can also be written as
Y"(%) = —2P(2)Y (%) — (m +2)K (%),

see (2.28), and in view of Lemma 3 we conclude that the even function (m + 2)Q,, — Y is a multiple
of Toven. In other words, there exists a constant ¢ such that

(m+2)Qu(E) = (1 +me)Y (2) + (m +2)c¥’ () = (1 + m )iV (&) + (2¢ — )Y’ (2) (2.76)
holds for # € I5. We therefore have
(m +2)Qu(&) = (1 +m )€Y () + (2c— )Y’ (&)
as well as
(m+2)6,0QL (&) = L+ ma)eY(€) + (m+2) &Y (S) |
and inserting this into (2.75) we arrive at
0=2(1+mec)&Y’ (&) + (m+2)c2Y"(&) + (20)Y° (&)
The asymptotic properties of Y — see Lemma 2 — imply via
0=2(1+mc),Y (00) — (=1 +2¢)Y(c0) + O(677)
the expansions

1
1+me=0(,),c= _E+O(6w)’ (2.77)

so using (2.76) we readily verify (2.73) as well as

%0 Qulloo + 1% @l < C.

The latter estimate also gives (2.74) after evaluating (2.42) and (2.43) with U = Q,, and noticing that
the compact support of @, implies ||Qu |1 < C3;'(|Qwllco. Finally, the locally uniform convergence
claim is a direct consequence of (2.76) and (2.77). O

The proof of Lemma 10, see especially (2.76) and (2.77), reveals that 05, R,, is a genuine two-scale
function in the sense that a tent-shaped background profile is superimposed by three decorations
having amplitude of order O(1) but width of order O(d,). This observation is confirmed by the
numerical data in Figure 2.4, which also illustrate that the decorations near x = +1 are — due to the
discrete Laplacian in (1.6) — shifted and scaled variants of the decorations near z = 0.

2.8 Tail estimates

Our final goal in this chapter is to establish the exponential space localization of the distance profile
and its parameter derivative. For later use in §3 it is convenient to base this analysis on R,, instead
of R, and to work with

Qu(z) = Qw (5;15;1:13) =may, 05, R,(x) (2.78)

instead of 9, R,,, see (2.64). . B
We first derive some global bounds which are consistent with the heuristic rules (2.3) and Y,, = Y,
and show afterwards for large w that both R, and @, decay rapidly as x — £oo.
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Lemma 11 (global estimates for R, and Q). We have
1Bl + 1102l o + 1Rl + 0[]0, < ©
for some constant C' independent of w.

Proof. The approximation results from Theorem 7 combined with the definition of ||-||+ ., — see (2.41)
and (2.52) — ensure

R Rl OB, osRa - a5 < O,
with | = min{k, m}, while Lemma 5 provides
[Rl<C. sk, < Ch..

The claim for R, is thus granted by the scaling ansatz (2.20) and Lemma 4 since the spatial scaling
(2.5) implies 0z = 0,8, 0,. Similarly, the claim about @, follows from (2.66) and (2.74). O

Lemma 12 (rapid exponential decay with respect to ). For any given a > 0 and all sufficiently large
w we have

|Ry ()| + |0xRus(z)| < C8J exp (—alx|) for x| >3 (2.79)
as well as
|Qu(@)] +|0:Qu(2)] < COT M1+ Jal)exp (—alal)  for |z >3 (2.80)
for some constant C' which depends on a and ® but not on w.

Proof. Preliminaries: Within this proof we set

D:= sup |<I>”(r)‘ (2.81)
—3/4<r<0

and notice that this implies |®'(r)| < D|r| for all » € [-3/4, 0] thanks to the Mean Value Theorem
and ®'(0) = 0. Moreover, for given a > 0 we can always guarantee the estimate

D6 < exp(—a)

by choosing w sufficiently large.
Tightness of R,: Since R, is even, it suffices to consider z > 0. The approximation results from
Lemma 5 and Theorem 7 ensure

—3 <R (z)<0 for z>1, (2.82)
SO using
supp (x * ) € [-1, +1],  [x*x|, =1
we infer from the integral equation (1.13) and (2.82) the estimate
|Ru(z)| <63 sup  @(R,(y)) < DS sup  |Ru(y)|- (2.83)
yElz—1, x+1] yElz—1,x+1]
Setting
Tw,j = sup ‘RW(CC)‘
z>1/2+j
the estimate (2.83) implies 7y, j41 < D67y, ; and we easily verify
Ty j < (DM 1y o < C(DSTY  for >0 (2.84)
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by induction over j, where the constant C' is provided by Lemma 11. For = > %, this result can be
written as

| R ()] < 7oy 14 2—3/2) < CDJ exp (—alz—2|) < Cexp (3a) DS exp (—ax),

where |-] denotes the floor variant of the integer part, and yields the desired decay estimate for R,,.
Moreover, the integral equation (1.13) also gives

O:R, = (3:0()( * X)) * (w_QQ/(Rw)> ,

and due to
[02(x*x)|| . =1,  supp (Du(x * X)) C [~1, +1]
we obtain
z+1
0:Ru@)] < D87 [ |Ru(w)] dy.
rz—1

For » > % we can therefore estimate
}81Rw(x)‘ < CDé,

thanks to Lemma 11, while for z > 5/2 we can employ the exponential decay of R, to justify the
improved bound

+oo
lawa(x)‘ < CD¢[} / exp (—ay) dy < CDa 16" exp (a) exp (—ax) .
z—1

The combination of the latter two results yield the decay claim for 9, R,, and hence (2.79).
Tightness of Q.: The nonlocal equation for @, — see (2.62), (2.64), and (2.78) — transforms into

Qu=x*x* (w?®"(Ry)Qu + Fl,) ,
where F,, is given in terms of R, and satisfies
|Fu(z)| < C67 1@ (Ru(z))| < CDO 1 |Ru())| for = >1/2 (2.85)
due to our choice of D in (2.81). We define

o= sup |Qu@)|,  fuji= sup |F(z)|
z>1/2+] >1/2+]

and derive — in analogy to the discussion above — first the recursion

G, j+1 < (DO ) (G, j + fuo,5)

and afterwards the discrete Duhamel estimate
j—1

Qi < (DS2Y g0 + Z (D&Y ™ fi
i=0
Inspecting (2.84) and (2.85) we verify
fui CDT My, < OO, (DY
which implies
Goj < (DOD) (g0 +Co5Y5)  for >0

and hence the desired decay rate for @), since Lemma 11 provides g, o0 < C. Finally, writing

0xQu = (833(Xw * Xw)) * (W_Qq)”(Rw)Qw + Fw)

we can argue as above to control the decay of 9,Q,,.
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We emphasize that the decay estimates in Lemma 12 are not optimal. In fact, inserting the expo-
nential ansatz R, (x) = C, exp (—ay |z|) as |z| — oo into the second-order advance-delay-differential
equation (1.6), we obtain after Taylor expanding ®’ the transcendental tail identity

4 sinh? (%aw)

2 )
w

(I)” 0 “+aw —Qw __ 2
w2 — ( )(e ;_e ) _ q)//(o)
ag, Q,

(2.86)

which determines a,, > 0 uniquely provided that w exceeds the sound speed /®”(0) and implies the
asymptotic law a, = 2Inw 4 o(lnw) — oo as w — oo. For our asymptotic analysis, however, the
rough estimates (2.79) and (2.80) with arbitrary but fixed decay rate are sufficient and guarantee in
§3 that all tail contributions are negligible.

3 Linear and nonlinear orbital stability

This chapter is devoted to the dynamical stability of the high-energy waves constructed in §2. In
particular, we study the linearized traveling wave operator L, from (1.14) and the corresponding
eigenproblem

(Dp — NS +w VIV =0, 0y — NV +w 'V (R,)S =0 (3.1)

with eigenvalue A € C in certain function spaces and prove that the only non-stable eigenfunctions
(S, W) are the neutral ones that are generated by the shift symmetry and the spatial discreteness. We
next explain why this already implies the nonlinear orbital stability according to the Friesecke-Pego
theory and postpone a more detailed overview of our asymptotic analysis of the spectral problem (3.1)
to §3.3.

3.1 The Friesecke-Pego criterion for nonlinear stability

Recall that the traveling waves from §2 are supersonic while small perturbations in the tails propagate
no faster than the sound speed /®”(0) < w. On the heuristic level it is hence clear that small
perturbations in front of the wave can affect the stability far more easily than those behind the pulse
because the latter are only influenced by the exponentially small backward tail while the former will
eventually interact with the nonlinear bulk of the wave. We therefore work in exponentially weighted
norms that penalize perturbations in front of the propagating pulse. This idea is natural and has been
used in [PW94] and [FP02] for PDEs and lattices, respectively, and provides also the framework for
our analysis. The stability with respect to the energy norm has later been studied by Mizumachi in
[Miz09] by adapting ideas of [MMO5] to split perturbations in the energy space into an exponentially
decaying part and another small solution to the nonlinear equation which is outrun in finite time by
the main nonlinear wave. The Mizumachi approach, however, also requires to study the linearized
stability problem in exponentially weighted spaces, see [Miz09] and the proof of Corollary 23 for more
details.

In what follows we fix a decay parameter a > 0, define two linear multiplication operators £_, and
Eta by

(E£aU)(z) = U (2)
and introduce the spaces
L3, = Exa[L?],  Hi,:=Ex[HY],

which are Banach spaces with respect to their natural, exponentially weighted norms. Notice that
these definitions encode that a function Uy € L%ra decays rapidly for x — +oo so that &, ,U, still
belongs to L2. Moreover, the operators £+, can also be applied to functions on Z, and this gives rise
to the exponentially weighted spaces

g?l:a - gq:a [£2] ’

30



as discrete analogues to L%,. In what follows we ignore the Hilbert space structure of L3, and identify
its dual spaces with L%Fa according to the standard dual pairing

(V- U,) = /U ()T (2) dar (3.2)
R

Concerning a, we rely from now on the following standing assumption. In particular, we are only
interested in eigenfunctions (R, S) that decay exponentially as © — 400 but might grow for x — —oc.

Assumption 13 (weighted ansatz space for perturbations). The real-valued weight parameter a > 0
is independent of w, and we regard the operator L, from (1.14) as defined on H: xHL and taking values
in L2xL2. Moreover, any generic constant C' is allowed to depend on a.

A further key ingredient to the Friesecke-Pego criterion for stability is the symplectic product
o (S, W), (S—, Wo)) == (S4, VI'W_) + (W, V7IS_)  with Sy, Wy € Li,, (3.3)

where we anticipated a result from Lemma 16, namely that the centered difference operator V is
invertible on exponentially weighted spaces. This symplectic product is naturally related to the FPUT
dynamics since its first order formulation (1.2) can formally be written in non-canonical form as

0 Vﬁl d rj—l/? . 87‘E(7’j,1/2, Uj) 1.2
(V_l 0 > dt < o ) T\OE(r ) ) PO TR0
with skew-symmetric operator on the left hand side and gradient of the energy density on the right
hand side. We further introduce

(S*,wa W*,w) = (amey arvw) ) (S#,wa W#,w) = (6<5wa> 85wvw) (3'4)

as these functions define the neutral stability modes, see Lemma 17, and are hence important for our
asymptotic analysis. Finally, extending the potential ® by

O(r) = %@"(0)7"2 for >0

to a C2-smooth and strictly convex function on (—1, o), we can summarize the non-asymptotic part
of the Friesecke-Pego theory on orbital stability as follows.

Theorem 14 (Friesecke-Pego, linear implies nonlinear stability). Suppose that the family
w = (R, V,)el?xL?
of solitary waves with w € (w_, wy) has the following properties:

(P1) Local convexity of interaction potential. The distance component R,, takes values in the
interval (—1, 00), i.e., in the strict-convexity domain of ®.

(P2) Smoothness and decay. The shift-sampling-map

(1, w) ER X (W, wy) (Rw G+3-7), V(i — T))JEZ e(,n)  (35)

is Cl-regular.

(P3) Energy/speed transversality. The wave energy w v+ hy, from (1.10) has no critical point for
w € (w_, wy).

Suppose further that a given wave speed wy € (w—, wy) complies with the following conditions:

(S1) Supersonic speed and rapid decay. We have w} > ®”(0) and ay, > a, where a,, > 0 is the
spatial decay rate predicted by the linear theory as in (2.86).
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(S2) No unstable eigenfunctions in symplectic complement of neutral ones. The operator L,
admits for ReXA > 0 and [Im\| < 7 no eigenfunction (S, W) € L2 x L2 that would sat-

isfy

o ((EaninSecor ExrinWe o), (S, W)) =0
and

7 ((ExminSipor ExnsnWip, o), (S, W) =0
for alln € Z.

Then, the solitary wave with speed wq s orbitally stable in the sense of Main Result 2.

Proof. This theorem is a simple combination of the result that linear implies nonlinear stability [FP02,
Theorem 1.1] with the reformulation of the linear stability condition in terms of the spectral properties
of (3.1) in [FP04a, Theorem 2.2] and its restatement using [FP04a, Equation (1.15)]. We are using
the same symplectic product and the same eigenvalue problem, but we are taking into account the
extra shift in the distance profile and adapt the notations. For instance, the wave speed is w instead
of ¢, the potential is called ® and not V, and the profile components for the wave under investigation
are denoted by (R.,, Vi) instead of (7, p«). We also write (Si o, Wi, o) and (Sg, o, Wy, o) instead
of v1, vy for the neutral modes and use the derivative with respect to the parameter d,, instead of w
in the definition of (S, u, Wy u). O

The high-energy waves form §2 satisfy (P1) and (S1) by construction and due to (2.86), while in
Lemma 15 below we derive (P2) from the regularity part of Theorem 9 and the decay estimates in
Lemma 12. Moreover, it has already been observed in [FP04a, Proposition 1.3, Equation (1.16)] that
(P3) does not need to be checked explicitly as it is a consequence of (S2); see also the related comment
after the proof of Lemma 17 below. The verification of the linear stability condition (S2), however, is
much more involved and requires a careful asymptotic analysis of the linear advance-delay-differential
equation (3.1) in the limit w — co. The corresponding result for near sonic waves with w 2 v/@”(0)
has been derived in [FP04b] by regarding the FPUT chain as a perturbation of the KdV equation,
which is completely integrable and well-understood.

3.2 Waves and spectrum in the weighted spaces

Before we study the spatial dynamics of eigenfunctions in the limit w — oo, we elucidate the role of
the exponential weights in greater detail. The first result concerns the smooth parameter dependence.

Lemma 15 (regularity in continuous and discrete weighted spaces). The map
w = (Ry, Vo) e (HL,nHL)?

as well as the shift-sampling map from (3.5) are, for sufficiently large w, Cl-regular in the sense of
Fréchet.

Proof. Continuous setting: The smoothness of w — R, € HL, is a consequence of the exponential
decay stated in Lemma 12 and the regularity from Theorem 9, which especially ensures that 9,0, R, =
0:0,R,. The corresponding properties of the velocities are then granted by (1.12); since HL, is
invariant under the convolution with the indicator function y and because ®'(R,(x)) behaves like
R, (z) as  — +oo thanks to Assumption 1.

Discrete setting: Using the integral equation (1.13) we write

J+7+1
ri(rw) = Ro(j + 3 +7) = / Fr(w, z)dr, (3.6)
it
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where the function Fr defined by

z+1/2

Fr(w, 7) = —w W (z) = w? / ' (Ro(y)) dy
z—1/2

is C2-smooth and exponentially localized according to Theorem 7 and Lemma 12. In order to study
the regularity of the map r = (r;) we verify by direct computation the pointwise derivatives

JEL’
J+7+1 J+7+1
0r1j(T, W) = /8FRwa: Oy (T, W) = /8FRwa:
J+T J+T

For 0-r = (0;7}) ¢z we thus find

2

J+7+1
2 .
Jorr(r )y, =S¢ | [ uFrtw, 0)ds
JEL J+T
J+7+1 400
< ZeiQa]’ / ‘8$FR(LU, .%')‘2 dr < CeQa|T\ / ei?axef4a\x| de < CeZa\7'|
JEL j+T

by Holder’s inequality and because Lemma 12 cannot only be evaluated for the decay rate a but also
for the larger one 2a. We further get

o0
|0;r (T + 7, w+ @) — drr(r, w)HZZ < el / eﬂax‘azFR(w +w, 2+ 7) — 0, Fr(w, m)‘de,
+a

—00
so the Dominated Convergence Theorem implies

HaTT(T + 7, w+w) = Or(r, w)Hjia (7,%)=(0,0)

due to the exponential localization and the continuity of 9, Fr. In summary, we have shown that 0,r
belongs to the weighted spaces £2,, and depends there continuously on the variables (7, w). Repeating
all arguments for 9,7, we conclude that the map r from (3.6) is in fact C!-regular, and the statement
concerning v = (v;) ez, with

j+T+1/2
vj(T, w) =V, +71) = / Fy(w, z)dz and Fy(w, z) == —w 1@ (Ry(z))
j+r—1/2
follows analogously. O

Our second observation in this section is that the exponential weights allow us to invert discrete
differential operators.

Lemma 16 (differential operators in weighted spaces). The operators V and A are continuously
invertible on L2,. They also commute with each other and with 0.

Proof. A direct computation reveals

(E+aVEU)(z) = e U (x + 1) —e™2U(z - 1),
(E4aAE_U)(z) = e *U(xr +1) +e™U(x — 1) — 2U(z),
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and we conclude that both the operators £,,VE_, and £, ,AE_, diagonalize in Fourier space and cor-
respond to the symbol functions d, and d?, respectively, with d,(k) := 2sinh (ix/2 + a/2). Moreover,
denoting by 0D, the circle of radius ¢ in C, we find

|do(k)| > dist (0Dg1a/2, 0D, as2) = 2sinh (a/2) >0

and the invertibility assertions in L2, follow from Parseval’s Theorem and the definition of L2 ,. The
arguments for L2 are analogous and the claimed commutator relations are obvious. O

Im A

27
Re A

Figure 3.1: On the 2wi-periodic spectrum of the operator £,. The smooth curves represent the essential
spectrum as computed in the proof of Lemma 17 while the squares indicate the two-dimensional Jordan blocks
stemming from the shift symmetry. In Theorem 22 we show for large w that there is no further point spectrum
in Re A > —a but stable eigenvalues with Re A < —a + o(1) might exist.

We finally derive a preliminary characterization of the spectrum of the operator £, from (1.14), see
Figure 3.1 for an illustration. More precisely, following [FP02, FP04a] we show (i) that the spectrum of
L, is periodic due to the spatial discreteness of the atomic chain, (i7) that the continuous spectrum has
strictly negative real part due to the exponential weight, and (i7i) that the shift symmetry gives rise
to a two dimensional Jordan block of neutral modes related to shifts and accelerations of the traveling
wave with speed w. The key argument concerning linear stability is then to disprove the existence of
unstable and other neutral eigenfunctions. This, however, cannot be concluded by adapting the KdV
arguments from [FP04b] but requires a different asymptotic analysis; cf. also the discussion in §3.3.

Lemma 17 (elementary properties of spec L,,). The L2-spectrum of L., is invariant under the sym-
metry transformation

()\, S, W) ~ (A + i27T, giQﬂ—S, giQWW)
and its essential part satisfies
essspec L, C [—a — Cw™!, —a + Cw™'] x iR

for some constant C which depends only on a. Moreover, the generalized nullspace of L, is — for
all sufficiently large w — a two-dimensional Jordan block and spanned by the proper kernel function
(Sk.w> Wi o) and the cyclic kernel function (Sg. ., Wa.w). These kernel functions belong to L%, xL2% N
L2, xL%, and fulfil

0L (S W), (Spr W) = 0ulihe 2% =10 (3.7)

where the energy hy, is defined in (1.10).

Proof. Essential spectrum: The operator £, can be written as

»Cw = ['Lw + EQ,w
with

L1,0(S, W) = (0,8 +w 'VIW, 9,W +w™'eVS),  Lou(S, W) := (0, w'V(C,9)),
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where the scalar ¢ and the coefficient function C,, are defined by
c:=®"(0), Cu(z) = ®"(R,(x)) —c.

Since C,, decays exponentially as |x| — 0 according to Assumption 1 and Lemma 12, we know that Lo,
is a compact linear operator from H.xH} to L2xL2. Moreover, the operator £4,L1,,E—, diagonalizes
in Fourier space and corresponds to the symbol matrix

Ly o) = —ik—a —2w~tsinh (ik/2 + a/2)
Lwll) = —2w ™ lesinh (ik/2 + a/2) —ik—a ’

where x denotes the Fourier variable dual to x. Using this, we readily compute

spec L1, = essspec Ly, = {\ € C :det (L, ,(k) — Aid) = 0 for some k € R }
= {—ik—a+tw '¢"?sinh (ik/24a/2) : ke R}

and observe — for large w — that £ , is a continuously invertible Fredholm operator with index 0
from H.xH! to L2xL2. This implies that £, is also a Fredholm-operator with index 0.

Jordan structure of the eigenvalue 0: In the remainder of this proof we abbreviate U := (S, W)
and notice that the exponential decay of both Ui ., and Ux , follows — thanks to the properties of
the discrete differential operators and the convolution with the indicator function x of the interval
[—1/2, +1/2] — from formula (1.12), Assumption 1 and the tail estimates in Lemma 12. Straight
forward computations relying on (1.4) and (3.4) provide the Jordan identities

LoUiw=0,  L,Ug,=imi; U, (3.8)

so it remains to show that Ux ., does not belong to the image of L., which coincides — thanks to
the Fredholm alternative and by (3.2) — with the L2-orthogonal complement of the kernel of the dual
operator L} with

LE(S, W) = — (azs +w L (R)VW, 8, W + w—lvs) .
By direct computations we verify
L, =-D7'L,Dt, DS, W):= (VI'W, VFS),

where we used the L2-antisymmetry of 9, and V*! and the fact that these operators commute with
each other, and conclude in view of (3.4) that D~'U, ., belongs to the kernel of £}. On the other
hand, the symplectic relation (3.7) (which we derive in a moment) reveals that Uy ,, and D71U, ,, are
not L2-perpendicular for large w, so Uy, ., cannot annihilate the kernel of £7. We thus have shown
that 1 and 2 are in fact the geometric and algebraic multiplicities of the eigenvalue 0.

Symplectic product: Using the definitions (3.4), the nonlinear advance-delay-differential equations
(1.4), and the antisymmetry of V~! we demonstrate

(Wi, VIS4 o) = (0:Viy, V7105, Ry) = —(V 10, V,,, 05, Ry) = w H{®'(Ry,), 05, Ru),  (3.9)
and similarly we find

(S, VW o) = (0:Re, V7 105,Vo) = —(V 10, Ry, 05, Vo) = w YV, 95, Vi) (3.10)
= _w_2<X * q)/(Rw)a aéwvw> = _W_2<(I)/(Rw)7 X * 86wvw>
= w (P (Ry), 95, (WRw)) = w (¥ (Ry,), 95, Ru) + w (95, w) (®'(R), Ru,)

where we also used the integrated traveling wave equation (1.12) as well as the symmetry of the
convolution with the indicator function y. To estimate the different contributions, we first employ the
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definitions in Lemma 4 and (2.1)+(2.5)+(2.26)+(2.64) to replace ®'(R,,) and 95, R,, by K., and Q,,
respectively. This gives

(¥(R.), 85, R.) = / (357 e @) (e (®)) d(6.5.7)

R

m AN S SN
= [ K@@ i,
w Cw R

where f(aj and @, can in turn be approximated via K and Q,, from (2.28) and (2.65) by the ODE
solution Y defined in Lemma 2. More precisely, from the approximation results in §2 — see Theorems 7
and 9, as well as Lemmas 10 and 12 — we infer

/ Ro(@)0u(@) di -2 % / V3V (3) dF = —% TV (2)V(F) di
R R R
and hence
w N (Ry,), 95, Ru) = 0,"/*(— C +o(1)) (3.11)

for some constant C' > 0 thanks to w = 8, ™2 Similarly, by (2.3)+(2.5)4(2.26) we have

(@(Ro). o) = [ (55702 @) (= 1+ oo Vald) di6),

and combining this with w295 w = — " /271 and the approximation results from §2 we arrive at
w2(95,w) (®'(Ry), Ry) = 6,"™* 1 (—C +o(1)) (3.12)

with

1
—C = (1 —-m/2\ | m . / _ ~
€ i= (Jim a5") 2m+1) ) vy

R
() =

m
2 )

see (2.18), (2.28), and Lemma 2. The claim (3.7) is a direct consequence of (3.11) and (3.12), where
the identity

wo (Us,w, Ug,w) = 05, he (3.13)
is ensured by parts of (3.9) and (3.10). O

Lemma 17 reveals that the traveling wave energy hy, is strictly increasing with respect to large w.
Such an energetic transversality condition is quite natural for traveling waves in spatially extended
Hamiltonian systems and is also encoded by the assumptions of the Grillakis-Shatah-Strauss theory
[GSS87, GSS90] on orbital stability in dispersive PDEs, see [Ang09] and references therein. Recently
[CMGVX17, XCMGV18] discussed sign changes in (3.13) as a criterion for instability along a family
of waves. The Friesecke-Pego theory for atomic chains generalizes the well-established framework for
spatially continuous systems for it is not based on a second conserved quantity, which is usually used
in the PDE context to rule out perturbations that accelerate the wave, cf. the related discussion in
[FP02]. Notice that the orbital stability of standing waves in discrete nonlinear Schodinger equations
is also based on two conservation laws, see for instance [Wei99].
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3.3 Heuristic arguments for linear stability and overview

In what follows we consider families of eigenvalues and eigenfunctions parameterized by w and write
(Aw, Sw, Vi) instead of (A, S, W), where the eigenvalue is additionally split into its real and imaginary
part according to

Aw = o + iV, . (3.14)

We also observe that the velocity component can easily be eliminated in (3.1) and that the distance
component must satisfy the second-order advance-delay differential equation

(0 — A)*Sw = A(w20"(R,)S.) (3.15)

which is linear in S, but depends explicitly on w and R,,. Since the right hand side in (3.15) is singular
due to the properties of R,,, we pass — as in §2 — to the scaled space variable Z from (2.5) and write

S (%) := Su (0 Pui) (3.16)

but we also consider two functions éw and T,  defined by

Gy () := exp ((a — ivy)0wBui) Su(E) (3.17)

and

Tw(i') ‘= exp ( - )\w(sw/@wi')gw(j) = exp (_Ewi)Gw(:ﬁ) ) (3'18)
respectively. Here, ¢, and 3, are given as in (2.1) and (2.4) and the quantity

Ew = 0wfuw(a + ), (3.19)

which is positive for u, > —a, will later be identified as small. Direct computations transform (3.15)
into

(07 — €w)°Guw = A_gtan, (PuGl) (3.20)
and
92T, = Ay, (P.T.) (3.21)

with modified Laplacian as in (2.25), and in what follows we investigate both equations in the limit
w — 00. The introduction of G, and T, is motivated by the different needs in our asymptotic
analysis. Since G belongs to L2 by construction, we can investigate (3.20) using nonlocal techniques
such as Fourier transform and Hoélder’s inequality, and this finally provides a priori estimates for the
eigenfunctions that are independent of any approximation. The equation for T}, however, links the
eigenvalue problem for S, to the linearized shape ODE and enables us to disprove the existence of
unstable eigenfunctions in the symplectic complement of the neutral ones.

Approximation by local ODEs. In order to explain our asymptotic ODE arguments on an
informal level, we replace the coefficient profile P, in (3.21) by its limit P from (2.28), see also
Theorem 7, and assume that T, grows at most linearly as £ — 4oc0. This allows us — similarly to
the discussion in §2.1 — to neglect both the advance and the delay term in (3.21) on the interval 1,
and provides

T'(&) ~ —2P(2)T,,(2)  for &€ (—Eu, +E4).

In other words, the transformed eigenfunction T}, satisfies on the interval I,, the linearized shape ODE
(2.16) at least approximately, and we have

Too(%) = To(0)Teven (&) + T (0)Toqa(Z)  for &€ (=&, +E.), (3.22)

37



where Toven and Toqq are the two independent solutions from Lemma 3. Moreover, on each of the
two components of 31, \ I, the dominant contribution to the right hand side of (3.21) stems either
from the advance or the delay term, while all terms are small outside of 31,. In this way we justify
the approximations

T)(%) = e P(& + 26,)T0(7 + 26,) ~ —se™ T/ (3 +28,)  for 7€ (-3&, —&)
and
T/ (i) ~ e P(& — 26,)TL, (3 — 26,) = —Le ™ T(2 —26,)  for F € (+&, +3&),  (3.23)
as well as
T)(%) ~0  for |7|>3&,, (3.24)

where the latter formula is consistent with our linear growth assumption. .
Matching conditions and decay constraint. The different local approximations for 7, must
be complemented by matching and decay conditions. On the one hand, T,, € ng implies

T.(3¢,) =0, T (3¢,)~0 (3.25)

because otherwise T, would possess a nonvanishing, affine tail for Z — +oo due to (3.24). On the
other hand, T;, and its derivative shall be continuous at &,. In view of (3.25) and the local differential
equation (3.23) we conclude that the continuity of 77, is equivalent to

+&u +3&.,
T (460) — T (—6,) = / T/(3) di ~ —2e / T/(7) dF ~ +26 T (4€,),
—€u +E€w

and combining this with (3.22) and the asymptotic properties from Lemma 3 we derive the first
matching condition

(1—e™)T,(0)~0 (3.26)

thanks to

Too(£€0) ~ £T0(0) Tiyen (+00) -
In the same manner we compute

+Hw +3&,
T2 (+&,) — T (—&0) ~ / FT) (%) d7 ~ —2e T / (7 — 26,)T0 () dz
—&uw +éw

~ 20t (Th(+6,) - 26.T(6))

as well as
T (+60) & To(0)T dyen (+00) + T, (0)Toqq(+00)

and obtain after rearranging terms the second matching condition

TL(0)(1 — ) g (+00) 2 Tu(0) (67 Tyn (+00) — 26 Thyen(+00)) (3.27)

for the continuity of both T and T,.

Discussion. Equations (3.26) and (3.27) can be viewed as approximate constraints that couple
the eigenvalue A, via the linearized shape ODE and the required right-sided tail behavior to the
initial data 7,(0) and 77,(0). The key observation is that these conditions are very restrictive for large
w. More specifically, recalling (2.1) and (2.10) we easily check the asymptotic validity of the second
matching condition in six typical cases and arrive at the following list, which indicates that the proper
kernel functions from (3.4) are in fact the only eigenfunction of L,:
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even solution with odd solution with mixed solution with

Tw(o) ~1, Tu,z(o) =0 Tw(o) =0, Tu,}(o) ~1 Tw(o) ~ 1, Tu,)(o) ~1

Ao =0 false ok false
Aw ~ 1 false false false

Of course, this list is not exhaustive and covers neither almost odd eigenfunctions with small even part
nor the limits A, — 0 and A\, — oo. The asymptotic behavior in any of these cases depends crucially
on the smallness of the error terms and cannot be characterized informally. Another challenge for
the rigorous analysis is to replace the linear growth assumption concerning 7, by weaker but more
reliable tail estimates.

Overview. The remaining part of this chapter is organized as follows. In §3.4 we study the
nonlocal equation for G,, in the framework of functional analysis and establish in Lemma 20 a priori
bounds for the eigenfunctions. In §3.5 we return to the ODE point of view and show in Lemma 21
that eigenvalues with p, > —a and |v,| < 7 must in fact be small and that the corresponding
eigenfunctions exhibit a certain asymptotic behavior which is basically independent of w and A,. The
proof exploits several approximation arguments but the key ingredient, see formulas (3.64)—(3.67), is
a rigorous analogue to the heuristic matching conditions from above. Our linear stability proof will
be concluded in §3.6. In particular, the proof of Theorem 22 guarantees that the symplectic product
between any eigenfunction (S,,, W) and the cyclic kernel function from (3.4) does not vanish, and
hence that the proper kernel function is the only non-stable eigenfunction of L.

3.4 A priori estimates for rescaled eigenfunctions

From now on we rely on the following standing assumption.

Assumption 18 (family of eigenfunctions). We consider families (A, S., W), of solutions to the
eigenvalue problem (3.1) with

Se, W, € L2, liminf p, > —a, v, € [-m, +7),

w—r00

where gy, and v, abbreviate the real and imaginary part of A, as in (3.14). We also impose the
normalization condition

|’)~(wpwéwH1 =1 (328)

which involves the functions X, € L2, P, € L, and G, € L? from (2.23), (2.26), and (3.17).

The first step of our rigorous analysis is to convert (3.20) into a fixed point equation for G, by
means of the following auxiliary result, which relies on Fourier techniques and is hence independent
of initial conditions.

Figure 3.2: The fundamental solution H, from (3.30) to the auxiliary problem (3.29), which converges for
€ — 0 locally uniformly to the piecewise linear function Hy with Ho(Z) = max{—%,0}.

Lemma 19 (a fundamental solution). For any F € L? and all ¢ > 0 there exists a unique solution
Uecl?to

(0: —€)’T =F, (3.29)
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which can be written as

L . —F 7 <
0= «F with A.(7) = { T (e2) J;Z; r= 8 , (3.30)
see Figure 3.2. Moreover, we have
Hﬁng < Qe Ur, HﬁéHp < Ce /P (3.31)

for all p € [1, o] (where we set 1/oo =0) and a universal constant C.
Proof. The operator (85; — 5)2 diagonalizes in Fourier space and its symbol function
~ 2
he(k) = (ik +¢)
has no zeros on the real axis. In particular, we have

Hl/iLaﬂoo = sup ‘1]% —|—<€|72 =e2,
keR

and the existence and uniqueness of U as in (3.29) follows immediately from Parseval’s Theorem.
Moreover, by direct computations we verify H. € LP and H. € LP with (3.31), as well as

((993 — 6)2ﬁ5 = Dirac,
and this implies the representation formula (3.30). O

Thanks to Lemma 19, the linear advance-delay-differential equation (3.20) is equivalent to the
nonlocal integral equation

éw = Afari,il,w (I_}Ew * (Pwéw)) y (332)
which gives rise to the following estimates.

Lemma 20 (a priori estimates for G,, and smallness of £w). For all sufficiently large w, the function
G, belongs to LP(R) for any p € [1, oo] and satisfies

|Gl < Cegt
P
as well as
|GL(0)| + || GL||l. <C (3.33)
for some constant C' independent of w. Moreover, we have €, — 0 as w — 0.
Proof. LP-estimates: We define an approximation G, of G, by
Go = A_giiv, Hey * (XwPuGo) (3.34)
and deduce from Young’s inequality and the uniform LP-continuity of A_,Hi,,w the estimates
~ 3 - DA -2 ~ F; - DA -1
IGully < ClH RoPoGully < €%y |Gl < CllHe | R PoGlll, < Cel”
see also (3.28) and (3.31). This implies G, € LP(R) with
G|, < el 7P < ot r (3.35)
by interpolation and due to (3.19). In view of (3.32) and (3.34) we further write

éw = Gw +Rw [éw] ;
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where the linear operator R, is defined by

and satisfies
1RO, < ClH N = X) Pl U, < Cec2052|[T]], < Co3 || U], (3.36)
by Young’s and Hoélder’s inequalities, where we also used Theorem 7 as well as (3.19). In particular,

R. maps the Hilbert space L? contractively into itself for large w. The Neumann formula hence
ensures

G, = (Id - fzw)fl [G] = (Id + Ry + R+ ) G.] | (3.37)
and we obtain G‘w € LP with

. - m\k || A = 1
Gl < ng(C«L) |G|, < C||Gul, < Ce5t M7

by employing (3.35) and (3.36) once again.
Further estimates: Young’s inequality further provides

1G]l < CllEL | PGl < €

as well as

(Rl < CIEL I - 5ol O], < Cez o201, < can| o],

and combining this with (3.36) and (3.37) we find via

Gl < NGLIL, + € S [REMG, < O+ o Y (o) ozt < ©
k=1 k=1

the desired uniform upper bound for ||G’,||s. From this we infer
G.(0) <C

because otherwise we would obtain via Theorem 7 and the estimate
+1 +1
/ 1By (#)C(®)| di > / 12(@)| (|G (0)] - ©) dz > 07 Gul0)] - ©
Z1 -1

a contradiction to the normalization condition (3.28). In particular, by (3.33) we have
Gu()] < C(1+|7]) < CY(2) (3.38)
for all Z € R, and combining this with (3.28), Lemma 2, Theorem 7, and (3.35) we further estimate
1S Rl = PIGull + PG, < OO 4 0] Gull, < (s 4 51),
which implies €, < C. Similarly,
PG|, ——= 1 (3.39)

holds by (3.28) and Theorem 7.
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Convergence of €,,: Suppose for contradiction that liminf, ., €, > 0. By (3.33) and the Arzeld-
Ascoli Theorem there exists a (not relabeled) subsequence for w — oo such that

— ~ - ~ .
Ew —5 >0 and G, 224Gy in BCpye

for some limit Gy Moreover, the pointwise affine bound (3.38) ensures that the limit G, is nontrivial
as it satisfies ||PGoo|l1 = 1 due to (3.39) and the Dominated Convergence Theorem. Testing the
differential fixed point equation (3.20) with a smooth and compactly supported ¢ gives

~ 2 ~ ~ ~
<Gw7 (856 + 5w) ¢> = <PwGw7 A+a7iuw¢>,
where (, ) abbreviates the L2-inner product and A+a,i,,w is the dual operator to A,Hiyw. Splitting
Pwéw = préw +)Zw(f)w - P)éw + (1 _)Z)pwéw

and using the support properties of A+a,il,w¢ as well as the approximation result from Theorem 7 we
verify

(PuGur Atasn,d) —% (PG, ~20),

and conclude that the function Th with TOQ (%) := exp (—eoo®)Goo (i) satisfies the asymptotic ODE
(2.16). In other words, the nontrivial limit G, satisfies

Goo({i‘) = exp (+€ooj) <devenTeven(j) + doddTodd(j))

for some coefficients (deven; dodd) # (0, 0) and grows hence exponentially as & — +00, see Lemma 3.
This, however, contradicts the affine bound (3.38) for w = oo. O

Lemma 20 implies that the families (G,,),, and (T},), from (3.17) and (3.18) are compact with
respect to local uniform convergence and have the same set of accumulation points. Moreover, the
last step in the proof of Lemma 20 reveals that any accumulation point solves the linearized shape
ODE (2.16), but at this moment we do not yet know that the limit is uniquely determined by the
normalization condition (3.28). We thus refine our asymptotic analysis by means of ODE matching
arguments as outlined in §3.3.

3.5 Asymptotic analysis of the eigenproblem

A particular challenge is to exclude the case of large u,, in which we would have 0 < §, < g, < 1.
At the moment, however, we have to take into account a hypothetical scale separation between 9,
and ¢, and define a function G, by

9 ~

Go=A_orns (ng « (;zwﬁwéw)) , (3.40)

where the right hand side differs from the fixed point relation (3.32) by the cut-off function

y 1 forz e J,,
Xo = { 0 else (3.41)
where
s = [~Cur Gl Co:=Eomin {1, ——} = min {&,, -~} (3.42)
w T Wy SW] w T Sw ’a—{—,uw - UJ’28W . .
In consistency with (3.18) we also introduce
T (%) := exp (—ei) G (), (3.43)
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which satisfies due (3.40) and Lemma 19 the differential relation
TLL{ = A)\w ()v(waTw) (3.44)

with the right hand side depending on T,,. Notice that 0 < ¢, < &, and J,, C I, hold by construction
and that \éw| bounds Tw on the interval J, but, at this moment, not necessarily on I,.

Our aim is to show that G,, is a good approximation of G,,. This not only implies quite accurate
approximation formulas for G, but finally enables us to prove that us and |vs| are asymptotically very
negative and small, respectively.

A Tw (5:) .

5

v =

v R

Ef:(w :+E€w _égw | _:é-w: .+:§w | +é€w

Figure 3.3: Schematic representation of the functions N,, and T}, as used in the proof of Lemma 21, see (3.52)
and (3.56), with gray boxes indicating the intervals J,, and I,,. By construction, N,, vanishes for > +(, and
is affine for Z < —(,, but our asymptotic analysis guarantees that it is basically constant as £ — —oc and hence
that T, equals S*,w up to small error terms.

Lemma 21 (asymptotic smallness of \, and local asymptotics of A=1S,). We have

w— 00

Ay ——m 0

and there exists a family of constants (by), C R such that 0 < lim, 0 |by| < 00 and

0 +3&w
S / |BL,(%)| + | Bu(%) — by| dZ + b, / |B,(%)| + |Bu(3)]di =5 o0, (3.45)
—3¢&, 0

where B, = Aalgw and S, as in (3.16).

Proof. Within this proof we set [ := min{k, m} and always assume that w is sufficiently large.
Preliminary error bounds: Young’s inequality gives

Golloo < el X PG, < O3 (3.46)
thanks to the J,, C I, Lemma 19, and the normalization condition (3.28). Moreover, we define
M, = H., * (XoP,Gy), M, :=H., +(P,Gy) (3.47)

and find

with error terms
Fl,w:: (1_>~(w)pwéwa F2,w:: (Xw_jzw)(Pw_P)éw7 FB,W:: ()Zw_)v(w)PGw-
Theorem 7 combined with Lemma 2, (3.19), and (3.31) implies

e+ Pl < [1He ]y

il < C2205 721Gl < OO Gl
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as well as
ey # Fo ol oo < 1| | P oll, < Ot (R = %)V [1Gol < COL| G|
and
ey # B o oo < 1|1 s 0l < O3 (R = %) Pl Gl o < C]| Gl -
In particular, we have
3
98~ 30 < O3 e ol < €Ll (3.48
=1

and with analogous estimates we show that
3
IV, = M| < CD N, + Fioll, < CT |Gl (3.49)
i=1

because the Lebesgue estimates I:Iéw from Lemma 19 are better that those for H.,. The uniform

LP-continuity of the discrete Laplacian A_aﬂ,,w finally gives
16y — Cull < C<L|1Cull (3.50)
after elementary transformations. Moreover, (3.46) guarantees
Cel||Gull, < Celit === 0 (3.51)

but we improve this bound below.
Algebraic relations for T,,: As illustrated in Figure 3.3, we set

9] ~ ~ ~ ~

N, = Ho* (XoP,Tu),  N,:=Hox* (P,TI.). (3.52)
The first formula reads
+oo
N (#) = / (5 — ) X (3) Pl To(d) 7 (3.53)

and since X, is supported in the interval J, we find

v

No(Z) =my o —mowE for &< —(,, N (&)=0 for &>+C,, (3.54)

where m; , is shorthand for the moment integral

miw = [T PT) di. (3.55)
Juw

In other words, the function N,, is affine on the left and vanishes on the right of the compact interval
Ju. Since 1, also vanishes identically for large Z according to (3.30)+(3.40)+(3.43), and because
(3.44)+(3.53) imply 7] = A, N/ on R, we find

v ~ 9

T, = AN, (3.56)

w

and compute
L (TU(+) = Th(=6) ) = —moe,

3.57
%(TLHCW) + T;(_gw)) — (1— e M)m. (3.57)
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Similarly we verify

%(Tw(“‘CW) - TW(_CW)) =miw+ (1 - e_Aw)Cme,w )

%(Tw("i_Cw) + Tw(_Cw)) - _(1 - ei)\w)ml,w + (267&05«) - Cw)mo,w )

which in turn gives

%(TZ(‘FCLU) - TZ(‘CLU)) = —Mi,w,
b b A Ao & (3.58)
L(To(+60) + T5(G) ) = (1= e )ma o, — 26 >Eumo
thanks to (3.57). }
Asymptotic formula for T,, on J,: The formulas (3.43)+(3.44)+(3.53)+(3.56) guarantee
T"(%) = —2N"(%) = —2P,(2)T,,(&) = —2P(&)T,,(Z) + E (&)  for &€ J,, (3.59)
where the error terms
E,:=2(P— P,)T, +2P,(T, — T.,)
are pointwise bounded by
B@)] < ClGull [ P@) — a(@)] + O |G (@)
< O]l (1P@) - Pu(@)] + L P(2)])
because (3.60) and (3.50) imply
sup |T.(%) — Tw(3)] < Cel||Gol| (3.60)
rEJw

since exp (¢,2) is uniformly bounded for & € J,. The function T,, restricted to the interval J,, can
be regarded as an approximate solution to the linearized asymptotic ODE (2.16). Using the Duhamel
principle as well as the properties of Teven and Toqq — see Lemma 3 and notice that the Wronski
determinant is constant and has been normalized — we arrive at the representation formula

v

(R = (et 7 (G + ] (e 7o) - (al) )

(3.61)
Moreover, the approximation results in Theorem 7 guarantee
JIE@|(|Toen(@] + [Toaa(@)] ) 45 < € [ |Eu@]¥ @)y
0 fo o o (3.62)
< O|Gull o (1% (P = P)Y |, + <L |2 PY],)
<ce)él..
and we get
TO(#) = T8en (@) (T0) + O(EL |Gl ) ) + TS (@) (T2(0) + O (L[| Gull) ) - (3.63)
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b

where () stands for either / or *. We thus reformulate the four algebraic equations in (3.57), (3.58) as

—1m0,0 = Toyen (Cw) T (0) + O (|| G| ) - (3.64)

(1—e™)mo, = Thaa (C)TL(0) + O (e ]| Gull ) » (3.65)

—mi1, = T4 (C) T5(0) + O (el || Gull ) » (3.66)

(1—e™)my o — 260e ™m0 = Toyen (Gu) Tw(0) + O (L[| Gu|| ) - (3.67)

where Lemma 3 ensures

Tien(G) = =/ 72q TOED) . Toaen(Gs) =7+ 0L (3.68)

Faa(C) =010, Thaale) = /"% + 0D, (3.69)

and

here v depends on m only. Combining the above Duhamel formula with (3.33)+(3.43)4(3.51) we first
deduce

lim sup (\TW(O)\ + |T“4(0)|) < o0, (3.70)
w—r00
and afterwards
lim inf (\Tw(O)\ + |T;,(0)|) >0 (3.71)

because otherwise both G,, and G,, were converging locally uniform to 0 and hence violating the
normalization condition (3.28).

Refined error bounds: We already observed in (3.59) that —2N” (i) = T"(i) holds for & € J,,, so
(3.54) and (3.63) provide

2N, (&) = T (0) (Thuen () = Thuen(6)) + T5(0)(Toaa (@) = Thaa(G) ) + O(eL||Cll.,) -

This gives

sup | Ny(2)| = O (5t mo,w]) +O1) + O (el || G

zeJy,

) (3.72)

after integration, where we also used (3.54)4(3.64)+(3.70) as well as

[ 1Tha(®) = Thn (@) 7 = 021 / Thaa(3) = Thaa(G.) 45 = O(1).

which is a consequence of Lemma 2. Furthermore, by construction we have

v

My, (%) = exp (@) Nuy(Z),  Gu = A_apin, My
and verify with (3.53)+(3.66)+(3.70)+(3.71)+(3.72) the estimate

v

M.,

‘OO < ‘m07w’ _sup |Z| exp (ew:c) ‘ml w’ sup exp (Ew ) + sup ‘M ’

T<—Cu T<—Cuw T€Jw

< Cs;l‘mo,w’ + C‘ml,wl +C sup |Nw(5c)]

= 0(e5"[mo,u|) + 0(1) + O(c5 || Gull..)
which finally implies
1Gullc < ClIML| . < O(S mo,ul) +O(1) + O(e|Gull) - (3.73)
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On the other hand, multiplying (3.67) with ,,0,, subtracting (3.65), eliminating 7,,(0) and 77 (0) by
means of (3.64) and (3.66), and inserting (3.68)4(3.69) we obtain

ﬂwdw(l - e_Aw)me —Mo,w = O((Sw’mo,wD + O(Eﬁ—H) + O(EtlfJHé“’Hoo) ’

and hence
en'mo,w] = O(51|Gu|| ) +0(1) (3.74)
thanks to
et (1-e)] < 01;:'_“‘” <cC.
oo
Combining (3.73) and (3.74) we finally arrive at
|G|, = 0O(1), (3.75)

which is better than (3.46) and reveals that 5£JHCVJWHOO =0(c,).
Smallness of A, and mg, ,: From (3.64)+(3.74)+(3.75) we infer

Imo,w| + |T(0)] = O(ew)
s0 (3.66)+(3.70)+(3.71) provide

0 < liminf ‘m17w| , lim sup ‘ml,w| < 00 (3.76)
W00 W—00

as well as a similar result for 77 (0). Moreover, (3.64)+(3.67)+(3.75)+(3.76) imply
ﬁw(sw(l — e_)““)me — e_)‘“mo,w = O(5w|mgyw‘) + O((swsi,) : (3.77)

Now suppose for contradiction that liminf, o |A,| > 0 and recall that |v,| < 7 holds by Assump-
tion 18. Then there exists a subsequence for w — oo such that the right hand side in (3.77), which is
of order o(d,), can be subsumed into the first term on the left hand side, see (3.76). By (3.65) and
(3.77) we therefore get

el

1—e
b || S Clmow|,  [mou| < (17|1 — (3.78)
and rearranging terms we find
§|etetive o e _ 9l < Ol = (6,0 4 G’ (3.79)

where the estimates [ > 1, liminf y, > —a, and limsup,,_, . |v,| < 7 hold by Assumptions 1 and
18. Assuming that either limy, 00 Ay = Aoc = Uoo + iVeo # 0 or liminf, ,o e, = oo holds for a
subsequence we can simplify (3.79) to

Hw
1<osht o So<osht,
Ky

respectively, and obtain in any of these two cases a contradiction along the chosen subsequence. In
particular, we have now shown that

|Aw| = 0(1), gw =0u(a+o(1)) . (3.80)
We finally distinguish the following two cases: For |A,| = O(68l) we have §,|1 — e <||my,,| =

O(0%1), so (3.77) combined with (3.80) immediately ensures that |mgs|=O(5,!). Otherwise we
can — letting the second term on the right hand side of (3.77) be consumed by the first on the left
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hand side and the term involving my, ., by the second on the right hand side— still rely on (3.78), to
estimate |mg .| and obtain after simplification with (3.80) and elementary computations

’)\ ’_ l 1)/2) } ‘_ ( (l+1 /2) (3.81)

These formulas cover also the first case and imply

§°=:1%<)(@9—1V2), |7.,(0)| = O(s(+1/?) (3.82)
where the first equation follows from (3.42), and the second one from (3.64)+(3.68)+(3.75) and
(l+1)/2<1l. 5 ) B

Asymptotics of T,,: Since ‘Gw} < CY holds by Lemma 2, Lemma 20 and (3.80), we deduce from
(2.56) the estimate

PGl %Pl < Clltu(Pa - PP, < 6L,
and in view of (3.33)+(3.41)+(3.80) we find
— Gwléw

VPéle)gC\gw—(w\ sup ‘]5(57)}7(50)‘<C‘ R

P, -
o<zt

<Co.

Moreover, (3.50) and (3.75) ensure

PG, - [P

Vw\l‘SHiwﬁﬂlH@w——éwHK)g<mﬁ

while a simply Taylor argument yields

+Cw
[ PCul, ~ IXuPTl,| < C=. / #P(F)C(®)] di < C6, / E?P(7) dF < C6, .
—Cw

Inserting all these partial results into the normalization condition (3.28) we finally get

CWPTL||l, =1+ 0(0.). (3.83)

On the other hand, (3.50)4+(3.61)+(3.62)+(3.75) provide the pointwise estimate
T(#) = Toven(#) (10(0) + O(3L) ) + Toaa (@) (T5(0) + O(8L) )

for all Z € J,, and in view of the asymptotic tail behavior of all involved functions — see Lemmas 2
and 3 — we finally arrive at

X PTle =|T.,

O)‘HPTevenul + }TZJ(O)}HPTOddHl + O((Sclu) . (384)

Combining (3.82)+(3.83)+(3.84) and (3.66)+(3.69) reveals
o = — ~1
‘TJ;(O)‘ = HPToddHl +O0(d), |m1,w| = Codd + O(dy), Codd ‘= HPToddHl odd( ) >0,

and we conclude that the restriction of T}, to the interval .J,, is — up to small error terms and the
undefined sign — a certain multiple of Toaq-

Estimates for B, on the interval 31,: Using (3.53), the support properties of IV, from (3.54), and
the bound

sup ‘Tw(:f)‘ = sup ‘exp(—swi)éw(;ﬁ)} < Cexp (35w§w)HC~¥wHOO <C
|Z]<3&w | %<3



we find

+3&w +Cuw ] +Cw 0o
JRLZEIEE / 2GR [G-dad<c [ Frola<c [#ragsc
0 0 0 0
due to (2.28) and Theorem 7, as well as
0 0 @
[ @ —mo+moilai < [ [ @-alRmnm)aa
—38w —Cw —Cw
0 0
<C / \Pw(y)l/(f —g)dzdyg < C
—Cuw 7]
thanks to (3.54). Similarly, we estimate
+38w +Cw +GCw +Cw
/ N (%) jg//\P )T ( \dyd;ﬁgc/wﬁw@)\dggc
0 0
as well as
0 0
/ ‘N;( +m0w dz < / / | P () T ]dydgz«gc/ [9P.(§)|dg < C.
—38w —Cw —Cw —Gw

Combining these estimates with setting b, := m1 ., we arrive at

0 +35w
S / |NL(#)| + | Nu(F) = bo| dZ + 6, / |NL(#)| + |No(@)|[dZ -5 0, (3.85)
-3¢, 0

where we used that (3.81) implies

0
S / Mo, w| + Mo, | dZ < C6,00+D/2 (6;1 + 5;2) LT, .

_3€w

On the other hand, writing the convolutions in (3.47) and (3.52) explicitly and using (3.43) we verify
Ny(%) = exp (—eu®)Mu(Z),  Nu(Z) = exp (—ewi) My (3),
0 (3.48)+(3.49)+(3.75)+(3.80) provide

sup
|Z|<3&w

N (%) — Nw(:i)‘ < exp (3e,80) || M, — M| < €4,

as well as

sup | N(\(#) — NL(@)| < eu| My = N, + exp (3e0) ML, — M|, < oL
xe3ly,

In particular, (3.85) holds also with N, instead of N,, and this implies

+38w
8, / |N,(&)|dz < C.

_3£w
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Moreover, our definitions also ensure

Bw (:Z’) = exp ()‘wéwﬁwi')]vw (i')

and combining this with the Taylor estimate

sup |exp (Al Buw) — 1‘ < C Al < C Ay

|Z<3&w
we deduce that
+38w +38w
b / |B(%) — No(2)| dz < C' |Ay| 0w / IN,(Z)|dz < CX] -5 0
_350.1 _3§w

as well as

+38w +38w

5 / |BL(%) - N.(3)|da < €6, / Dl 8| Nu @] + Dl |NL (@) dE 222 0.

_3£w _360.1

The claim (3.45) now follows immediately and the proof is complete. O

Notice that the proof of Lemma 21 provides accurate approximation formulas for the eigenfunc-
tions but the rather rough results in (3.45) are sufficient for showing that (3.4) provides the only
eigenfunctions with p,, > —a and |y, | < 7 for w large enough. Moreover, the asymptotic behavior of
the kernel functions can be deduced from Theorem 9 and Lemma 10.

3.6 Computation of the point spectrum and conclusion

We are now able to prove our main results in this chapter concerning the orbital stability of solitary
waves with high-energy.

Theorem 22 (non-existence of unstable eigenfunctions). Let (A, S., W.),, be a family of eigenvalues
as in Assumption 18 and let w be sufficiently large. Then (S, W,,) cannot be symplectically orthogonal
the Jordan block from Lemma 17, i.e., we have A\, = 0 and (Sy, W,,) is a multiple of the symmetry
eigenfunction (Sx,w, Wi w)-

Proof. As in the proof of Lemma 21, we abbreviate U = (S, W) and always assume that w is sufficiently
large.
Symplectic product between U, and Uy, ,: Using the antisymmetry of 0, as well as V*!, the sym-

metry of A*!, and the identity V™! = A~V we verify

U(Uuh U#,w) = <Sw; vilW#,w> + <Ww7 vils#,w>
= (AT'S,, VWy o) — (VW,, A8, ).

Eliminating the velocity components via the eigenvalue equation (3.1) and the Jordan identity (3.8)
we thus obtain

0(Uy, Uy, ) = <A_1Sw, %mwéojls*,w — w8$5#7w> — <w)\wa — w0y S, A_15#7w>,
and rearranging terms yields
S50 (Usy Upw) = 1,0 + P20 + 13,0
with

¢1,w = %<A_1Swa S*,w>a @Z}2,w = 2<a:rA_1Swa 5wS#,w>7 ¢3,w = _>\w<A_ISwa 5wS#,w> .
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Our next goal is to compute the leading order terms for ;.
Bounds for the tail contributions: By construction — see (2.5)+(3.17)+(3.32) — we have

(AT1S,) () = exp (— (a — ivy)2) M, (0,185 ) ,
where M,, has been defined in (3.47) and satisfies
1Mo || o < 1 Heull /R PoGlolly + [[Hew [ 11 = %) Pl |G|
by Young’s inequality. Using the estimates from Theorem 7, Lemma 19, and Lemma 20 we demonstrate
| Mo, < Cot -1+ Co2 - o042 5,1 < 06t
and similarly we derive
5 0 M|, < 110710 e | R PGl + 10505 e || 0 = ) Poll |Gl < €51
In particular, the pointwise estimate
[(A7180) (@)] + [(0:A718,) (2)] < €O exp (—ax) (3.86)

holds for all € R, where we used that 6,0, = 03 commutes with A~! according to Lemma 16. On
the other hand, Lemma 12 ensures for fixed ¢ > a the tails estimate

|S*,w(x)} + ‘(LS#,W(:):)‘ <0 exp (—c|z]) |z| for |z| > %,

and combining this with (3.86) we conclude that the contributions to v; ., that stem from |z| > 3/2
are of order O (7 1) = o(1).

Leading order contributions: Employing the tails estimates from above, the scaling (2.5), and
Lemma 21 we verify

+3&w 0
v ="02 [ B@3.u@diro)= 3 [ S.u@dsto),
—3¢,, w—3/2

so the approximation formulas from Theorem 7 ensure that
bro % A0

On the other hand, in view of (2.64) and (3.4) and due to Theorem 9, Lemma 10, and Lemma 21 we
conclude that

+3&0 +3&w
|12, | < Cdy / |BL(%)||S4,.(%)| dZ + o(1) < 4, / C|Bl(%)|di + o(1) = o(1)
—3&, ~3€,
as well as
+3&w
103, 0] < (A0 | dw / C|By(%)|dz +o(1) | < C|Ay|dw =o0(1).
—3&,

In summary, we have
0(Us, Ug, )| = 05777 e + 0(1))

for some constant 0 < ¢ < oo, so U, cannot be symplectically orthogonal to Uy . O
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We are now able to deduce the nonlinear orbital stability from the work by Friesecke, Mizumachi,
and Pego.

Corollary 23 (nonlinear orbital stability). Suppose that the wave speed w is sufficiently large. Then
any high-energy wave (R, V,,) from §2 is orbitally stable both in the sense of Friesecke-Pego (Main
Result 2 and Theorem 14) and Mizumachi (Main Result 3),

Proof. We check the Friesecke-Pego criteria as follows. Condition (P1) holds according to Theorem 7,
while (P2) and (P3) are provided by Lemma 15 and Lemma 17, respectively. Moreover, (S1) is a
consequence of the decay results in Lemma 12 and Theorem 22 is just a reformulation of (S2).
Mizumachi formulates in [Miz09, Sec.4] four conditions (P1)-(P4) for the nonlinear orbital stability
with respect to the energy space, where the first three ones coincide with the conditions (P1)-(P3) in
Theorem 14 and have already been validated. The fourth condition (P4) is equivalent to the condition
(L) from in [FP04a] and follows from the Friesecke-Pego criterion (S2) as it is shown in [FP04a, Thm.
1.2]. In particular, the validity of (P4) for high-energy waves is granted by Theorem 22. O

We finally mention that our stability results in Corollary 23 are not uniform with respect to w.
Calling upon the hard-sphere interpretation we believe that solitary waves are getting more stable as
w — 00 in the sense of an increasing basin of attraction. A rigorous statement, however, would require
to quantify the wy-dependence of the constants 79 and Cy in Theorem 14, and lies beyond the scope
of this paper.
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A List of symbols

D, m, k potential, parameters for singular behavior Assumption 1
t,j, x time, particle index, space in comoving frame

X indicator function for # € [—1, +1]

a exponential weight parameter in §3 Assumption 13
C generic constant, depends only on ® and a

w wave speed, free parameter

0w natural small quantity, power of w (2.1)

R,, V, distance and velocity profile as function of x (1.3)

he, total energy of the traveling wave (1.10)

solution to the nonlinear shape ODE
base solutions to the linearized shape ODE

(2.15) and Lemma 2
(2.16) and Lemma 3

, P limits of K, and P,, given in terms of ¥ (2.28)
ag, B scaling parameters (2.4) and Lemma 4
z scaled space variable (2.5)
&w value of Z corresponding to x = 1/2 (2.10)
I,y Xw interval [—&,, +&,] and its indicator function (2.23)

special differential operator (2.11)

Ru,, V, scaled wave profiles as functions of & (2.20)
R,J, vw approximations to Rw and Vw Lemma 5 and Lemma 8
Y, analogue to Y in terms of R, (2.3)
K., P, scaled and normalized variants of @ (R,,), ®"(R,,) (2.26)
Qu, Qw scaled multiple of 05, R,, and its approximation (2.64) and Lemma 10
\Y centered difference operator, with respect to x (1.5)
A =V? standard discrete Laplacian, with respect to x (1.7)
A, modified Laplacian with respect to Z (2.25)
L, linearized traveling wave operator (1.14)
Aw = Mo + iy, eigenvalue of L, Assumption 18
Su, Wy components of the eigenfunction to A,
Sk, wr Wi w proper kernel function of L, (3.4) and Lemma 17
Sut s Wi o cyclic kernel function of £,

function spaces with exponential weight
symplectic product

further real scalar depending on A,
analogues to &, I, X, With €, instead of ¢,

scaled eigenfunction S,
variants of S, with exponential factors
approximations to G, T,

Aalgw and analogues for G., T,
analogues to Ay 18, for Gy, T,

moment integrals of prw on J,

different, local meanings
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(3.3)

(3.19)
(3.41) and (3.42)

(3.16)
(3.17), (3.18)
(3.40), (3.43)

Proof of Lemma 21

(3.55)
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