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Preface to “Industrial and Technological Applications
of Power Electronics Systems”

Since the turn of the century, interest in electrical power systems has been growing steadily, in
part due to a tendency to move from directly controlled to intelligent autonomous energy systems.
In particular, the increasing presence of renewable energy sources and the development of novel
technologies, which demand active and often ultra-precise power supply systems, have generated
extensive research in the area of advanced power electronics systems. The importance and scope of
the application of regulated power sources in various technological systems are also growing, e.g.,
using plasma, ultrasounds, and superconductors. Furthermore, researchers pay great attention to
loads in these systems, which are mostly represented by various types of electric drives that should
be energy efficient. Hence, the main role in many modern technologies and industrial systems is to
diversify power electronics converters by applying new topologies, components, and smart controls,
where emphasis is placed on such merits as wide input voltage, load regulation range, improved
quality of the input and output parameters, high control flexibility, and low cost. To promote research,
and accelerate the transfer of knowledge and experience in the above areas, we propose a Special Issue
of Energies on industrial and technological applications of power electronics systems. An important
premise of this Special Issue would be the synergy effect derived from a combination of views and

approaches from various power electronics application areas.

Ryszard Strzelecki, Galina Demidova, Dmitri Vinnikov
Editors
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Abstract: In this paper, a parallel estimation system of the stator resistance and the rotor speed is
proposed in speed sensorless six-phase induction motor (6PIM) drive. First, a full-order observer is
presented to provide the stator current and the rotor flux. Then, an adaptive control law is designed
using the Lyapunov stability theorem to estimate the rotor speed. In parallel, a stator resistance
identification scheme is proposed using more degrees of freedom of the 6PIM, which is also based
on the Lyapunov stability theorem. The main advantage of the proposed method is that the stator
resistance adaptation is completely decoupled from the rotor speed estimation algorithm. To increase
the robustness of the drive system against external disturbances, noises, and parameter uncertainties,
an active disturbance rejection controller (ADRC) is introduced in direct torque control (DTC) of the
6PIM. The experimental results clarify the effectiveness of the proposed approaches.

Keywords: active disturbance rejection controller (ADRC); direct torque control (DTC); full-order
observer; sensorless; six-phase induction motor (6PIM); stator resistance estimator

1. Introduction

Three-phase induction motor drives have become a mature technology in the last years,
but investigations into concepts of multiphase induction motor drives are still taking place. Multiphase
drive systems have a nearly 40-year history of research and study due to their promising advantages
against the conventional three-phase systems. The phase redundancy of the multiphase drives provides
extra merits such as fault-tolerant operation, series-connected multimotor drive systems, asymmetry
and braking systems. Six-phase induction motors (6PIMs) are known for its fault-tolerant capability, low
rate of inverter switches, and low DC-link voltage utilization compared with its three-phase one [1-3].
On the other hand, the modular three-phase structure of the 6PIM allows the use of well-known
three-phase technologies. The 6PIM is successfully used in special applications, such as electric ships,
electric aircrafts, electric vehicles, and melt pumps, where the high reliability and continuity of the
operation are critical factors for the system [4]. The phase redundancy of the 6PIM provides the ability
of the open-phase fault-tolerant operation without any extra electronic components [5,6].

Among different structures of the 6PIM [4], the asymmetrical 6PIM with double isolated neutral
points, which consists of two sets of three-phase windings spatially shifted by 30 electrical degrees,

Energies 2020, 13, 1121; d0i:10.3390/en13051121 1 www.mdpi.com/journal/energies
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has attracted the interest of many researchers [7-10]. The traditional three-phase control strategies,
including switching table-based direct torque control (ST-DTC) [7], modulation-based DTC [8], the
field-oriented control (FOC) [9], and finite control set-model predictive control (FCS-MPC) [10], can
be extended to 6PIM (or other multi-phase machines) with some modifications to use more freedom
degrees that exist in multi-phase machines. DTC is a well-accepted technique due to its simplicity, quick
dynamics, and robustness [11]. The modulation-based DTC strategy offers better phase current, torque,
and flux response. On the contrary, this method has more complexity against conventional ST-DTC.
The ST-DTC approach has straightforward and simple structure, but it is completely overshadowed
by low-order harmonics due to unused voltage vectors in the losses subspaces. To overcome this
restriction, the idea of duty cycle control is introduced by several researchers [12,13].

The rapid development of intelligent and high-performance control technologies has also brought
about changes in the adjustable speed drive system for different industrial applications [14,15].
To operate safely and reliably under different conditions, there is a lot of debate nowadays about the
main control strategy of the system [16,17]. Among different high-performance control strategies of
drive systems, the DTC strategy has a straightforward algorithm. The DTC technique is inherently
speed sensorless. Nevertheless, if an outer speed loop is added to the DTC, the speed value is
also necessary. Sensorless three/multi-phase induction machine drives are widely addressed in
the technical literature due to multiple shortcomings of shaft encoders [18-23]. To investigate the
instability problem of the traditional rotor flux-based model reference adaptive system (MRAS)
speed estimators in the regenerating-mode low-speed operation, a stator current-based and back
electromotive force-based MRASs are addressed in [19,20], respectively. In [21], two modified
adaptation mechanisms are proposed to replace the classical proportional-integral (PI) regulator. The
full-order Luenberger and Kalman filter observers are discussed in [22,23], respectively. Providing a
DTC drive system with parallel identification of the rotor speed and the stator resistance is a challenging
task because the operation of the DTC scheme is severely dependent on the stator resistance. This
problem is sporadically reported for three-phase induction machines (3PIMs) [24,25], where the rotor
speed and the stator resistance estimators encounter an overlap due to limited freedom degrees of
3PIM. In this paper, the problem of parallel estimation is investigated using more freedom degrees
of 6PIM.

The outer speed control loop of the DTC scheme conventionally contains the PI regulator to obtain
torque command from speed error. In general, the control law of a PID regulator is a linear combination
of proportional-integral-derivative terms, which is suitable for linear systems. For nonlinear systems,
such as the 6PIM drive system, the PI regulator has been given a lot of attention due to its simplicity.
However, it suffers from multiple problems including: (1) tuning of its parameters; (2) high sensitivity
against noise and external disturbances; and (3) loss of efficiency due to oversimplified control
law [26,27]. One promising technique to relatively get rid of the drawbacks of PI regulator is active
disturbance rejection controller (ADRC) [26,28]. The ADRC is a nonlinear control scheme, which
provides a robust control against noises, external disturbances, and parameter uncertainties. For these
reasons, the ADRC technique has recently attracted more attention for electric drive systems. To address
this issue, a modified FOC scheme based on first-order ADRCs for current and speed control loops is
proposed in [29]. A combined active disturbance rejection and sliding-mode controller for an induction
motor is presented to achieve total robustness [30].

The aim of this paper is to present an ADRC-based DTC scheme for sensorless 6PIM drives.
The speed estimator is based on adaptive full-order observer, and its control law is designed using
Lyapunov stability theorem. Besides the speed estimation system, a stator resistance estimator is
proposed using additional degrees of freedom of the 6PIM to enhance the robustness of the sensorless
DTC strategy against stator resistance uncertainties. The adaptation law for the stator resistance
estimator is derived using the Lyapunov stability theorem to ensure its overall convergence.

The rest of this paper is organized as follows. Section 2 introduces the mathematical model of the
6PIM. Section 3 presents the design procedure of the adaptive full-order observer, the speed estimator,
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and the stator resistance estimator. The DTC scheme of the 6PIM is discussed in Section 4, which
includes the ST-DTC scheme, and ADRC in DTC. The experimental results are presented in Section 5.
Finally, Section 6 summarizes the findings and concludes the paper.

2. Dynamic Model of 6PIM

There are two popular approaches for modeling of the multi-phase machines: (1) multiple d—q
approach [9]; (2) vector space decomposition (VSD) approach [31]. The first method is exclusively used
for modular three-phase structures-based multi-phase machines such as six-phase and nine-phase
machines. However, the second method can be used for all types of multi-phase machines. In this
research, the VSD approach is used, where a 6PIM with distributed windings is modeled in the three
orthogonal subspaces, i.e., the « — 8, z1 — zp and 07 — 0. Among them, only the « — 8 variables are in
relation with electromechanical energy conversion, while z; — z; and 0; — 0, variables do not actively
contribute to the torque production.

The schematic diagram of a six-phase voltage source inverter (VSI)-fed an 6PIM with two isolated
neutral points is shown in Figure 1. The transfer between the normal a — x — b — y — ¢ — z variables
and & —  — z; — zp — 01 — 0y variables is performed by T transformation matrix as follows [31]:

_\V3

s I
1 3 1 3

o 3 ¥ i -£
V3 1 V3 1

Tézé 1 =% -2 % -z 0 )

3 3

o 3 F b P o

1 0 1 0 1 0

o 1 0 1 0 1|

By applying T, matrix to the voltage equations in the original six-dimensional system, the 6PIM
model can be represented in the three orthogonal submodels, identified as « — 8, z1 — zp, and 01 — 02.
The voltage space vector equations of the 6PIM in the &« — B subspace are written as follows:

vs = Ryis + p¥s ()
0= Ryi, + p‘fr - jwr‘Yr 3)
The flux linkages are
Y, = Lsis + Lyiy 4)
¥, = Lyis + Lyiy ©)

where v, i, ¥, R, and L represent voltage, current, flux linkage, resistance, and inductance,
respectively, for stator (s subscript) and rotor (r subscript) quantities, and p denotes derivative operator.
The electromagnetic torque produced by the 6PIM is expressed as

T, = 3PY¥, ® is (6)

where P is pole pairs and ©@ denotes the cross product.
The 6PIM voltage equations in the z; — z, subspace are the same as a passive R-L circuit as follows:

Usz1 = Raigz + Llspiszl (7)

Us;0 = Rsisyo + Lis piszz ()]

where Ly is stator leakage inductance.
On the presumption that the stator mutual leakage inductances can be neglected, the 6PIM model
in the 01 — 0, subspace has the same form of the z; — z; subspace. However, the applied 6PIM with

3
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two isolated neutral points avoids zero-sequence currents because it contains two sets of balanced
three-phase windings.

Figure 1. Six-phase two-level VSI-fed 6PIM.
3. Adaptive Full-Order Observer

The block diagram of the proposed Rs and w, estimators based on the adaptive state observer is

shown in Figure 2. It contains the stator current and rotor flux observers, the stator resistance identifier,
and the rotor speed estimator, which are discussed below.

Y

6PIM >
sz, »| (Reference model)

~———

A\

——
\j

Speed
adaptation
law

HE=
A

State observer
alpha-beta subspace

~.

szz,

Stator
resistance
adaptation
law

State observer
Z,-Z, subspace

Figure 2. The block diagram of the proposed parallel estimation system of the stator resistance and the
rotor speed based on an adaptive full-order observer.

3.1. Stator Current and Rotor Flux Observers
The general form of state-space model of the 6PIM in the « —  subspace is
{Xl = A1x1 + Blu]

)
y1 = C1x + Diug
4
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Assuming stator current and rotor flux as state variables and using Equations (2) and (3), the elements
of state-space representation in « — f subspace will be

T

X1 = |:isﬂc isﬁ Pra lpr/}} (10)

(& -1 (4 er)}
A = oLs aly 11
! I % wr] )

T
Bi= |1 O] (12)
U = [vsa vsﬁ}T (13)
n= [isa isﬁ]T (14)
C = [1 o] (15)
with
10 0 -1 00

I:{o 1]’]:[1 0o 0] (16)

where T, = L, /R, is rotor time constantand o = 1 — Lgn /LsL, is leakage coefficient.

The state observer of the 6PIM has a similar form of state-space representation except that an
additional compensation term based on error of measurable states and observer gain matrix is added
to it. The state observer can be written as

{fl :A]J?1+BlM1+G1(is—’l:5) (17)
Kt

=C1%

where the marker "' indicates the estimated values, and G is the observer gain matrix. The matrix A
contains unknown parameters of the 6PIM such as the rotor speed and the stator resistance. These
parameters can be estimated by the designing of a suitable adaptation control law with a nonlinear
theorem such as a Lyapunov stability theorem. It is worth mentioning here that the matrix A; also
contains the rotor time constant. However, simultaneous estimation of the rotor speed, the rotor
time constant, and the stator resistance is challenging because of persistency of excitation conditions
problem [32]. Some techniques have recently been developed based on signal injection to provide
persistent excitation [33], which suffer from steady-state torque and speed ripples. In this paper, the
stator resistance is estimated from additional degrees of freedom of the 6PIM, while the rotor speed is
provided using the 6PIM equations in a —  subspace. This procedure provides the stator resistance
independent from the rotor speed.

The observer gain matrix G; must be designed to ensure stability and good dynamic response of
the observer at a wide range of the speeds. Using pole-placement method, the elements of matrix Gy is
provided as [22,34]

T
Gy = 81 8 &3 g4:| (18)

—82 81 —84 &3

where
g1 = (1—Kpo)(RsL2 4+ R,L2)) /o L,L?
)

&2 = (Kpa 1 Cf]r 19)
83 = (Kpo 1)(Rs KpaRer)/Lm
84 = (1 - KPD) ULSL /Lm
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where Kj, > 0 is observer constant gain.

3.2. Stator Resistance Identification

In this paper, a stator resistance adaptation system is proposed using the machine model in the
z1 — zp subspace. This method can be utilized for any multi-phase machines. It is completely decoupled
from the rotor speed and the rotor time constant, whereas most of the conventional stator resistance
estimators, developed for three-phase machines, are related to these parameters. The proposed Rs
estimator only depends on the stator leakage inductance L;;, which can be approximately assumed to
be constant.

The state-space model of 6PIM in the z; — z; subspace, with consideration of is;; and is,, as the
state variables, can be derived from Equations (7) and (8) as follows:

: Rs :
Isz1| _ | T L 0 Isz1 + 1 |05z
| | 0O =R i Ly

522 Lis 522 Is | Usz2

isz1 1 0| |7z
. = . 20
|:1522:| [0 1:| |:1522:| ( )
In this case, the proposed states observer is given by
{JACZ = Azi‘z + Bouyp 1)
J2 = Coko

It should be noted that a correction term G;(x, — £2) is neglected in Equation (21) due to the inherent
stability of the observer.
The proposed adaptation law for the stator resistance estimation is

R = Kpregg + Ky [ €rgdt (22)

where K;, and K, are the integral and proportional gains, respectively, and e, is the stator resistance
error signal
€Rs = lsz1 (fs21 = Tsz1) + Isz2(isz2 — fs22) (23)

The proof for the stator resistance adaptation law is presented in Appendix A.

3.3. Rotor Speed Estimation

In order to design the speed adaptation law, it is considered as an unknown parameter. First,
an appropriate positive definite function is chosen as the Lyapunov candidate. Then, the adaptation
law is obtained using the Lyapunov criterion to ensure asymptotic stability of the system. The speed
adaptation law is

@y = Kpwew + Ky [ €odt (24)

where K, and Kj, are proportional and integral gains, respectively, and ¢, is the speed error signal
as follows:

€w = (fsa — fsa)ll}rﬁ - (is/S - isﬁ)lﬁrtx (25)
The proof for the speed adaptation law is presented in Appendix B.
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4. DTC of 6PIM

4.1. ST-DTC Scheme

A six-phase VSI contains overall 26 = 64 different voltage space vectors, 60 active, and four zero
vectors, where the active voltage vectors are distributed in four non-zero levels depicted in Figure 3.
The electrical angle of each sectors is 30°. The 6PIM phase-to-neutral voltages can be calculated as

v, 2 -1 -1 0 0 077[S.
v 1 2 -1 0 0 0//[S
Vol Vil-1 =1 2 0 0 o0]|[S

_ Ve 2
Vy 300 0o 0o 2 -1 —1||S (26)
v, 0 0 0 -1 2 -1f|s,
V. 0 0 0 -1 -1 2]|s.

where S; = {0,1},i = {a,x,b,y,¢,z} is the switching state. When S; = 1 (S; = 0), the corresponding
stator terminal is connected to positive (negative) DC-link rail. The voltage space vectors are given by

1
vs = E[Va+aVY+a4Vb+a5Vy+u8Vc+a9VZ] (27)

1
vy = g[Vu+a5Vx+a8Vb+aVy+a4VC+a9Vz] (28)

where v, = Vg1 + jusp and a = elm/s,
The flux estimator is obtained from

Psa = ‘/(Uso( - Rsisa)dt (29)

b = [ (op = Reisp)at (60)

and the toque estimator is obtained from (6). In the traditional ST-DTC, the torque and stator flux errors
are applied to hysteresis regulators to provide the sign of torque (er) and stator flux (ey). According
to gained signals and also the position of stator flux, a proper large voltage vector is selected based on
Table 1 during each sampling period. From Figure 3, the corresponding voltage vectors in the z; — z
subspace will produce large current harmonics, when only large voltage vectors are used to control
the torque and flux. Hence, it can alleviate the current harmonics through reduction of the z; — z;
components by applying a combined voltage vector during each sampling period. This technique is
referred to as duty cycle control, where a virtual vector (synthesized by large and medium voltage
space vectors) is applied to the inverter in each sampling period because the large and medium voltage
vectors are in the opposite direction in the z; — z; subspace (see Figure 3). The duration of the applied
vectors is calculated in order to reduce the average volt-seconds in the z; — z; subspace [4]. The block
diagram of the proposed sensorless DTC strategy with the adaptive full-order observer is shown in
Figure 4a. In this figure, the speed control loop is based on the ADRC strategy, which will be discussed
in the next subsection.
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Figure 3. The a — B (top side) and the z; — z, (down side) vector subspaces for a six-phase VSI.

Table 1. Switching table of DTC strategy.

er €y  Selected Voltage *

11 Vi1
10 Vinsa
0 1 Vo
0 0 Vo
-1 1 Vin—2
-1 0 Vs
*m is sector number.
Duty Tabe 3
Cycle .
»| Modified [s,,.,| Voltage
Switching Source
Table Inverter e

Adaptive
Full-order
observer

Sector
Determination

Hysteresis
Regulator
e, [ Hysteresis
Regulator Vs
(a)

Figure 4. Cont.
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Disturbances

Extended state
observer
(b)

Figure 4. Block diagram of (a) the proposed sensorless DTC strategy; (b) ADRC.

4.2. ADRC in DTC

To enhance the robustness of the DTC technique against external disturbances and measurement
noises, the ADRC is proposed to replace with the conventional PI regulator in the outer speed control
loop. The block diagram of ADRC is shown in Figure 4b. It consists of three main elements: (1) nonlinear
differentiator; (2) extended state observer; (3) nonlinear control law.

In some industrial applications, the command values are changed as step function, which is not
suitable for the control system because of a sudden jump of output and control signals. To solve
this problem, the nonlinear differentiator is used, which makes a reasonable transient profile from
command signals for tracking [26]. The nonlinear differentiator can be expressed by

{m (k+1) = vy (k) + hoy (k) a1
vy (k+1) = va(k) + hf1(v1(k) —v(k),va(k), 0, ho)
where f; is a nonlinear function as
o1 (K), 03 (K), 7o, o) = — 4 70/ o Jal)] < roho -
fi(vi(k), va(k), 70, o) {rgsign(a(k)) a(K)] > roho (32)

with

02(k) + (ag(k) — roho) /2 |a(k)| > roh}
yo(k) = v1(k) + hova (k)

ag(k) =/ (roho)? + 8ro|yo (k)|

where g and h are the parameters of the nonlinear differentiator, and / is sampling period.

The extended state observer is an enhanced version of feedback linearization method to
compensate the total disturbances of the system. Using this observer, the state feedback term can be
estimated online; hence, it is an adaptive robust observer against model uncertainties and external

alk) = {W) oK)/ Jalk)] < ol

disturbances. The extended state observer is represented as follows:

=2z (k) + h[Zz(k) - ﬁlfz(e(k),uzl,&l) + bou(k)]
= z2(k) — B2 fa(e(k), a1, 61) (33)

where the nonlinear function f; is defined as

e(k) /81" le(k)| < &

34
(k) sign(e(®)) [e(k)| > 2 o9

fale(k), ,0) = {

where a1, 61, B1, B2, and by are the parameters of the extended state observer.
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The conventional PI controller is based on the linear combination of proportional and integral terms
of error, which may degrade the performance of the DTC scheme. Different nonlinear combination of
error can be presented to overcome this problem. In this paper, the following nonlinear control law
is used:

e1(k) = vy (k) —z1(k)
ug(k) = Bafa(er(k), az,62) (35)
u(k) = uo(k) —z2(k) /bo

where a, B3, and J; are the parameters of nonlinear control law.
5. Experimental Validation

5.1. Description of Experimental Setup

The schematic and photograph of the experimental setup are shown in Figure 5a,b, respectively.
The principal elements are

e aTMS320F28335-based digital signal processor (DSP) board.

* two custom-made two-level three-phase VSIs based on BUP 314D IGBTs and LEM LTS 6-NP
current transducers.

e an LEM LV25-P voltage transducer.

e an Autonics incremental shaft encoder.

® amagnetic powder brake mechanically coupled to the 6PIM.

e abridge rectifier.

¢ al-hp three-phase induction motor, which has been rewound to provide an asymmetrical 6PIM.
The specifications of the 6PIM are shown in Table 2.

I

220 v, 50 Hz

I

fa\
4 o\
PCI-1716 data A

acquisition card -

1 3
° yYVvy
o RS232 | LePWM | [CADC |

R ° N / TMS320

v USB JTAG|| F28335
Host PC Interface  eZdsp F28335 board

Load controller unit

(@)

Figure 5. Cont.
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Torque
transducer

Shaft controller unit

encoder

e 5| - g
— NN

(b)
Figure 5. Experimental setup (a) schematic (b) photograph.

Table 2. The parameters of 6PIM.

Symbol Quantity Value
T, Nominal torque 2 Nm
P Pole pairs 1
Rs Stator resistance 4.08 )
R, Rotor resistance 3.730)
L Stator inductance 443.6 mH
Ly Rotor inductance 443.6 mH
L Magnetizing inductance 429.8 mH
] Moment of inertia 0.000718 kg-m?

5.2. Experimental Results

The performance of the proposed sensorless DTC strategy has been experimentally surveyed
using DSP platform, programmed through Code Composer Studio (CCS v.3.3) and MATLAB. The
IQmath and digital motor control (DMC) libraries have been used to provide optimized code. A 10 kHz
sampling frequency with a 2 ps dead-band has been adopted. The experimental results have been
captured using an Advantech PCI-1716 data acquisition card (DAQ) and serial port with LABVIEW
and MATLAB, respectively. The serial communications interface (SCI) module has been employed to
provide a serial connection between host PC and DSP. An incremental shaft encoder has been used to
verify the performance of the speed estimation algorithm. All of the experiments have been carried
out in sensorless mode as well as closed-loop adaptation of the stator resistance under various test
scenarios, emphasizing on the low-speed region.

The experimental results of the proposed parallel estimation system of stator resistance and rotor
speed under 50% initial stator resistance mismatch are shown in Figure 6. The speed command is 7%
rated speed under rated load torque. In this test, the electric drive is allowed to start with a wrong
stator resistance. This causes an error in estimated electromagnetic torque and actual speed. However,
the estimated speed and the stator flux follow their reference values because of the controller action.
It can be seen that the estimation error of the speed and the electromagnetic torque due to detuned
stator resistance are removed within short seconds after activation of the stator resistance estimator at
t=>5s.

11
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Figure 6. Experimental results of the proposed parallel estimation system under initial mismatch of
stator resistance.

As already mentioned, the proposed parallel estimation system has the merit of avoiding overlap
between stator resistance and rotor speed estimators, whereby the stator resistance is independently
estimated from rotor speed using additional freedom degrees of 6PIM. The experimental results of
estimated stator resistance under speed changes and load change are shown in Figure 7a,b, respectively.
In Figure 7a, the speed command is changed as a step function from a very low speed to 17% rated
speed, and, in Figure 7b, a load torque is suddenly applied to the motor at t = 25s. It can be
clearly adjudged that the adaptation process of stator resistance is independent of speed and load
torque changes.

Disturbance-free operation of the ADRC-based speed controller is evaluated through a
comparative study of its performance and the conventional PI regulator. The experimental results for
the estimated speed under sudden load torque changes at 7% rated speed when the conventional PI
and introduced ADRC are utilized as speed controllers are shown in Figure 8. As can be seen, applying
the external load torque to the 6PIM leads to a larger overshoot (undershoot), when the conventional
PI regulator is employed. The ADRC properly improves the disturbance rejecting capability, which in
turn provides a robust performance against load torque changes.

12
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Figure 7. Experimental results of the estimated stator resistance under (a) speed changes (b) load
torque change.
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Figure 8. Experimental results of the estimated speed with PI and ADRC-based speed controllers
under load changes.

6. Conclusions

Multiphase electrical machines and drives have different advantages over their traditional three
phase counterparts. In recent years, multiple research works have been published to explore the
specific advantages of multiphase machines and drives. In this regard, a parallel estimation system
of the stator resistance and the rotor speed for direct torque-controlled 6PIM was proposed in this
paper. The speed estimator is based on an adaptive full-order observer, which estimates the speed
signal using the 6PIM model in the &« — § subspace, while the stator resistance estimator employs
the 6PIM model in the z; — z; subspace. Hence, the stator resistance is identified independently of
the rotor speed. The rotor speed- and the stator resistance-adaptation laws were derived using the
Lyapunov stability theorem. The performance of the proposed sensorless DTC was experimentally
investigated, where the obtained results confirmed its capabilities in terms of accuracy as well as no
overlap between the stator resistance and the rotor speed estimators. In order to provide a robust
performance for the DTC technique against external load torques, the PI regulator was replaced by an
ADRGC, as a well-known disturbance-free controller. The better performance of the DTC scheme based
on ADRC was verified through a comparative study with the conventional PI regulator.
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Appendix A. The Design of Adaption Law for Stator Resistance Estimation

The quadratic Lyapunov function for asymptotic stability of the proposed stator resistance
estimation system is defined as

AR?

V,=e e, +
r r r )\,

(A1)

14
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where A, is a positive constant, ARs = Rs — R, R, is the estimated stator resistance, R; is the real stator
resistance, and e, is the error matrix of the state variables in the z; — z, subspace as

N ~ 17T
er =X —Xp = [Zszl szl Isz2 T lsz2 (A2)

The asymptotic stability of the stator resistance estimator is assured when the Lyapunov candidate
function V; is positive definite as well as its time derivative pV, is negative definite. The time derivative
of the Lyapunov candidate function is calculated as

2 N
pV, = efpe, + peIer + A—ARspRs (A3)
T

With some mathematical manipulation, Equation (A3) can be written as

pV, = el (A + Al)e, — [eT A A% + 2T AATe,]

2 N
+ = AR,pR; (A4)
Ar

The first term of Equation (A4) is inherently negative definite. The stability of the system is
eventually assured, when the sum of the last two terms of Equation (A4) is zero as

2 5
T ARspR; - [eTAAL %y 4+ 2TAATe, ] =0 (A5)
’
which leads to A
Ro=-% / er dt (A6)
where the tuning signal eg, is
ERS = {szl (iszl - fsz]) + i\szZ(iszZ - ;522) (A7)

A Pl regulator is employed to enhance the dynamic behaviour of the proposed estimator, instead of
Equation (A6) as
Ry = Kprerg + Kiy [ ergdt (A8)

where Kj, and Kp, are the integral and proportional constants.
Appendix B. The Design of Adaption Law for Speed Estimation
The Lyapunov candidate function for asymptotic stability of the speed estimation system is

Aw?
T (49)

Vo= ez,ew +

where A, is a positive constant, Aw, = @, — wy, and e, is the error matrix of the estimated and real
values in & — 8 subspace as

ey = X1 — f] (A10)

P . » ~ ~ T
= {isa —lsa Isp —Isp Yra — Pra lPr/j - wrﬁ
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In this case, the first-order time derivative of Lyapunov function can be deduced as
Vo =ef[(A1 = GiC1) + (41— GiCr) ew (A11)

2
+ (ewD Ay + 22AATey) + S Awrpdoy
w

The first term of Equation (A11) is guaranteed to be negative definite by suitable adopting of

observer gain matrix G;. The Lyapunov stability criterion is satisfied, if the sum of second and third
terms of Equation (A11) is zero. With some calculations, the adaptation law for speed estimator is
acquired as

@r = Kpwew + Kiey | €odt (A12)
where the tuning signal €, is
€w = (isa - fsa)¢r§ - (is/j - isﬁ)li]m (A13)
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Abstract: Interior permanent magnet synchronous motor (IPMSM) efficiency can be improved by
using maximum torque per ampere control (MTPA). MTPA control utilizes both alignment and
reluctance torques and usually requires information about the magnetization map of the electrical
machine. This paper proposes an adaptive MTPA algorithm for sensorless control systems of IPMSM
drives, which is applicable in industrial and commercial drives. This algorithm enhances conventional
control schemes, where the output of the speed controller is the commanded stator current and
the direct current is calculated using an MTPA equation; therefore, it can be easily implemented
in the previously developed drives. The proposed algorithm does not use any motor parameters
for the calculation of the MTPA trajectory, which is important for systems operating in changing
environmental conditions, because motor inductances and flux linkage strongly depend on the stator
current and the rotor temperature, respectively. The proposed algorithm continuously varies the
current phase and in such a way it tries to minimize the magnitude of the stator current at the applied
load torque. The main contribution of this paper is the development of a technique to overcome the
main disadvantage of seeking algorithms—the necessity of a precision information about the rotor
position. The proposed method was verified experimentally.

Keywords: interior permanent magnet motors; maximum torque per ampere; sensorless control;
adaptive control

1. Introduction

Interior permanent magnet synchronous motors (IPMSM), compared with machines of other
types, have higher torque to weight ratios, higher efficiency, output power per volume and mass per
volume values, which make them attractive for use in compact drives, high-efficient drives, drives with
high dynamics, etc. At the same time, the high price of rare-earth metals, which are necessary for
producing strong magnets, restricts the popularity of permanent magnet (PM) motors. However,
over the past decade, the price of rare-earth magnets has decreased; therefore, the area usage of PM
motors is widening. As a result, they attract more attention, and many researchers have investigated
the control systems of these machines.

The main feature of IPMSMs is their asymmetry along direct and quadrature axes, which creates
reluctance torque. At the same time, permanent magnet synchronous machines (PMSM), which have
equal direct and quadrature inductance and idle load conditions, demonstrate magnetic asymmetry at
load; thus, they may also produce reluctance torque. As a result, modern efficient control systems
must consider these facts and utilize the reluctance torque of the PM motors by employing one of the
maximum torque per ampere (MTPA) techniques.

Information on rotor position is required to control PM motors; therefore, precision and
high-performance drives are equipped with position encoders, whose resolution depends on the
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desired dynamic and precision of control. At the same time, low-cost systems and motor drives with
higher reliability have a tendency to eliminate additional parts, especially moving parts, such as speed
and position encoders. Therefore, sensorless control algorithms have almost become a standard in
these applications [1,2]. Therefore, modern control systems of PM motors, in order to be used in a
variety of applications, have to be sensorless [3] and must be able to implement MTPA techniques [4,5].

An analysis of the operating conditions of PM motors and their impact on the motor parameters
showed that motor direct and quadrature inductances strongly depend on the motor stator current
and may decrease due to steel saturation by more than 50% [6]. At the same time, the temperature
of the rotor impacts the flux linkage of magnets and may decrease it by 10% [7]. Furthermore,
magnet degradation during the lifetime of the motor may also decrease the flux linkage by 15%. As a
result, it would be beneficial to develop an MTPA algorithm, which can adapt to the variations in
motor parameter and provide efficient control of the motor, despite its environment.

The conventional MTPA approach involves the calculation of one of the MTPA equations—e.g.,
Equation (1) obtained from motor equations:

id _ wm _
4Lg-1,)

@

where I; represents the stator current, 1, represents the permanent magnet flux linkage, L; and L,
represent the d-axis and g-axis inductances, respectively, and i; stands for the direct current component
providing the MTPA. This approach is simple and can be easily implemented in a sensorless control
systems and is discussed and studied in [8-12]; however, such techniques are sensitive to the variation
in motor parameter due to operating conditions. For example, the accurate knowledge of motor
parameters was required in [10], but the change in the motor inductances due to the saturation effect
was not taken into account.

To solve this problem, different adaptive MTPA techniques were proposed. The authors
of [13,14] proposed to enhance the conventional MTPA algorithm with on-line estimation techniques
of motor inductances; however, these papers do not suggest a solution for the flux-linkage estimation.
Furthermore, these methods need fine-tuning, and the control system has to be equipped with a
high-speed processor capable of executing additional calculations at every calculation step, together with
basic control routines.

The authors of [15] proposed a method with a fast dynamic response, which uses a recursive least
squares (RLS) parameters estimator to track the MTPA trajectory. However, this method calculates
many square roots, which significantly load a microcontroller unit (MCU), even with optimizations;
therefore, the use of this method is limited.

A group of methods described in [16,17] proposes several similar MTPA techniques which are
based on the high-frequency signal injection and the analysis of response. These methods do not need
motor parameters, but high-frequency signals cause noises and vibrations, which are undesirable in
many drives.

To overcome this problem, the authors of [18-21] proposed an interesting technique called the
virtual signal injection (VSI). This method detects the MTPA trajectory analytically by the injection of a
virtual signal into a motor model. It does not use motor parameters and does not inject real signals into
the system; therefore, undesired noise and vibrations are excluded. However, despite perfect reported
results of VSI methods, we do not share the optimism of the authors. We found that these algorithms
were very sensitive to the variation in stator resistance, which is not a problem in other algorithms,
including the conventional one.

Another approach used for tracking the MTPA trajectory is seeking algorithms, which do not
use motor parameters and can effectively operate in a changing environment. An example of this
technique is described in [22], where the authors continuously varied the phases of the stator current
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and tracked the minimum of the current magnitude. The main disadvantages of this idea are lower
dynamics and the necessity of a position encoder.

After a detailed analysis of the pros and cons of the existing techniques, the authors found that the
seeking algorithm reported in [22] is the best candidate for developing a motor drive, provided that it
can be adapted to the operation without a position encoder.

2. MTPA Seeking Algorithm

The seeking algorithm reported in [22], which was selected for further improvements, continuously
varies the phase of the stator current y to provide the minimum stator current I; for the given torque.
The flowchart of this method is shown in Figure 1. It can be clearly seen that in each calculation step,
the motor phase is modified by a small disturbance angle Ay, and the resulting value vy is checked to
be inside the limits. After that, the new value of the phase of the stator current is applied, and the
control system waits until the end of transient. After that, the tuning algorithm measures the average
magnitude of the stator current over the calculation step and compares it to the value measured at the
previous step.

C Start of the MTPA tuning )

v

Define the new current phase
Yirt = Yi T AY

Yes +=

Set the new value of 7y for
MTPA block: Y = Yic+1

v

Wait until the end of the
transient

v

Calculate the average squared
amplitude of the current vector

No

Yes +<

( End of the MTPA tuning )

Figure 1. Flowchart of the MTPA seeking algorithm.

If the current value obtained at the current calculation step is less than the same value from the
previous step, the stator current has been rotated in the correct direction, and vice versa. If the stator
current has been rotated to the incorrect direction, the sign of disturbance value Ay is reversed, and in
the next step the stator vector will be rotated in the proper direction. This process is illustrated in
Figure 2, where the current vector rotates to track the constant torque loci.
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A Constant torque loci

Ay
Ik+l

k
1

Figure 2. Variation of stator current phase.

This seeking algorithm has the advantages of being insensitive to motor parameter variation and
the possibility of being easily implemented in the previously developed control schemes.

At the same time, this technique demonstrates excellent results only when the rotor position
is measured precisely, and may fail when a significant error appear. As can be seen from Figure 2,
the minimum current for the constant torque curve is not strongly pronounced, and the variation
of the stator current angle causes only minor changes to the current magnitude. This problem is
illustrated by the data in Table 1, calculated for the test motor, the parameters of which are given in the
section below. The table illustrates the increase in the magnitude of the stator current when its angle
varies with the step of one degree. As can be seen, the variation in stator current is quite small and
lies below one percent for a range of +5°. Therefore, to detect the minimum stator current, it is very
important to know the rotor position precisely. Unfortunately, sensorless drives contain a position
error with a typical value of 5°-~10°, which varies over revolution and restricts the operation of the
seeking algorithm in sensorless systems. The original algorithm [22] at the calculation step k applies
the stator current with a phase yy. In the next calculation step k + 1, the algorithm applies the stator
current with a phase vy, which differs from the y; at the fixed disturbance angle Ay. During each
calculation step, the algorithm measures (integrates) the magnitude of the stator current and then
compares these magnitudes. The lower current magnitude corresponds to the phase angle being closer
to the true MTPA angle. Thus, if the position error is not constant, the stator current is applied at
different phase angles during each calculation step; therefore, its magnitude varies, producing incorrect
measurements of the current. In order to overcome this problem and use the advantages of the seeking
technique, an advanced method was proposed, which makes the operation of the seeking algorithm in
sensorless drives possible.

Table 1. Increase in Stator Current due to Angle Variation.

Angle Increase, % Angle Increase, %
v+ 1° 0.02 y-1° 0.02
v+ 2° 0.09 y-2° 0.10
v+ 3° 0.19 y-3° 0.22
v +4° 0.33 y —4° 0.39
vy +5° 0.56 y-5° 0.62

3. Proposed Enhanced Algorithm

As mentioned earlier, the main problem with the implementation of the seeking algorithms in the
sensorless systems is the absence of precision of information on the rotor position. The typical position
estimation error of the back-EMF-based estimator is shown in Figure 3. This picture demonstrates
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that the estimation error is significant for the seeking technique described. The proposed algorithm
belongs to the perturb and observe methods, which involves modifying one parameter of the system
and analyzing its response by measuring another parameter. Algorithms such as these may fail
if another disturbance appears in the system and impacts the measured parameter. At the same
time, our experiments showed that the average value of the position estimation error is stable and
mainly depends on the variation in the relationship between the direct and quadrature inductances,
while instant error depends on disturbance factors, such as cyclic mechanical load, non-sinusoidal
back-emf, etc. Therefore, the previously developed seeking algorithm may operate properly if its
calculation step contains an integer number of electrical revolutions. In that case, the average position
error at consequent calculation steps will be the same, and the average current magnitudes may be
compared. Stator resistance variation due to temperature change affects the average error value, but the
seeking algorithm compensates for this error.

A ro,°

9 180 270 360 Oe.°
Lol

RN ;
4____jk\< A_m_ge____,/_-

Figure 3. Rotor position estimation error.

The number of electrical revolutions that are contained in one calculation step is denoted as N.
Then, the maximum calculation time is denoted as Tjqx. These parameters define the minimum motor
speed 11, where the proposed algorithm can operate. If the motor speed # is less than the minimum
speed 1,i,, the tuning algorithm must be stopped. Then, the length of the current calculation step
Tk, is defined and compared to the length of the previous calculation step TX 1. If they are the same,
the calculations at these intervals may be compared, otherwise they may not. If the consecutive
calculation steps are different, the tuning algorithm calculates the squared amplitude of the stator

2
current for the current measurement interval (Ié‘) and proceeds to the next step. If the length of
the previous calculation step and the length of the current calculation step are the same, the tuning
algorithm defines the new MTPA angle y in the same manner as a basic algorithm, measures the

2
squared amplitude of stator current (I’S‘) , and compares it to the same value from the previous iteration

(If’l)z. If the squared amplitude of the stator current at the current step is less, it means that the MTPA
angle y was modified in the correct direction, and the same disturbance value will be applied in the
next step. If the MTPA angle y was modified in the wrong direction, then the sign of disturbance value
Ay in the next step will be reversed. A flowchart of the proposed algorithm is shown in Figure 4.
This algorithm is quite simple, and the most important things are the proper selection of N and
T'nax, which define the errors, the dynamic response of the algorithm, and its minimum operating speed.
The higher the number of electrical revolutions in the calculation step, the more reliable and stable the
algorithm operates; however, at the same time, its dynamic response decreases. These parameters are
suggested to be selected experimentally by monitoring the performance of the tuning algorithm.
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( Start of the MTPA tuning )

( Stop the tuning algorithm

Disturb the MTPA angle:
Ye = Ve + Ay

Check the limits:
Ymin <Yk < Ymax

| Apply the new phase y, |

| Wait two PWM periods |

v ]

Calculate the average squared Calculate the average squared
amplitude of the current vector amplitude of the current vector

Yes =

( End of the MTPA tuning )

Figure 4. Flowchart of the proposed algorithm.

4. Experimental Setup

The experimental motor used in the experiments is the mass production (MP) device,
the parameters of which are given in Table 2. However, these inductances strongly depend on
the motor current and vary, as shown in Figure 5.

Table 2. Motor Rated Parameters.

Parameter Value Units
Number of poles 2P =6 -
Rated speed 2000 rpm
Phase resistance 1.5 Ohm
d-axis inductance 54 mH
q-axis inductance 95 mH
Back-EMF constant 0.15 V-s/rad
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Figure 5. Motor inductances vs. current.

The control system used in the experiment is the same as in MP versions described in [23]
(Figure 6). It drives the IPM motor, using the sensorless control, which nowadays can be considered
to be a standard for many appliances. This control is based on the back-EMF estimation methods
discussed in [24], which is enhanced by the initial position estimation necessary for excluding the
reverse rotation while starting. The performance of the implemented estimation algorithm was verified
using a quadrature encoder, which proved that the algorithm perfectly operates in the speed range
over 10 Hz, with the estimation error being not more than several electrical degrees.
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MTPA tuning af—dg AB—af
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Figure 6. Structure of the sensorless control scheme of the IPM motor drive.

The inverter used for driving the motor is based on the smart power module FSAM10SH60
from “Fairchild” (10 A/600 V), which contains six IGBTs and embedded gate drivers. This drive was
developed for a standard 220-240 V, 50/60 Hz supply source. The control system of the drive under
test is based on a 60 MIPS Cortex-M3 microcontroller, which operates the inverter at 10 kHz PWM.
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This system is equipped with two current sensors and a DC-link voltage sensor, whose signals are
processed by a 12-bit ADC of the microcontroller, with a sampling time of 100 ps.

The control system of the experimental drive is a conventional vector control system without the
position encoder used in MP devices. It involves an outer speed loop and two inner current loops
implemented in the dg reference frame, where the electrical position and speed are provided by the
estimator. The experimental drive implements open-loop starting and acceleration with immediate
closing and the reinitialization of the controllers.

The control system measures two phase currents and DC-link voltage, which are then transformed
into phase currents and voltages, respectively. After that, the three phase values, abc, are converted
into two axis stationary reference frames «3, using the Clarke transformation:

=5y & %
Xe ] 3]0 5 -5 || x

where X denotes any converted value. The conversion gain of 2/3 provides equality of amplitudes
in abc and ap reference frames, which is easier for tuning. Then, the values are transformed into a
synchronous dq reference frame using the Park transformation:

[Xd]:[ cosf sinf ][ Xa] 3)
Xq —sinf cos@ Xa
where 0 represents the angle of angular displacement.

The control system uses a field-weakening controller, which increases the maximum speed by
up to +50% of the rated velocity by weakening the field of the rotor with i; current. The drive under
test also includes an MTPA block for increasing efficiency and decreasing stator current. This MTPA
block receives the stator current from the speed controller and then converts it into direct and
quadrature components.

The only difference between the experimental and the conventional systems is the presence of the
MTPA tuning block with the proposed algorithm, which outputs the MTPA angle of the decomposition
of the commanded stator current. These changes, including additional block and corresponding
connections, are shown in red in Figure 6.

5. Experimental Results

5.1. Experimental Setup and Load Motor

The test jig used in our experiments included a load motor, represented by an HG-SR202, 2 kW AC
servomotor from Mitsubishi Electric, which was equipped with an incremental position encoder.
This motor was controlled using the MR-J4-200, an AC servo amplifier from Mitsubishi Electric,
operated in the torque control mode. The AC servo amplifier and the inverter were connected to the
PC, which was used to control the experiment and monitoring the data. This experimental setup is
shown in Figure 7.

5.2. Motor Characteristics

At the beginning of our experimental work, the real characteristics of the motor were found.
This experiment was performed using the test jig shown in Figure 7, where an incremental position
encoder with a resolution of 4096 pulses was used. Motor inductances were found in several
points for different values of stator current at the MTPA condition. They are shown in Figure 5,
which demonstrates that saturation significantly impacts their values.

The motor MTPA characteristics were detected with a step of 1°, and they are demonstrated in
Figure 8. It can be clearly seen that the experimental MTPA curve deviates from the theoretical curve
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at higher currents due to the saturation effect. Therefore, this fact must be taken into account when
developing an efficient control system.

Figure 7. Experimental setup.
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Figure 8. Theoretical and experimental MTPA curves.
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5.3. The Performance of the Developed Algorithm

The proposed MTPA tuning algorithm was tested using the test bench described above. The load
torque was programmed as a function with several steps, shown in Figure 9 so that the detection of the
MTPA angle at different conditions can be dynamically monitored. A step-changing function with
the following steps was used: 1, 2, 2.5, 3, 3.5, and 4 Nm. The values of the steps at lower currents are
higher because the MTPA angle in this region changes faster, and it is easier to track it. At the same
time, at a higher load, the steps are lower to check the behavior of the proposed algorithm in that
region in more detail.

AT Nm
4

~
[

=
\

20 40 60 80 100 120

Figure 9. Commanded load torque.

When selecting the parameters of the algorithm, it was assumed that the MP sensorless drives
rarely operate at a speed below 900 rpm, as they are focused on the total efficiency more than on a
fast dynamic. At the same time, the higher number of electrical revolutions N used as a calculation
step provides better stability and avoids side effects. Therefore, the maximum calculation time,
as Tyax = 0.5 s, and minimum operating speed as n = 600 rpm, were selected, which results in N from
15 revolutions or less. After several experiments, the disturbance angle Ay equal to 3° was selected,
which was a compromise between precision and the algorithm’s stability. The lower value of Ay makes
it difficult to detect the current changes in our system; therefore, 3 degrees is a tradeoff value between
the tolerance and quality of control. At the same time, in other systems, especially with motors of
higher magnetic asymmetry, the lower values of Ay can be used.

The operation of a tuning algorithm at 900 rpm with N = 15 is shown in Figure 10,
which demonstrates the proper detection of the MTPA angle. However, the defined value of y
contains some spikes. The results of the same experiment at 1500 rpm are presented in Figure 11,
which proves the correct operation of the developed algorithm and demonstrates a lower number
of spikes—i.e., it has higher stability. In the next experiment, the calculation step was increased to
30 electrical revolutions, and the results of this test are provided in Figure 12. It is observed that the
stability of the proposed algorithm increased, and the defined MTPA angle almost did not contain
significant deviations.
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Figure 10. MTPA angle defined at 900 rpm with N = 15.
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Figure 11. MTPA angle defined at 1500 rpm with N = 15.
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Figure 12. MTPA angle defined at 1500 rpm with N = 30.

6. Conclusions

This paper proposes the adaptive MTPA control algorithm capable of operating in sensorless
drives. This algorithm does not use any motor parameters and conventional equations; therefore, it is
insensitive to the motor parameter variation due to the operating conditions. The proposed method
uses a seeking technique, which continuously varies the phase of the stator current and tracks the
minimum of its magnitude. It is designed to be used in conventional control systems; therefore, it can
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be easily embedded in previously developed motor drives. Experimental results provided in this paper
prove the feasibility of the developed algorithm and its perfect operation, despite the motor operating
conditions. The proposed algorithm was implemented in the drives with reciprocating compressors
and put into mass production.
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Nomenclature

AC Alternating Current

ADC Analog to Digital Converter

DC Direct Current

EMF Electromotive Force

IGBT Insulated-Gate Bipolar Transistor

IPMSM Interior Permanent Magnet Synchronous Motor
MCU Microcontroller Unit

MIPS Million Instructions Per Second

MP Mass Production

MTPA Maximum Torque Per Ampere

PC Personal Computer

PM Permanent Magnet

PMSM Permanent Magnet Synchronous Machine
PWM Pulse-Width Modulation

RLS Recursive Least Squares
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Abstract: Since the permeant magnet synchronous generator (PMSG) has many applications in
particular safety-critical applications, enhancing PMSG availability has become essential. An effective
tool for enhancing PMSG availability and reliability is continuous monitoring and diagnosis of the
machine. Therefore, designing a robust fault diagnosis (FD) and fault tolerant system (FTS) of PMSG
is essential for such applications. This paper describes an FD method that monitors online stator
winding partial inter-turn faults in PMSGs. The fault appears in the direct and quadrature (dq)-frame
equations of the machine. The extended Kalman filter (EKF) and unscented Kalman filter (UKF)
were used to detect the percentage and the place of the fault. The proposed techniques have been
simulated for different fault scenarios using Matlab®/Simulink®. The results of the EKF estimation
responses simulation were validated with the practical implementation results of tests that were
performed with a prototype PMSG used in the Arab Academy For Science and Technology (AAST)
machine lab. The results showed impressive responses with different operating conditions when
exposed to different fault states to prevent the development of complete failure.

Keywords: extended Kalman filter (EKF); permanent magnet synchronous generator (PMSG); fault
diagnosis (FD); stator inter-turn short circuit

1. Introduction

In the last decade, the permeant magnet synchronous generator (PMSG) has been used in many
industries, especially, for renewable energy applications [1-3], aircraft [4,5], and propulsion systems [6].
Consequently, this has generated growing concern about the operation reliability of the PMSG,
especially in safety critical applications like the shaft generators (5G) in marine applications.

The PMSG faults inexorably decrease the reliability of the system, which may lead to malfunction
or a failure in the system. Moreover, most PMSG applications are safety-critical, which makes the
presence of fault an unwanted option. Mechanical, magnetic, and electrical faults are the major types of
faults that may occur in a PMSG [7]. Extensive research has examined the detection of mechanical faults,
which is the most usual fault in the PMSG; these faults can be divided into eccentricity faults [8-10],
and bearing faults [11-14], based on [15], the bearing faults represent from 40 to 50% of the total
faults while the eccentricity fault represents from 5 to 10% in the machines. Further research has
considered the detection of demagnetization faults [16-18]. Both types of faults cause torque to
unbalance; followed by an increase in the overall temperature of the machine. The high temperature
may cause the deterioration of the stator winding insulation, which may lead to the presence of a stator
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inter-turn fault [19-22], based on [21], the stator electrical faults represent 38% of the total faults in the
machines. All these papers have focused on the stator winding inter-turn fault in any phase, which
is a particular case fault that, if not addressed, affects the machine’s voltage magnitude and balance,
and may lead to other catastrophic failures.

Fault diagnosis (FD) techniques were used to detect the place and severity of the fault, followed by
isolation with minimal losses. This can be divided into three main approaches: signal-based, artificial
intelligence-based, and model-based techniques [7,23]. First are the signal-based techniques; they
emphasize the analysis of the measured signal to detect the presence of specific frequency components
relating to the fault. Moreover, it requires knowledge of the fault signatures, this knowledge can be
acquired from the stator voltage and current, torque signal, and similar variables [7]. The advantages
of these methods are the non-dependency on a specific model [24]. However, if the signal contains
many harmonics, it may give an erratic estimation for fault. Furthermore, it needs a batch set of
samples to analyze the signal; this causes a delay in time in determining a fault estimation. Wavelet
transform (WT) is one of these methods that is presented in [25] and [26]. Additionally, Hilbert Hang
transform (HHT) and Wigner-Ville have been shown to produce considerable results [17,27]. Also,
the vibroacoustic techniques are used in condition monitoring for the machines in [28] and [29].

Secondly, artificial intelligence (AI) methods have been extensively studied in the fault diagnosis
of electrical machines. These techniques require a deep understanding of fault signatures under
several faulty conditions. However, it needs a set of logged data for the definite fault, which may be
undetermined. In addition, some of these techniques do not cope with the online monitoring required
for inter-turn short circuit detection due to the computational burden taking time for these techniques
to fulfill the FD. Neural networks (NN) [30,31], particle swarm optimization [32], and fuzzy logic [33,34]
are Al methods that have been used in stator windings FD of PMSG. A lot of researchers have used a
combination of them, such as using the neuro-fuzzy technique [35] or using the Al technique with
the signal base technique, such as using the wavelet transform (WT) with the adaptive neuro-fuzzy
inference system (ANFIS) in [25].

The third choice is model-based FD techniques, which require the use of a system model.
These techniques give the precise estimation of the fault if the mathematical model used is accurate, so
they can estimate parameters that are hard to measure [36,37]. Moreover, these techniques offer online
parameter identification with the required fast response for taking action. However, these techniques
require an accurate model for the system to make a robust estimation in all operating conditions, which
is so rare to find, this means that the model-based technique is not used in a lot of complex systems.
In [38], the recursive least square (RLS) method is used to estimate the stator inter-turn faults, and the
technique provides good response and early detection for the fault. The extended Kalman filter (EKF)
has been used in [20,39—-41], for the detection of the fault in PMSG and the induction motor (IM). Other
researches take into account the use of unscented Kalman filter (UKF) in parameters estimation of
PMSG, as an enhancement tool for the control system [42]. The model-based technique is also used in
the industrial process control fault diagnoses in [37,43]. In [44], the research presented uses the graph
of the process to find an accurate model for the system.

In this contribution, a comparison between the use of the EKF and the UKF is presented in
the fault diagnosis of the stator inter-turn faults for PMSG, which has not been addressed before in
any other research work. The mathematical model and the equivalent circuit in both healthy and
faulty states were implemented based on the model in [21,40]. The procedures of fault percentage
and location estimation using EKF and UKF are presented, and the simulation results of parameter
estimation in both healthy and faulty conditions, showing the response of both techniques in the
case of inter-turn short circuits through several operating conditions and scenarios, are discussed.
Moreover, two scenarios were proposed for the decision-making process based on the severity of
the fault. The results were validated by applying a practical emulation for the fault in a laboratory
prototype machine and discussed.
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2. The Faulty PMSG Model

The model was implemented in the direct and quadrature (dg-frame) in [39], in both states,
healthy and faulty.

2.1. PMSG Healthy State Model

The healthy state represents the machine in the case of no fault; in this case, the internal current
outgoing from the machine is the same current consumed from the load. Figure 1 shows the equivalent
circuit of the machine in the abc-frame, Ry and Lg are the stator resistance and inductance. E, Eyp,E.,
are the induced voltages, and the output current from the generator is represented by I, I, .

To simplify the model, the equations of the machine should be converted to the dg-frame. Figure 2
shows the equivalent circuit of the machine in the dg-frame. L; and L, are the direct and quadrature
inductance, I/, and I, is the internal direct and quadrature current of the generator respectively, I;s
and Iy, are the terminal direct and quadrature current of the generator respectively, the V; and Vy,
are the direct and quadrature stator terminal voltages, and w, is the electrical angular speed that can
be related to rotor mechanical angular speed w;;. All the equations representing the machine on the
dg-frame are given in [39].

Ea R, L. 1
sa
—® AA—r——
Ep

Iy
® A

N Ec R L.

Figure 1. The equivalent circuit of healthy permeant magnet synchronous generator (PMSG) in
the abc-frame.

(a) d- axis (b) - axis

Figure 2. The equivalent circuit of healthy PMSG in the dg-frame.
2.2. PMSG Faulty State Model

In the case of a PMSG stator winding fault, the number of turns in a certain phase is reduced
due to the deterioration in the stator winding insulation, which causes a short circuit in this phase.
Most stator winding insulation failures are caused by high temperatures and overloading. When a
stator winding short circuit happens, the value of generator impedance changes, consequently the
amplitude of stator current harmonics will increase, the torque will drag, and potential overheating
will appear, and so on, this symptom may lead to complete failure if the fault was not addressed.

The short circuit current [I;/]qq is generated inside the machine as shown in Figure 3 due to the
presence of the short circuit impedance Z;, . in any phase; this impedance value changes according
to the ratio between the number of inter-turn short-circuit windings and the total number of turns
in one healthy phase. Figure 4 shows the equivalent circuit of the faulty machine in the dg-frame.
The mathematical equations representing the faulty state model of the PMSG in dq-frame are given
in [39].
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Figure 3. The short circuit turns ratio representation.
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Figure 4. The equivalent circuit of the faulty state PMSG in the dq-frame.
3. Parameter Estimation Procedures

The general faulty PMSG state-space model and EKF algorithm are presented in this section.

3.1. General PMSG State-Space Model

To use the EKF and UKF techniques to estimate the presence of the fault, the precise state-space
model of the machine should be highlighted. Based on [39], the state-space model equation of the
faulty machine can be written as:

Y () = Ap-xm(t) + Buetb (£) + Wi (8)
_ 1
Ym(t) = CuXm(t) + Dyt () + Vi ()
where:
wu(t) = [ 1y Tg | un(®) = [ Ve Vo of | An= g, ol
—weT; TT;
1
- 0 0 10
_ Ly _
S EEIEN
Dw=|D 0] Dy = i 2N/ck_ p(0)T.0(0s e 1)-P(6)
m = 1 1 = = (3_2‘n5/ck)'Rs s/c k
where
cos6 —sin6
P(0) = [ sin@  cos@ ] @
cosZQS/C sinBg,c-cosOs,c
Q(GS/C) B [ Sines/c-COSQS/C sin295/c ] (3)
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The extension of the model states to estimate the presence of a fault in any phase is compulsory
for the estimation process of EKF and UKE, the new states of the model become as follows:

— X(t T
Xe(t) = [ () ] = [I;d I;q NAs/c MBs/c MNCs/c ] (4)

where }?e(t) is the estimated state; After that, the model equations are linearized around a definite
operating point followed by discretization at a sampling time T5, the model expressed as:

L

’ x .
%d 1-Tsp Ts‘wgﬁ 000 1;’[, - ;). a())e

I, “Tsweps 1-Tsgz 0 0 0 I, 0 i i Vi

nasse | = 0 0 1 0 0| "ase |+ 0 0 0 Vg (5)
g s/c 0 0 01 0] ™s/e 0 0 0 |l or

ncs/e 0 0 0 0 1|l ncse 0 0 0

3.2. Extended Kalman Filter Algorithm

The EKF gives an approximation of the optimal estimate. The non-linearity of the system’s
dynamics is approximated by a linearized version of the non-linear system model around the last state
estimate. As in many cases, if the nonlinear system is approximately linearized, the EKF may not
perform well [20]. If there is a bad initial guess regarding the underlying system’s state, then this may
cause a bad estimation. The first step in the EKF algorithm is the prediction step equations, which
consist of state prediction and error covariance matrix update, and the second step is the correction
step which corrects the predicted state estimate and it’s covariance matrix as in Figure 5. Consider
applying EKF to estimate the parameter Aj in the PMSG system, the discrete linearized state-space
model of PMSG is expressed as:

}—Zﬂfﬂ :~fk gfk + Wi 6)
Y, = Hi ng + Vi
where
B IA(N, 9B(Ay
Fe = 1+ TA(Ag) Ts( I Xk + eI Uk)
0 I )

e dC(A dD(A
i - [ (s + S

Fxand Hg represent the state and output equations of the discrete linearized model. By substituting
matrix A and B in (4) into (6), Fx and Hg in case of, 114 /¢ , B s/c ,1ic s/c » as an estimated parameter
will be:

1-T&  Tewe? 00 0
Tt 1-T.B
f B TSweLq 1 TsLd 000 ﬁ - 1 0 SAqu SBqu Squl (8)
K= 0 0 100 K= 01 SaAXq2 SBqu SCqu
0 0 010
0 0 0 01
where

Sa = =6/((3=2n45/c)*xRs )Sp = —6/((3-2np/c ) xRs)

s = oo ) [ 1] = rora o[
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Initialization
Koo = Xo
Pyjo = Py

4 Prediction phase

State prediction:

Kevse = Fe K Kies 11
Covariance error matrix:

Prsyjic = FK‘P)(\J('FKT + Q.

Xix = Xier1jx41

Correction phase

Prik = Prraiksr
Kalman gain:

-1
Kies1 = Prraac HT.(H Preraje Hr+R)
State estimation update:
Frtiers = Byt Kiar- (Ve — "-fnm)
Covariance error matrix update

Psrierr = (I = Ky H) Py

Figure 5. Extended Kalman filter (EKF) algorithm equations.

3.3. Unscented Kalman Filter Algorithm

Instead of using linearized equations using the Jacobin matrix to approximate the nonlinear model
as the EKF approach, the UKF generates a finite set of sigma points to compute the predicted states
and measurements and the associated covariance matrices [45]. Mathematically, the UKF process can
be described as in Figure 6.

Initialization and calculating the sigma Points
X =1% 0 o
P, 0 0
P& = E[(X§ —ROHX§ - 8O =0 0
0 [( 0 s %) ] 0 g R Measurement update
2L
Xia = [X'r:*l K 2L+ DR, ] Porig = Z WE (Yeoy = 50) Gy = BT
i=o
Time update 2L
Xik-1 = F X1 W1, Xipie—1) Pycog = Z we (Xi),(kuc—; = £ )Yiee = %)
- i=0
L= Z W™ X Ki = (Prprg) Prpa) ™
l:’ X =X + K (Ve — %)
P = z WE (X k-1 = Ki ) Keper = Ki)" P = P¢ + K (Py0) K
i=o
Yooy = H(X,f‘,(,‘, Xﬁkﬂ)
21
Yo = Z w X:),(ﬂqkﬁ
i=o

Figure 6. Unscented Kalman filter (UKF) algorithm equations.

Where W" and W¢ are weighting factors and they are equal to.
1 1
_ C _
Wi = Wy = 1/2(L+A) )

where L is the state dimension and A = a?((L + k) — L), a can be tuned from 10 to 1 and k usually
was chosen to be 0.
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Figure 7 shows the block diagram of the fault diagnosis online monitoring for the PMSG.
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Figure 7. PMSG fault diagnosis on-line monitoring block diagram.
3.4. The Covariance Matrices Tuning

The noises covariance matrices are diagonals, Q can be divided into two matrices: gx (for measured
states) and g, (for the estimated parameters). Thus, Q and R can be expressed as:

I 0
Q= ‘7"'[ 0 2, ] (10)
R = ril,

where m is the state’s x numbers and 7 is estimated parameters A numbers, g, and r could be determined
by measuring the variance of noises on input 62 and output signals 05 [20], they are expressed as
Equation (9) and the ratio g5 /qx is set by the evolution time constant of the estimated parameters (t)
as expressed in Equation (10).
%\ 2
qx = (3_“1() Oy

11
(N 2 an
r= (a_xk) Ty
L L 12)
I n i | [P, 2
T i=1\| 9 |'|9%;

4. Simulation Results

The machine parameters were taken from the nameplate of the generator, as shown in Table 1,
the equations of the generator were used to simulate the output of the machine with different operating
points, and the simulation run at sampling time Ts = 100 us.
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Table 1. The PMSG parameters used.

Parameter Symbol Value
Nominal Power P 1500 W
Nominal current I 5A
Nominal Voltage Vs 100 v
Nominal Frequency f 50 Hz
Stator resistance Rg 120
Direct axis magnetizing inductance Ly 4mH
Quadrature axis magnetizing inductance Ly 3mH
Nominal Torque T 9.7 Nm
Rotation speed N 1500 rpm
Number of pole pairs [4 2
Total moment of system inertia J 0.11 kgm?

4.1. EKF VS. UKF Response

Figure 8 shows the instantaneous internal current of phase A of the machine at RMS load current
of 0.75 A and frequency of 30 Hz; a simulated inter-turn fault was implemented at t = 0.5 s, this fault
caused an increase in the current inside the machine, respectively, the voltage in the faulty phase
decreased by a small amount and the machine started to become hotter. The current reached an
RMS value of 1.63 in the case of 14 5/, = 4%, which is more than double the used load current. Also,
the current reached an RMS value of 4.6 A in the case of 114 5/ = 16%, which is more than 6 times the
load current (0.75 A). This implies the importance of taking fast action to save the machine from damage.

Figure 9 shows the estimation response of EKF and UKF in either a healthy or faulty state; it was
noticed that the UKF technique gives more precise values for the fault estimation than the EKF. As the
PMSG model used is a linearized and discretized model around a specified operating point in the case
of EKF, the error in the estimation varies non-linearly with the value of the short circuit turns ratio.
Besides, the covariance matrices (Q and R) were chosen, which play an important role in the quality
of the estimation. Also, the presence of sensor errors and the use of a phased locked loop (PLL) in
the estimation of the angular position 6 cause error in the estimated parameters. Figure 10 shows the
error-index, which indicates the values of the inter-turn short circuit that the EKF and UKF techniques
will estimate varies the percentage of error. It was noticed that the UKF had much less error than the
EKF, especially for short circuit turns ratios greater than 20%, the highest error detected in case of
using UKF was at 114 5/, = 4% and reached 0.3%, however, the EKF estimation error reach 23.72% at
14 s/c = 100%, the lowest estimation error detected by EKF was atn /. = 16%.

The dynamic time response of detecting the fault was 0.02 s, which is very fast (approximately
equal to 1.5 periodic cycles related to the used frequency). The covariance matrix Q, in this case,
was tuned by time constant T = 5 ms, which increased the dynamic response; however, it increased
the presence of noise in the estimation action. Figure 11 illustrates the effect of T on the estimation
time, and it was noticed that when the T = 10 ms, the estimation response reached a steady-state after
0.02 s with the presence of noise, however, when the T = 80 ms, the estimation response reached a
steady-state after 0.2 s but with filtering action. Figure 12 shows the dynamic estimation responses
versus the parameter estimation evolution time constant (7); the detection time increased linearly with
the increase of the T value.
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Figure 8. The instantaneous currents of phase A in case of inter-turn fault at 0.72 A load and
30 Hz frequency.
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Figure 9. EKF estimation response in phase A at a load of 0.72 A and a frequency of 30 Hz.
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4.2. Robustness Tests

The technique was tested in different operating conditions and showed a robust response; the same
tests are done in cases of practical implementation, and are listed as the following:

Test 1: Variation of load current variation from 0.75 A to 3 A by 0.75 A step at a constant frequency
of 30 Hz.

Test 2: Variation of frequency from 20 Hz to 50 Hz, with a 10 Hz step.

4.3. Load Variation Test

Figure 13 shows the estimated internal instantaneous currents in the presence of a 16% stator
inter-turn short circuit in phase A in case of load variation from 0.75 to 3 A with a rate of 1 Hz. In the
case of a 16% stator inter-turn fault, the current reached an RMS value of 5.3 A when I; 5,q = 1.5 A,
and it reached an RMS value of 6 A when the Ij ;o4 = 2.25 A. This confirms the increase of fault severity
as load current increases; this form of the fault requires fast action.

Figures 14 and 15 show the estimation response of EKF and UKF in load current variation from
I10ad = 0.75 A to 3 A condition in the presence of 4%, 8%, 12%, and 16% stator inter-turn short circuit
by arate of 1 Hz. The time constant of the estimated parameters (t) was chosen to be 10 ms based on
the measured value of the input signal noises variance (dx). The estimation for both techniques show a
constant response with the load variation with different short circuit values.
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Figure 13. The instantaneous currents of phase A in case of fault at constant frequency of 30 Hz and
current variation from 0.75 A to 3 A with step of 0.75 A.
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Figure 14. Estimation response in phase A at a frequency of 50 Hz with load variation from 0.75 to 3 A
and 7.5 A step.
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Figure 15. Estimation response in phase A at a frequency of 50 Hz with load variation from 0.75 to 3 A
and 7.5 A step.

4.4. Frequency Variation Test

Figure 16 shows the estimated internal instantaneous currents in the case of faults in various
frequencies, ranging from 20 Hz to 50 Hz with 10Hz step frequency and rate of change of 1 Hz.
Figures 17 and 18 show the EKF the UKF estimation response in the presence of 4%, 8%, 12%, and 16%
stator inter-turn short circuit in phase A at constant Ij ,oq = 0.75 A and frequencies of 20 Hz, 30 Hz,

40 Hz and 50 Hz. The results show a constant response for both techniques with the frequency
variation condition.
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Figure 16. The instantaneous currents of phase A in case of fault at 0.75 A load and 50 Hz frequency.
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Figure 17. Estimation response in phase A at a load of 0.75 A with frequency variation from 20 to 50 Hz
and 10 Hz step.
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Figure 18. Estimation response in phase A at a load of 0.75 A with frequency variation from 20 to 50 Hz
and 10 Hz step.

5. Experimental Results

5.1. Test Bench

For safety conditions, to prevent the used PMSG from being damaged, it is not possible to make
an actual stator inter-turn fault. However, it is possible to validate this detection method by adding a
shunt resistance Rg,c between the needed phase and the neutral, to increase the current in this phase
and make the machine unbalanced by a percentage equal to that of an inter-turn fault.

The generator used rotates by means of a separately excited DC motor as a prime mover; the shaft
of the motor is coupled directly to the shaft of the PMSG. The power pack supplies the DC motor field
with a constant DC supply, and the armature is supplied with a variable DC supply to control the
speed of the generator. The load used is a three-phase variable load with a maximum RMS value of
5 A; the shunt resistance Rg /¢ is variable resistance, which will be added to any phase of the three
phases using a circuit breaker. Figure 19 shows all the power components of the test bench.

The three-phase voltages were measured by three voltage transformers. The transformers used
were typical 220 v/12 v single-phase transformers. Hence, the voltages measured were connected to
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analog signal conditioning boards to manipulate the voltage to be level with the digital signal processor
(DSP) voltage (from 0 to 3.3 v).

On the other hand, the currents were measured using three CTs at a ratio of 10000:5. The current
signals measured were connected to the signal conditioning circuit board to convert the current into
a manipulated voltage which was compatible with a DSP analog to digital (A/D) input. The DSP
used (Texas Instrument TMS320F280) had all measured signals connected to the A/D port in the DSP.
The EKF algorithm was implemented online with a sampling period of Ts = 200 ps. The relay board
was used to take the action of disconnection of the faulty phase to prevent fault propagation leading to
severe failure. Figure 20 shows the connection diagram for the whole circuit.
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Figure 20. Connection diagram.

5.2. PMSG Test Output

The next step was to compare the measured output voltages and currents of the PMSG used in
a simulation of a healthy state. The value of the measured currents and voltages was found to be
approximately the same as that in simulation, but with more measurement noise around a mean of 0.4;
this will affect the dynamic response of EKF estimation in case of a fault. The output was measured
in different load and frequency operating conditions and showed the same output as the simulation.
Figure 21a,b show the instantaneous three-phase currents and voltages in the case of a healthy state of
PMSG with a load current 0.72 A and frequency of 30 Hz.

Figure 22 shows the difference between the three-phase instantaneous currents and voltages in
simulation and practical implementations. It can be seen that the experimental results appear noisier
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than that of the simulation. Accordingly, the parameter estimation responses will require more filtering
action, which will cause a delay in the dynamic response.
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Figure 21. Instantaneous 3phase currents and voltages.
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Figure 22. Simulation vs. Practical implementation 3phase currents and voltages.
5.3. EKF Response

The model of a faulty machine and the EKF model were implemented in the DSP, the input to
the machine state-space model are the measured stator voltages in the dq-frame. The short circuit
current was calculated from the measured dq stator load currents and is presented in the model as
the feed-forward matrix D;,. Therefore, the measured three-phase voltages and currents must be
converted in dg-frame to make the EKF estimator work probably.

Indeed, the detection of electrical angular position 0 is essential to use it in the abc to dq0
transformation. There are two suitable solutions for the detection of electrical angular position 6;
the first is to use an encoder sensor coupled directly to the machine shaft and uses its counts to calculate
the mechanical angular position, and then calculates the electrical angular position. Nevertheless,
this solution requires the addition of new hardware to the system. The second solution is to generate
the electrical angular position 6 from voltage signals through the three phases of the phased locked
loop (PLL), this solution is more economical as extra sensing devices are not needed. Nevertheless,
the angular position generated will be dependent on the nature of the measured voltage.

The machine works ataload current of 0.72 and a frequency of 30 Hz in a healthy state. The practical
experiments tested the EKF estimation responses in different values of short circuit inter-turn to turn
the ratio in all phases (114 s /¢, 11 s/c & 11 5/¢) and in different operating points. The Q and R were tuned
at T = 20 ms to achieve the required fast response with a good filtering action.

Figure 23 display the response of EKF to estimate n4 /., = 4% using these conditions.
The parameter estimation showed an excellent response to this case when compared to the results
of the simulation. Figure 24 display the estimated internal instantaneous currents in the presence
of 4%, stator inter-turn short circuit in phase A at t = 0.5 s, respectively. The same response was
noticed on the estimation of 114 5/ = 8% in Figure 25 followed by the estimated internal instantaneous
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currents in phase A in Figure 26, respectively. Also, The same response was noticed on the estimation
of n4 5/ = 12% in Figure 27 followed by the estimated internal instantaneous currents in phase A in
Figure 28, respectively. In addition, the estimation of the faultin 14 5/ = 16% casein Figure 29 and
it’s etimated internal current in Figure 30. It was noted that the current reached higher values when
compared to the rated current of 0.72 A.
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Figure 23. Current in phase A atng 5/ = 4%.
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Figure 24. Estimation of 4% short circuit turns ratio in phase A.

4
A2
<
= KAAAANARAT AN
EO VLV SR
£ UHIHI\HHIIHUHHIH
STV
2
4
0 0.2 04 . 0.6 0.8 1
Time (s)

Figure 25. Current in phase A atny 5/ = 8%.
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Figure 26. Estimation of 8% short circuit turns ratio in phase A.
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Figure 28. Estimation of 12% short circuit turns ratio in phase A.

S N B

AAANAAARAN
VVUVVIVUVVVY

=

Current (A)

'
S}

-8 .

0 0.2 0.8 1

04 0.6
Time (s)
Figure 29. Current in phase A at 14 5/ = 16%.

20 1

Short-circuit turns ratio (%)

0.2 0.4 0.6 0.8 1
Time (Sec)

Figure 30. Estimation of 16% short circuit turns ratio in phase A.
5.4. Tuning of Covariance Matrices

Figure 31 shows the dynamic estimation response with different values of evolution time constant
of the estimated parameter (7) in the presence of a 16% fault in phase A. The weighting matrices
(Q and R) were chosen based on measuring the variance of input noise and the variance of output
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noise to achieve the required fast dynamic response for the estimation of the parameters at different
operating conditions. However, the change in the weighting matrices caused changes in the nature of
the estimation response.
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Figure 31. Estimation response with different T at a constant frequency of 30 Hz.
5.5. Robustness Test

As in the simulation, the machine was tested using different load conditions; this approach tested
the parameter estimation response to various load conditions. The tests are listed as following:

Test 1: Variation of frequency from 20 Hz to 50 Hz with a 10 Hz step.

Test 2: Variation of load Current variation from 0.72 A to 2.25 A by 0.75 A step at a constant
frequency of 30 Hz.

The EKF showed a constant response in assays with different frequencies (20 Hz, 30 Hz, 40 Hz
and 50 Hz) in the presence of 4%, 8%, 12%, and 16% stator inter-turn fault in phase A, and a load
current of 0.72 A in a healthy state (Table 2). This emphasized the robustness of this technique when
there was a variation in frequency. Moreover, the results confirmed the simulation results for the same
machine during the same operating and fault conditions.

Table 2. EKF estimation response with different frequencies at constant load current in phase A.

Freq (Ez) Exact Simulation Practical
re z
Case 1 Hage ) Ay ) naye (%)
1 20 2% 2.15 1.94
2 20 4% 4.3 3.62
3 20 8% 8.3 7.52
4 20 10% 10.3 9.77
5 20 12% 12.22 12.1
6 20 16% 159 16.5
7 30 2% 2.15 1.97
8 30 4% 4.3 3.8
9 30 8% 8.3 7.85
10 30 10% 10.3 9.81
11 30 12% 12.22 11.8
12 30 16% 159 16.1
13 40 2% 22 1.97
14 40 4% 4.3 3.7
15 40 8% 8.5 7.53
16 40 10% 10.2 9.9
17 40 12% 12.3 12.3
18 50 2% 22 2.1
19 50 4% 4.1 4.1
20 50 8% 8.4 7.94
21 50 10% 10.2 10
22 50 12% 12.2 11.8
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Besides, the estimation response was tested when exposed to variations in the current (1.5 A and
2.25 A) and at a constant frequency of 30 Hz. Again, the response of the EKF technique showed a
robust estimation in load current variation at a constant frequency, (Table 3). For safety conditions,
it was not able to emulate short circuit inter turns fault more than 12% as the current in the faulty state
went over 5 A; 5 A being the maximum load current for this machine.

Table 3. EKF estimation response with different load currents in phase A at a constant frequency.

Exact Simulation Practical
Case Load Current (A)
NA s/c (%) NA s/c (%) A s/c (%)
1 0.72 2% 2.15 1.97
2 0.72 4% 43 3.8
3 0.72 8% 8.3 7.85
4 0.72 10% 10.3 9.81
5 0.72 12% 12.22 11.8
6 0.72 16% 15.9 16.1
7 1.5 2% 2.15 2
8 1.5 4% 43 3.9
9 1.5 8% 8.3 8.2
10 1.5 10% 10.3 9.9
11 1.5 12% 12.22 12.1
12 2.25 2% 22 1.97
13 2.25 4% 43 3.85
14 2.25 8% 8.5 7.9
15 2.25 10% 10.2 9.5
16 2.25 12% 12.3 12

5.6. Decision-Making Process

The decision was taken based on the estimated total internal current in all three phases of the
machine. The loads were divided into two groups: critical loads and uncritical loads were connected
through contactors K2 and K1, respectively. To prevent the propagation of internal inter-turn faults
inside the machine, there are two proposed scenarios:

e the disconnection of the machine;
e load shedding.

Figure 32 shows the flowchart presenting the FDS EKF technique and the proposed scenarios
based on the operator’s choice.

5.6.1. Scenario 1: The Disconnection of the Machine

This solution provides for the safety of the machine and prevents the propagation of the fault to
other turns and phases. However, this solution affects the reliability of the operation, and it requires a
backup for the disconnected generator.

This scenario is presented in the experimental work at RMS load current of 1.5 and 30 Hz
frequency, in a healthy state the machine gives n4 5/ =0, ngs/c = 0and ncs/. =0. Att=05s. A
4% inter-turn fault exists in phase A, the estimated parameter 1,4 5/, = 4.1% and the total estimated
internal current reached an RMS value of 2.8 A. As the FDS works in parallel with the protection system
of the machine, the disconnection of the machine will be based on the extremely inverse time (EIT)
thermal characteristics curve of overcurrent relay based on IEEE standard [46], the expected time to
disconnect the machine is 17 s, at TDS = 0.1 s. Figure 33b,c show the detection time and disconnection
time of contactor K1 and contactor K2 after detecting the presence of a fault. An LCD was used to
monitor the situation of the machine in both the healthy and faulty states; it also shows the expected
disconnection time of both contactors and the position of the loads’ contactor to inform the operator
about the situation.
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5.6.2. Scenario 2: Load Shedding

The second scenario is the disconnecting of some uncritical loads (contactor K1) to decrease the
total current of the machine allowing it to run under the fault condition. This solution offers the
reliability for the process; the machine can continue running in the presence of a fault but with partial
loading. This solution does not solve the main problem of internal fault, but it gives the operator a
suitable time to take corrective action; the fault may propagate for other turns or phases, respectively,
increasing the internal short circuit current, causing a severe fault.

This scenario was implemented at RMS load current of 1.5 A and 30 Hz frequency; att =055,
2% inter-turn fault was emulated in phase C, which caused an increase in the total estimated internal
current to 2 A. The fault was indicated, and the first group of loads (the uncritical loads) connected
through contactor K1 was disconnected (Figure 34a). The disconnection of K1 decreased the current in
the machine, and the total current became 1.25 A, allowing the machine to return to its normal state for
a definite time and consequently canceling the alarm indication. After a time, the fault percentage
increased to 8%, causing an increase in the internal current. In this case, the right decision was to
disconnect the machine to solve the internal fault problem. The machine was disconnected after the
estimated time based on the EIT characteristics of the overcurrent relay.

Set the rated Current (k) and rated
frequency
Measure all data from Cts and PTs

Convert the measured data from ABC
frame to dq0 frame

!

The state space model to get
the output vector (Y) and state vector (X)

'

Estimate using EKF: ‘

& The short circuit turns ratio in the three phases
o The total internal current in dq frame

Get the RMS value for the total internal
current (Im) for cach phase

Disconnect contactor K1

Yes
Calculating the delay time Td to
disconnect the machine

Disconnect contactor K2

No

Calculating the delay time Td to
disconnect th h

Disconnect both
contactors K1 and K2

Figure 32. Decision-making process scenarios flowchart.
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a) Short circuit tuns ratio detection in phase C

g
z
g

b) Alarm indicator

Logic signal
I

o 2 4 6 10 1 [ 16 18 20
Time (s)

¢) Disconnection of contactors K1 and K2

Logic signal

10 1 14 16 18 20
Time (s)

Figure 33. Scenario 1 Alarm indication and machine disconnection.
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Figure 34. Scenario 2 Alarm indication and contactors disconnection.

6. Conclusions

The paper presents the detection and isolation of PMSG stator windings faults using the EKF and
the UKF, which are model-based techniques. The model of the faulty machine was implemented in the
state-space model using the machine equations in the dg-frame. The estimated states of the EKF and
the UKF techniques were the short circuit turns ratio in each phase. It was noted that the proposed
techniques have the following advantages:

e afastand accurate response in relation to the time needed to take action in real time;
e  arobust estimation, in the presence of process and measurement noises, in addition to load and
frequency variations.

On the other hand, the UKF technique overcomes the EKF technique drawback of the inaccuracy
of the technique in case of severe faults, as it is a nonlinear system and it was linearized around a
definite operating point, and so the error of estimation increased as the value of the short circuit turn
ratio increased.

Also, the tuning of the weighting matrices (Q and R ) has a great impact on the estimated
parameters. As indicated in the result, an increase in Q implies an acceleration of the dynamic response
of the fault indicator with an increase in noise sensitivity, however, decreasing Q implies better filtering
with a decrease in the dynamic response.
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The results of this paper point to several exciting directions for future research work.
The proposed technique can be used on FD of different types of faults such as bearing, eccentricity,
and demagnetizations faults in machines. Moreover, other types of FD techniques may be used, such
as artificial intelligence-based techniques and signal-based techniques, and comparing their results
with the results of the EKF Technique. This result raises the ability to implement the fault tolerant
control (FTC) technique in case of faults such as using the model predictive control (MPC) [47], which
would increase the reliability of the machine safety-critical applications.
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Nomenclature
Ly Direct stator synchronous inductance. mH  yu(t) Output vector.
Ly Quadrature stator synchronous inductance. mH ~ Ts Sampling period. Sec
Vi) dq Direct and quadrature stator voltages. Volts  Is/c Short-circuit current. Ampere
P(6) dq transformation matrix. Rg/c Short-circuit resistance. Q
0 Electrical angular position. rad ns/c Short-circuited turns ratio. %
we Electrical angular velocity rad/s  Fy State equation of the discrete model.
[E] Electromotive forces vector. Volt Am State matrix.
[Zs)c]  Equivalent fault impedance. Q Q State noises covariance matrix.
)‘(fk Extended state vector. Wy (t)  State noises vector.
Kk Extended state vector. X (t) State vector.
0. Fault localization angle. [IS]dq Stator currents vector after variable change in Ampere
B dg-frame.
Q(Hf- k) Fault localization matrix. 2] dq Stator currents vector in dq-frame. Ampere
Dy, Feed forward matrix. Rs Stator resistance. Q
J Inertia Kg.m? Ls Stator synchronous inductance. mH
B Input matrix. P The electromechanical power Watts
(1) Input vector. - Pk The error covariance matrix at time k
K Kalman gain , The output equations of the discrete linearized
model.
T Load torque Nm Prk-1 The prior estimate of Py
. . . = The state equations of the discrete linearized
R Measurement noises covariance matrix Fx
model.
Vin(t) Measurement noises vector. T The time constant of the estimated parameters.Sec
Hy Output equation of the discrete model. oy The variance of input signals noises.
Cmn Output matrix. ay The variance of output signals noises.
References

1. Zhang, Y, Ji, T.Y,; Li, M.S.; Wu, Q.H.; Wu, Q.H. Application of Discrete Wavelet Transform for Identification
of Induction Motor Stator Inter-turn Short Circuit. In Proceedings of the 2015 IEEE Innovative Smart Grid
Technologies—Asia, ISGT ASIA 2015, Bangkok, Thailand, 3-6 November 2016. no. 51207058.

2. Wang, H,; Yang, J.; Chen, Z.; Ge, W.; Ma, Y.; Xing, Z.; Yang, L. Model Predictive Control of PMSG—Based
Wind Turbines for Frequency Regulation in an Isolated Grid. IEEE Trans. Ind. Appl. 2018, 54, 3077-3089.
[CrossRef]

3. Fakhari, M.; Arani, M. Assessment and Enhancement of a Full-Scale PMSG-Based Wind Power Generator
Performance Under Faults. IEEE Trans. Energy Convers. 2016, 31, 728-739.

4. Jiang, Y.; Zhang, Z.; Jiang, W.; Geng, W.; Huang, ]J. Three-phase current injection method for mitigating
turn-to-turn short-circuit fault in concentrated-winding permanent magnet aircraft starter generator.
IET Electr. Power Appl. 2018, 12, 566-574. [CrossRef]

53



Energies 2020, 13,2972

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

Gao, F; Zheng, X.; Bozhko, S.; Hill, C.I; Asher, G. Modal Analysis of a PMSG-Based DC Electrical Power
System in the More Electric Aircraft Using Eigenvalues Sensitivity. IEEE Trans. Transp. Electrif. 2015, 1, 65-76.
Sarigiannidis, A.; Kladas, A. High Efficiency Shaft Generator Drive System Design for Ro-Ro Trailer-passenger
Ship Application. In Proceedings of the 2015 International Conference on Electrical Systems for Aircraft,
Railway, Aachen, Germany, 3-5 March 2015. Ship Propulsion and Road Vehicles (ESARS).

Wang, Z.; Yang, J.; Ye, H.; Zhou, W. A Review of Permanent Magnet Synchronous Motor Fault Diagnosis.
In Proceedings of the 2014 IEEE Conference and Expo. Transportation Electrification Asia-Pacific
(ITEC Asia-Pacific), Beijing, China, 31 August-3 September 2014; pp. 1-5.

Ebrahimi, B.M.; Roshtkhari, M.J.; Faiz, J.; Khatami, S.V. Advanced eccentricity fault recognition in permanent
magnet synchronous motors using stator current signature analysis. IEEE Trans. Ind. Electron. 2014, 61,
2041-2052. [CrossRef]

Rosero, J.; Romeral, L.; Rosero, E.; Urresty, ]. Fault Detection in dynamic conditions by means of Discrete
Wavelet Decomposition for PMSM running under Bearing Damage. In Proceedings of the 2009 Twenty-Fourth
Annual IEEE Applied Power Electronics Conference and Exposition, Washington, DC, USA, 15-19 Febuary
2009; pp. 951-956.

Ebrahimi, B.M.; Faiz, J.; Roshtkhari, M.J. Static-, dynamic-, and mixed-eccentricity fault diagnoses in
permanent-magnet synchronous motors. IEEE Trans. Ind. Electron. 2009, 56, 4727-4739. [CrossRef]

Pacas, M.; Villwock, S.; Dietrich, R. Bearing Damage Detection in Permanent Magnet Synchronous Machines.
In Proceedings of the 2009 IEEE Energy Conversion Congress and Exposition, San Jose, CA, USA, 20-24
September 2009; pp. 1098-1103.

Soualhi, A.; Jean-monnet, U.; Lyon, U. Early Detection of Bearing Faults by the Hilbert-Huang Transform.
In Proceedings of the 2016 4th International Conference on Control. Engineering & Information Technology
(CEIT-2016), Hammamet, Tunisia, 16-18 December 2016; pp. 16-18.

Rosero, J.; Romeral, J.L.; Cusido, J.; Ortega, J.A.; Garcia, A. Fault Detection of Eccentricity and Bearing
Damage in a PMSM by Means of Wavelet Transforms Decomposition of the Stator Current. In Proceedings
of the 2008 Twenty-Third Annual IEEE Applied Power Electronics Conference and Exposition, Austin, TX,
USA, 24-28 Febuary 2008; pp. 111-116.

Huang, T,; Fu, S.; Feng, H.; Kuang, ]. Bearing Fault Diagnosis Based on Shallow Multi-Scale Convolutional
Neural Network with Attention. Energies 2019, 12, 3937. [CrossRef]

Zhang, H.; Zhang, S.; Yin, Y. A Novel Improved ELM Algorithm for a Real. Math. Probl. Eng. 2014, 2014.
[CrossRef]

Vinson, G.; Combacau, M.; Prado, T.; Ribot, P. Permanent Magnets Synchronous Machines Faults Detection
and Identification. In Proceedings of the IECON 2012—38th Annual Conference on IEEE Industrial Electronics
Society, Montreal, QC, Canada, 25-28 October 2012; pp. 3925-3930.

Espinosa, A.G.; Rosero, J.A.; Cusidg, J.; Romeral, L.; Ortega, J.A. Fault detection by means of Hilbert-Huang
transform of the stator current in a PMSM with demagnetization. IEEE Trans. Energy Convers. 2010, 25,
312-318. [CrossRef]

Ruiz, JR.R; Rosero, ].A.; Espinosa, A.G.; Romeral, L. Detection of demagnetization faults in permanent-Magnet
synchronous motors under nonstationary conditions. IEEE Trans. Magn. 2009, 45, 2961-2969. [CrossRef]
Obeid, N.H.; Boileau, T.; Nahid-Mobarakeh, B. Modeling and diagnostic of incipient interturn faults for a
three-phase permanent magnet synchronous motor. IEEE Trans. Ind. Appl. 2016, 52, 4426-4434. [CrossRef]
Aubert, B.; Regnier, J.; Caux, S.; Alejo, D. Kalman-Filter-Based Indicator for Online Interturn Short Circuits
Detection in Permanent-Magnet Synchronous Generators. Ind. Electron. IEEE Trans. 2015, 62, 1921-1930.
[CrossRef]

Chen, Y.; Liang, S.; Li, W.; Liang, H.; Wang, C. Faults and Diagnosis Methods of Permanent Magnet
Synchronous Motors: A Review. Appl. Sci. 2019, 9, 2116. [CrossRef]

Liang, H.; Chen, Y,; Liang, S.; Wang, C. Fault Detection of Stator Inter-Turn Short-Circuit in PMSM on Stator
Current and Vibration Signal. Appl. Sci. 2018, 8, 1677. [CrossRef]

Koscielny, ].M.; Syfert, M.; Sztyber, A. Advanced Solutions in Diagnostics and Fault Tolerant Control; Springer:
New York, NY, USA, 2017.

Duque-Perez, O.; del Pozo-Gallego, C.; Morinigo-Sotelo, D.; Godoy, W.E. Condition monitoring of bearing
faults using the stator current and shrinkage methods. Energies 2019, 12, 3392. [CrossRef]

54



Energies 2020, 13,2972

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42,

43.

Helal, A.H.; Badran, E.E; Ashour, H.A. Synchronous Generator Stator Earth fault Classification and Location
Using Wavelet Transform and ANFIS. In Proceedings of the 2017 Nineteenth International Middle East.
Power Systems Conference (MEPCON), Menoufia University, Cairo, Egypt, 19-21 December 2017; pp. 19-21.
Devi, N.R. Diagnosis and Classification of Stator Winding Insulation Faults on a Three-phase Induction
Motor using Wavelet and MNN. IEEE Trans. Dielectr. Electr. Insul. 2016, 23. [CrossRef]

Rosero, J.A.; Romeral, L.; Ortega, J.A.; Rosero, E. Short-circuit detection by means of empirical mode
decomposition and Wigner-Ville distribution for PMSM running under dynamic condition. IEEE Trans.
Ind. Electron. 2009, 56, 4534-4547. [CrossRef]

Cempel, C. Descriptive parameters and contradictions in TRIZ methodology for vibration condition
monitoring of machines. Diagnostyka 2014, 15, 51-59.

Cempel, C. Generalized singular value decomposition in multidimensional condition monitoring of
machines-A proposal of comparative diagnostics. Mech. Syst. Signal. Process. 2009, 23, 701-711. [CrossRef]
Patan, K.; Witczak, M.; Korbicz, J. Towards robustness in neural network based fault diagnosis. Int. J. Appl.
Math. Comput. Sci. 2008, 18, 443-454. [CrossRef]

Skowron, M.; Orlowska-Kowalska, T.; Wolkiewicz, M.; Kowalski, C.T. Convolutional neural network-based
stator current data-driven incipient stator fault diagnosis of inverter-fed induction motor. Energies 2020,
13,1475. [CrossRef]

Medoued, A.; Lebaroud, A.; Laifa, A.; Sayad, D. Feature form Extraction and Optimization of Induction
Machine Faults Using PSO Technique. In Proceedings of the 3rd International Conference on Electric Power
and Energy Conversion Systems, Istanbul, Turkey, 2-4 October 2013; pp. 1-5.

Quiroga, J.; Liu, L.; Cartes, D.A. Fuzzy Logic Based Fault Detection of PMSM Stator Winding Short under
Load Fluctuation Using Negative Sequence Analysis. In Proceedings of the American Control, Seattle, WA,
USA, 11-13 June 2008; pp. 4262-4267.

Mini, V.P; Sivakotaiah, S.; Ushakumari, S. Fault Detection and Diagnosis of an Induction Motor Using Fuzzy
Logic. In Proceedings of the IEEE Region 8 SIBIRCON-2010, Irkutsk Listvyanka, Russia, 11-15 July 2010;
pp. 459-464.

Korbicz, J.; Kowal, M. Neuro-fuzzy networks and their application to fault detection of dynamical systems.
Eng. Appl. Artif. Intell. 2007, 20, 609-617. [CrossRef]

Pazera, M.; Korbicz, J. A Process Fault Estimation Strategy for Non-linear Dynamic Systems Marcin.
In Proceedings of the International Conference on Recent Trends in Physics (ICRTP 2016), Lille, France,
17-18 November 2016; Volume 755.

Pazera, M.; Witczak, M.; Korbicz, J. Combined Estimation of Actuator and Sensor Faults for Non-linear
Dynamic Systems. In Proceedings of the 2017 22nd International Conference on Methods and Models in
Automation and Robotics, Miedzyzdroje, Poland, 28-31 August 2017; pp. 933-938.

Khov, M.; Regnier, J.; Faucher, J. Monitoring of Turn Short-circuit Faults in Stator of PMSM in Closed Loop
by On-line Parameter Estimation. In Proceedings of the 2009 IEEE Int. Symp. Diagnostics Electr. Mach.
Power Electron. Drives, Cargese, France, 31 August-3 September 2009.

Wafik, W.; El-geliel, M.A.; Lotfy, A. PMSG Fault Diagnosis in Marine Application. In Proceedings of the
2016 20th International Conference on System Theory, Control. and Computing (ICSTCC), Sinaia, Romania,
13-15 October 2016; pp. 626—631.

Saad, W.W.; El-geliel, M.A_; Lotfy, A. IM Stator Winding Faults Siagnosis Using EKF. In Proceedings of the
2017 fifth Advanced Control Circuits and Systems (ACCS’017), Alexandria, Egypt, 5-8 November 2017;
pp- 34-39.

Loncarek, T.; Lesi¢, V.; Vasak, M. Increasing Accuracy of Kalman Filter-based Sensorless Control of Wind
Turbine PM Synchronous Generator. In Proceedings of the 2015 IEEE International Conference on Industrial
Technology (ICIT), Seville, Spain, 17-19 March 2015; pp. 745-750.

Zawirski, K.; Janiszewski, D.; Muszynski, R. Unscented and extended Kalman filters study for sensorless
control of PM synchronous motors with load torque estimation. Bull. POLISH Acad. Sci. Tech. Sci. 2013, 61,
793-801. [CrossRef]

Koscielny, ].M.; Syfert, M.; Tabor, L. Application of Knowledge AboutResidual Dynamics for Fault Isolation
and Identification. In Proceedings of the Conference on Control. and Fault-Tolerant Systems, SysTol, Nice,
France, 9-11 October 2013; pp. 275-280.

55



Energies 2020, 13,2972

44. Sztyber, A.; Ostasz, A.; Koscielny, ].M. Graph of a process—A new tool for finding model structures in a
model-based diagnosis. IEEE Trans. Syst. Man, Cybern. Syst. 2015, 45, 1004-1017. [CrossRef]

45. Wan, E.A,; van der Merwe, R. The Unscented Kalman Filter for Nonlinear Estimation. In Proceedings
of the IEEE 2000 Adaptive Systems for Signal. Processing, Communications, and Control. Symposium
(Cat. No.00EX373), Lake Louise, AB, Canada, 4 October 2002; pp. 153-158.

46. Electric, S. Extremely Inverse Time (EIT) Curves Current I/1s; Schneider Electric: Rueil-Malmaison, France,
2008; p. 3000.

47.  Witczak, P; Luzar, M.; Witczak, M.; Korbicz, J. A Robust Fault-tolerant Model Predictive Control for Linear
Parameter-varying Systems. In Proceedings of the 2014 19th International Conference on Methods and
Models in Automation and Robotics (MMAR), Miedzyzdroje, Poland, 2-5 September 2014; pp. 462-467.

® © 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution
BY

(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

56



energies MBPY

Article
GaN-Based DC-DC Resonant Boost Converter with
Very High Efficiency and Voltage Gain Control

Zbigniew Waradzyn *, Robert Stala, Andrzej Mondzik, Aleksander Skata and Adam Penczek

Department of Power Electronics and Energy Control Systems, Faculty of Electrical Engineering, Automatics,
Computer Science and Biomedical Engineering, AGH University of Science and Technology, al. Mickiewicza 30,
30-059 Krakow, Poland; stala@agh.edu.pl (R.S.); mondzik@agh.edu.pl (A.M.); skala@agh.edu.pl (A.S.);
penczek@agh.edu.pl (A.P)

* Correspondence: waradzyn@agh.edu.pl; Tel.: +48-12-617-2811

Received: 29 October 2020; Accepted: 30 November 2020; Published: 3 December 2020

Abstract: This paper presents a concept for the operation of a resonant DC-DC switched-capacitor
converter with very high efficiency and output voltage regulation. Inits basic concept, such a converter
operates as a switched-capacitor voltage doubler (SCVD) in the Zero Current Switching (ZCS) mode
with a constant output voltage. The proposed methods of switching allow for the switched-capacitor
(SC) converter output voltage regulation, and improve its efficiency by the operation with Zero
Voltage Switching (ZVS). In this paper, various switching patterns are proposed to achieve high
efficiency and the output voltage control by frequency or duty cycle regulation. Some examples of the
application of the proposed switching patterns are presented: in current control at the start-up of the
converter, in a bi-directional converter, and in a modular cascaded system. The paper also presents
an analytical model as well as the relationships between the switching frequency, voltage ratio and
efficiency. Further, it demonstrates the experimental verification of the waveforms, voltage ratios,
as well as efficiency. The proposed experimental setup achieved a maximum efficiency of 99.228%.
The implementation of the proposed switching patterns with the ZVS operation along with the
GaN-based (Gallium Nitride) design, with a planar choke, leads to a high-efficiency and low-volume
solution for the SCVD converter and is competitive with the switch-mode step-up converters.

Keywords: boost converters; DC-DC power converters; GaN switch; resonant power conversion;
zero-current switching (ZCS); zero-voltage switching (ZVS)

1. Introduction

The switched-capacitor (SC) conversion principle applied in power electronic converters is a
promising technology [1]. Switched-capacitor topologies are often proposed for the DC-DC conversion,
which can achieve favorable features such as a high voltage ratio or light weight [1-27]. In some
concepts, the SC converters can achieve continuous voltage regulation, as in references [2—4]. The SC
converters, such as multipliers, can operate with a fixed voltage gain [5,6] or a discrete voltage ratio
variation [7]. A switched-capacitor power converter can operate as a zero-current-switching (ZCS)
circuit with limited current stress of its components by the application of oscillatory circuits for the
recharging of the capacitors. Zero current switching (ZCS) converters can achieve high efficiency,
which is demonstrated in [5-7]. A substantial part of losses in the SC converters results from conduction
losses. This is reported in [4] for a resonant converter, discussed in detail in [5] for a voltage multiplier,
and analyzed in [8] in a generic losses model of losses in the SC converters. However, the switching
loss is still an important subject of an investigation into SC converters. Previous works related to the
efficiency of the SC multipliers (SCVMs) [5-7] show that the losses associated with the discharging
of the transistor output capacitance (Cogg loss) can be significant. The reason for this is that the
transistors of an SC converter operating in the ZCS mode are turned-on with the output capacitance
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charged. However, in the SC resonant doubler (SCVD—such as that presented in Figure 1), their output
charge can be reduced by the reverse current flow in the transistor before its turn-on. Therefore,
this paper introduces a method of switching off the SCVD (Figure 1), where the switching pulse
is shorter than half the period of the oscillations in the resonant circuit. The method of efficiency
improvement, by phase-shift control in a resonant switched capacitor converter (RSCC), has been
demonstrated in [2] and developed in [3] with the use of the (Gallium Nitride) GaN switches. In the
classic switched-capacitor voltage multiplier [5], the Zero Voltage Switching (ZVS) operation (with hard
turn-off of the switches) is not applicable, as the topology does not allow for the current termination in
the resonant circuits.

Figure 1. GaN-based resonant switched-capacitor voltage doubler (SCVD) with output voltage range
from Uj, to 2Ujy,.

For the highest-efficiency operation, the switch needs to be turned off shortly before the
zero-crossing of the oscillating current, and the other switch is turned on during its reverse conduction.
In this mode, the ZVS and the low-current switching (LCS) is achieved when sufficiently fast switches
are used. This can be accomplished by applying GaN switches. Other features of a GaN switch can
also be favorable for the resonant SCVD. The linear function of the output capacitance Cpgg versus
drain-source voltage V45 is meant to improve the shape of the currents in the oscillatory circuits.
The drain-source on resistance Rgs(on) increase versus temperature is lower than in the case of silicon
MOSEFETs, which allows for operating at a higher temperature with high efficiency. A smaller area of
GaN devices versus Si devices is beneficial for high power density design as well. Furthermore, a low
gate charge of the GaN switch is important in this converter. Other features of GaN switches can be
found in [28]. In [5], an impact of the dead-time between the input current pulses on the efficiency is
demonstrated. The method of the reduction in Qqss losses (the losses resulting from the output charge
Qoss discharge at transistor turn-ons) that is proposed in this paper improves the input current shape
and allows for a decrease in both the root mean square (RMS) value of the currents in the SC converter,
and its resistive losses. In [29], a comparison of power dissipation under the soft switching operation
is presented between Si MOSFET 650 V, SiC MOSFET 900 V, GaN E-HEMT 600 V and GaN GIT 600 V.
The lowest losses are reported there for the GaN GIT transistors (such type of switches is used in
the experimental tests presented in this paper). In an SCVD design, this requires the application of
switches with blocking voltage above 650 V (voltage limit of majority superjunction MOSFETs and
GaN commercial devices); therefore, a SiC switch can be the most favorable option. In [29], the SiC
power dissipation is located between those of GaN and Si superjunction MOSFET, and in [30], it has
been concluded that 1200 V SiC devices have a better switching performance than those of 600 V.
The application of SiC switches in a bidirectional MRSCC (multilevel resonant switched capacitor
converter) converter with voltage ratio 0.5/2 kV is demonstrated in [31], where efficiency of 98.5%
was achieved.

The amount of the dissipated energy associated with Cpgg losses may be difficult to predict on the
basis of Cogg datasheet parameter. In [32], a problem of underestimation of the energy stored in the
output capacitance for a large signal operation of superjunction Si MOSFETs is presented. Therefore,
the experimental results presented in this paper allow a credible characterization of the parameters of
the switches associated with Cogg losses: they present a comparison of efficiencies obtained in the ZCS
and ZVS operation. This is one of the important contributions of the paper.
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The major disadvantage of SC converters is that they have a limited regulation capability. In the
vast majority of cases, the SC converter is a constant-voltage-ratio converter. However, the output
voltage regulation is achievable by the use of a suitable topology and control. In this paper, an output
voltage regulation capability of the SC doubler is investigated using suitable switching patterns.
The method is based on the control of the switching frequency fs in the range above the frequency
of the oscillations in the resonant circuit of the converter and/or the turn-on time of the transistors.
This method introduces a hard termination of the current in a transistor, which involves the reverse
conduction of the second transistor and its turn-on at zero voltage.

Anumber of methods for the output voltage regulation in SC converters are analyzed in [2—4,7,9-24].
The phase-shift control in the RSCC presented in [2,3], aside from the improvement of efficiency,
introduces the output voltage regulation. However, the methods proposed in this paper use the
phase-shift concept as well, but introduce a number of switching patterns, present selected applications
of the switching patterns and the analysis of voltage gain and efficiency. The proposed research
brings an important contribution to the area of voltage regulation when compared to that presented
in [2,3]. Further improvement in the SC resonant converter control by the use of phase shift method,
switching frequency and dead-time control depending on the load conditions can be found in [23].
The reference [24] proposes modified Dickson RSCC step-down converters with ZVS operation and
full-range regulation via modulation.

In [4], the voltage gain is controlled by the time delay introduced between the switching cycles.
In [7], a method of regulation by reducing the number of active switching cells in the multiplier is
proposed. This method enables the operation of the converter with various output voltage values in a
steady state. The composition of the converter with switched capacitors and switched inductors [9-14]
allows for the output voltage regulation by the duty cycle control. However, it requires additional
passive magnetic components of significant values when compared with those used in the SCVD
analyzed in this paper. A decrease in the volume and weight of converters by reducing the values of
their inductive components is an important contemporary trend. Similarly, the elimination of ferrite
components in the converter allows for an operation at higher temperatures, which is also favorable
in many applications. This is achieved in the proposed SCVD. In [9], a 95 uH choke is used in the
system combining SC circuits and a switch-inductor circuit that transfers the energy to the output.
In [10], a converter integrating an SC converter and a cell that stores energy in an inductor (430 uH) to
achieve high voltage gain with the output voltage regulation is presented. In [11], a converter utilizing
a series/parallel connection of inductors (200 uH) and capacitors is proposed for high voltage gain with
regulation. A converter operating on the principle of integration of a switch-mode DC-DC regulated
converter (with the input inductance of 1.33 mH) with a simple SC circuit composed of diodes and
capacitors is presented in [12]. In comparison to the inductors used in [9-12], with values that could be
also typical for a DC-DC boost converter, the proposed resonant DC-DC converter uses an inductance
of 10.4 pH in the experimental setup.

Some voltage gain control methods utilize the switching frequency variation. Such concepts can
be found in [13] for a ladder resonant SC converter (RSC), and in [14,15] for two-switch SC converters.

A method for a variable number of voltage gains is presented in [7], and in [16-20]. In [16],
a multilevel output voltage is generated by the appropriate connection of SC components, which gives
the input voltage of a half-bridge inverter in the multilevel inverter. In [17], a multilevel DC-DC
converter utilizes multiple DC sources. The methods and topologies presented in [18-20] demonstrate
the ability for fractional voltage gain control. However, the method analyzed in this paper allows for
continuous voltage regulation. Aside from the output voltage control, the proposed switching methods
allow for controlling overload states or the start-up of the converter that may lead to an overcurrent.

Another issue, which is novel and presented in this paper, is associated with the bi-directional
operation of the SCVD. This example is presented in Section 5, where the reverse conduction of the
switch is used. The application of a GaN switch, in this case, makes it possible to avoid the losses
connected with a reverse recovery charge (Qrr losses).
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All in all, the major contributions of this paper related to efficiency improvement include:
the proposition of various switching concepts for power loss reduction, analysis and the development
of a model of efficiency, an implementation of the ZVS operation in an SCVD converter,
experimental research with a GaN-based SCVD setup, and the demonstration of results related
to operation and efficiency of the converter. Some issues such as analysis of various methods of
switching and power losses modeling in the SCVD are novel in relation to previous works. This research
is a follow-up to the contemporary trends of efficiency improvement and the analyses of prospective
topologies for GaN switches favorable implementations.

The major contributions of this paper related to the output voltage regulation in the SCVD
converter include the proposition and analysis of various switching methods with a model of voltage
gain, and the presentation of examples of their capabilities. Some experimental results of steady-state
voltage gain of the converter as well as the dynamical states of the output voltage control are also
presented. The application of GaN switches [33,34] makes it possible to implement the proposed
switching concepts in high-frequency converters.

The SC converters can be attractive in photovoltaic or fuel-cell low-power systems, where the
ability for a high voltage gain is required. The demonstration, in this paper, of bi-directional DC-DC
conversion suggests the possibility of implementing it in battery-powered systems. Low weight
and volume, achieved in an inductiveless design, can be very favorable in such applications as
well. When ferrites are not used in an SC-based converter, it can operate at a higher temperature,
which allows the optimization of the converter towards a low volume of heat sink or operation in a
higher temperature environment.

The paper is organized in the following way. Section 2 introduces the principle of operation of
the SCVD and various switching patterns. The most advantageous patterns are selected and their
operation, efficiency, voltage ratio and rated power are presented. Section 3 contains an analysis of
the voltage gain control in the SCVD and demonstrates models of output voltage versus switching
frequency and power for two switching patterns. Section 4 shows the model of efficiency of the SCVD.
In Section 5, we present selected examples of the use of mixed switching patterns for the start-p control
of an SCVD, in a bi-directional SCVD, and in a modular SC system. Section 6 presents the laboratory
model of the SCVD converter as well as the experimental results which confirm the proper operation,
regulation ability and high efficiency of the converter.

2. Operation Principle of the Resonant Power SCVD

According to the basic principle of the operation of a Switch-Capacitor Voltage Multiplier (SCVM)
or an SCVD described in [5,6], the converter operates in the ZCS mode. The topology presented in
Figure 1 is explained in [6] and in [2,3] (in the case of a converter equipped with four transistors).
Both in the charging and discharging cycle of the switched capacitor, the current oscillates and reaches
zero value (Table 1, pattern P1). In such a switching method, the theoretical voltage gain of the
SCVD equals

Gu = Uout/Uin =2 (1

In the ZCSmode, conduction losses and switching losses of the SCVD are caused by the discharging
of the transistor output capacitance during the turn-on transitions (Cogs loss). Using that soft-switching
mode, the efficiency of the SCVD has the following analytical model (based on [5]):
e PnrTs  AUp  AWsnfs

16 Ufn Ty Uin Pin

n=1- @)

where U, is the input voltage, Pi, is the input power, r denotes the total resistance, both of the circuit of
charging and discharging the switched capacitor, including the resistance of the switch, and AUp is the
voltage drop across each diode, assumed to remain constant in the forward-conducting state. T is the
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conduction time of the transistors, Ts is the switching period, fs is the switching frequency, and AWg,
is the energy lost at turn-ons in the resistances of both the switches in a single switching period.

Table 1. Switching patterns of SCVD and their basic features.

Pattern
A control Operation without voltage regulation.
s | = Er Basic ZCS switching [5-7]
>
P1 current of inductor Features:
L AN e  problem with Cogg losses.
— . . . L.
Regulation by switching frequency variation
Operation above the resonant frequency with
con,‘fo.l.. EEs ey continuous inductor current.
sied FIT 1 Features:
I
P2 curfent of inductor e ZVS-low conduction losses (no blanking times between

pulses, low RMS currents) [5],
\ /\ /\ > e  output voltage regulation is possible by switching
\4, \l \ frequency regulation,
e  the output voltage range is limited by the maximal
applicable switching frequency. Therefore, Uqymin > Uin-

Regulation by duty cycle control

A control Operation with short pulses and

s |§| S El discontinuous inductor current.
> Features:

Ll

o

A\ current of indyictor

P3 °

\ A

output voltage regulation is possible with the constant
switching frequency,

v

TS\I e the minimum output voltage is not limited:
" Uoutmin = Uin,
e  hard turn-on.
Regulation by duty cycle control
Features:
control
1! """ ;"E T ° ZVS,
S S : > e  output voltage regulation is possible with variable
P4 curfent of inductey switching frequency,
e the minimum output voltage is not limited:
\ —> Uoutmin = Uin,

e  control design similar to typical procedures for
switch-mode DC-DC converters with a regulated duty
cycle (switching frequency regulation required).

Figure 1 shows that the voltage on the switches of an SCVD equals the input voltage.
However, in an SCVM, the voltages on the switches exceed the input voltage, and they increase
in the switching cells nearer to the output [5].

In the case of the application of GaN switches, it is assumed that the converter can operate
with very high efficiency under modes when the switches are turned-off while conducting.
Therefore, each switching period can consist of four states that are presented in Figure 2.

e  State 1: transistor S2 is switched-off and transistor S1 conducts the source current that charges the
switched capacitor (5C);

e  State 2: transistor S1 is switched-off and transistor 52 conducts reversely until the inductance
current reaches zero; the charging of the SC is continued in this state;
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e  State 3: transistor S1 is switched-off and transistor 52 conducts the current that is forced by the
source and the switched capacitor to flow to the output;

e  State 4: transistor 52 is switched-off and transistor S1 conducts reversely until the inductance
current reaches zero; the charging of the output capacitor is continued.

Uin

Uout Uin

=]

State 3 State 4

(@) (b)

Figure 2. (a) Operating states of SCVD in charging and discharging cycles of the switched capacitor.
(b) Idealized control signals and inductor current waveforms. Pattern P2.

Assuming a hard termination of the transistor current, various switching patterns can be proposed
(Table 1). Pattern P1 with the ZCS switching is also shown for comparison.

Under the ZVS operation, the inductor current can discharge the capacitance of a switch before it
starts flowing in the reverse direction (Figure 3). This can occur when the switch output capacitance
is low, because a high-frequency SC converter is designed with a very low parasitic inductance.
Therefore, a GaN or a superjunction MOSFET switch is very favorable in such an operating mode,
due to short transition times. As the ZVS operation is more efficient than the ZCS switching, pattern P2
appears to be the most attractive. Furthermore, using pattern P2, switching can be achieved in the ZVS
and nearly ZCS mode (LCS-low current switching), which is discussed in more detail in Section 4.

Ugs1
Ugs?

Figure 3. Theoretical time waveforms of currents and voltages in SCVD useful for the analysis—switching
pattern P2.

3. Output Voltage Control of SCVD

An idea of the output voltage regulation of the SCVD assumes the shortening of the charging
and/or discharging process of the switched capacitor. Thus, a lower amount of energy is transferred
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through this component. At the same time, high efficiency of operation can be achieved by reducing
the RMS current and eliminating turn-on losses. Thus, when a wide range of switching frequency
is assumed on the stage of the design, pattern P2 (Table 1) seems to be the most favorable, and the
operation under this pattern will be further analyzed in more detail.

The analysis below refers both to the switching patterns P2 (T + T, + T3 + T4 = Ts, Figure 3) and
P3 (T + T + T3 + T4 < Tg) (Table 1). It assumes ideal power electronic switches, fixed values of input
voltage Uj, and power Pj,, equal values of resonant frequency f( and characteristic impedance p of
each current path in Figure 2, as well as neglecting parasitic resistances and voltage drops across the
power electronic devices, where

wo = 2nfy = 1/4J(LC), p = wol = L/C 3)

The capacitor is being charged in states 1 and 2 (Figures 2 and 3). The capacitor current and
voltage are described by Equations (4)—(11) (time is counted from zero from the beginning of each
state)). They present the current of a typical series LC circuit supplied from a voltage source, and the
voltage across its capacitor, taking into account the initial values of the currents and voltages (Figure 3).
The capacitor current and the voltage across it are given by

Uin — quin

ic(t) = >

sin wot = Iy sin wot 4)

uC(t) = Ujn - (uin - quin) cos wot )
in cycle 1, with ic (T1) = Icka, uc(T1) = Ucki, and by (6) and (7)

. U, .
ic(t) = Ick cos wot — cd sin wot (6)

uc(t) = Ucka cos wot + p Ik sinwot (7)

in cycle 2, with ic (T) = 0, uc(T2) = Ucmax-
The capacitor is being discharged in states 3 and 4 (Figures 2 and 3). The capacitor current and
voltage are as follows:
iC(t) = _(uin = Uout + quax) /P sin wot (8)

uc(t) = Uout — Uin + (Uin — Uout + Ucmax) cos wot ©)

in Cycle T3, with ic (T3) = Icks, uc(T3) = Ucks, and
ic(t) = Iascoswot + (Uout — Ucka)/p sinwot (10)
uc(t) = Uout — (Uout — Ucks) cos wot + p Icks sinwot (11)

in cycle 4, with ic (T4) =0, uc(T4) = Ucmin-
For further analysis, it is assumed that

Ti=T;, Ta=Ty (12)

Iexs = —Icia (13)

Im (4) is the amplitude of the input current and the switched capacitor current, and can be
calculated based on the expression

Pp 2 (T 1 fs T
Ipay = =% = — | I tdt = = 2|1 - cos|{2m=L 14
nav = 7 T ; m Sin g - m Cos| 7TT0 (14)
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All the currents and voltages in the SCVD can be computed based on (4)—(14).
Introducing normalized quantities

1 — Im I — Iciq — Pin
~mn Ui /p” =CkIn Ui /p’ —in_n Uizn/P

ngln = Uck1/Uin, QCmm_n = Ucmin/ Uin, QCmax_n = Ucmax/ Uin, Qoum = Uout/Uin (15)
u = out/ uin

—outn

isn = fS/fO/ I]n - Tl/TSr Izn = TZ/TS

we obtain
T[Einfn /j—rSn .
lmn = ’ le]n = !mn Sm(ZT‘Iln /J_(Sn) (16)
1 - COS(ZTEIanSn)

Ueminn = 1 = L Yoy =1 = L C‘)S(Z”Iln/ f Sn) 17)

T, = f, SnarCtg(lckln/ ann) /(2m) (18)

ngax—n = ngln COS(Zﬂ12n /£Sn) + leln Sil’l(Z’iTIZn /£Sn) (19)

goutn = ngin—n +ngax—n’ ngSn - goutn _ngln (20)

3.1. Pattern P2—Continuous Capacitor Current Mode

The capacitor current is continuous if Ty + T + T3 + T4 = Tg (pattern P2—Table 1 and Figure 3),
which corresponds to (12)
T =2(T1 + T3) (21)

This switching pattern can be easily obtained by varying Ts and using long gate pulses, as shown
in Table 1 for pattern P2-times T1 and T, (Figure 3) will be set automatically.
Using (16)—(20) and taking into account that (21) Tp, = 1/2 - Ty, yields

P/ sin(ZnIln /f Sn)

1= (14 7Py o/ £y, ) cos(2nTya/ )

7r(l - 2Ln) = jis _arctg (22)

From (22), normalized conduction time T, = T1/Ts of the transistor can be computed numerically.
Figure 4 presents T, (a), and normalized output voltage Uoum (b) as a function of fs, for three
values of Pi,p = Pin/(uinz/p): 0.0344, 0.0688, and 0.1031. The value of Pi,, = 0.0688 corresponds to,
e.g.: Ujn =200V, P, =400 W, and p = 6.876, which can be obtained for, e.g., L = 10.4 uH and C = 0.22
uF. These parameters correspond to those of the experimental setup presented in Section 6.

In switching pattern P2, the theoretical lower limit of the normalized switching frequency fs, is
1, which corresponds to switching pattern P1 (Table 1) with zero dead-times. The upper limit of f,
results from (21), and it depends on power, which can be seen in Figure 4. )

The normalized conduction time T1/Ts of the transistors decreases with increasing frequency,
and the power is larger as the decrease rate is higher. Moreover, it is very important that varying fg
affects the output voltage. In switching pattern P2, it is possible to control the output voltage in the
range of ca. 1.45 Uj, to 2 Uj,. An increase in fg results in decreasing voltage gain [see Figure 4b]. As in
the case of T1/Ts, the larger the power, the higher the decrease rate.

In the discussed switching pattern P2, the capacitor is never discharged to zero volts.
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5 - Uout 2 P...= 00344
L P, ,=00344 U, inn=0.

0.45-— e 1.8

) .0.0688
0.4

0.1031\ \ 18

0.35 s S

‘ j 1.4
0.3 2 3 fi/fg 4 1

(a) (b)

Figure 4. (a) Normalized conduction time Ty, = T1/Ts of transistors, (b) normalized output voltage
Uogutn = Uout/Uin: as a function of fsn = fs/f for three values of normalized power Py, = Pin/(Uin%/p):
0.0344, 0.0688, and 0.1031. Switching pattern P2.

3.2. Pattern P3—Discontinuous Capacitor Current Mode

The continuous current mode is advantageous in terms of optimizing the converter’s efficiency.
However, the converter can also be operated at a fixed frequency fs by varying the conduction time
Ty of the transistors. If Ty, = T1/Ts is lower than that in Figure 4a, the capacitor current becomes
discontinuous—pattern P3 in Table 1. This operating mode offers a wider range of output voltage control.

The conduction time T of the transistors is limited. Its maximum normalized value is equal to
that shown in Figure 4a and its minimum value is limited by two factors. The first is the condition
Ucmin 2= 0, leading to

Timinen = Timin /Ts = J_‘Sn/(Zn) arccos(l - ngm_n/j_fSn) (23)

The second factor is the requirement for Uoyin > 1, which results from the topology (Figure 1).
The output voltage regulation can be done by varying transistor conduction time T at a given
frequency fs, where a decrease in T; leads to a decrease in the voltage gain ratio (Figure 5). This ratio

falls with the rise of frequency fs. Moreover, Uqy: is lower at higher powers.

Uout 2

f /=101
Uin 18— QWV
1.5//4V ‘

14 ‘

1.2

84 02 o3 T/%os

Figure 5. Normalized output voltage Uout/Ui, of the converter as a function of Ty, = T1/Ts for three
values of fsn = fs/fo: 1.01,2.0, and 4.0. Pipn= Pin/(Uin2/p) = 0.0344. Switching pattern P3.

4. Efficiency of the SCVD

4.1. Model of Efficiency of the SCVD-Maximum Efficiency of the Converter without Switching Losses

The efficiency of the SCVD is determined by the resistance of its components, voltage drops
on the diodes, input voltage, power, operating frequency, and the switching pattern. The following
calculations have been performed for the SCVD with GaN switches using pattern P2 (Table 1).
The assumptions for the analysis given in Section 3 remain valid, except for taking into account the
circuit parasitic resistances, which are now added to the transistor resistances, and voltage drops on
the diodes. Moreover, the conduction losses in the GaN transistors are computed taking into account
its Rps(on), both for forward and reverse conduction. This can be done as the gate signals are applied
during nearly the half-period Ts/2, except for dead-time, which is very short.
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The current ig; (t) in transistor S1 is equal to the capacitor current ic(t) in state 4 (reverse conduction)
and state 1 (forward conduction), and equal to zero in states 2 and 3 (Figures 2 and 3). The current isy(f)
in transistor S2 is phase-shifted, having the same shape and values. The RMS value of both currents is
the same. It can be calculated from

— L[, N "
Is = \/T_Sfo ig, (H)dt = \/T_s[j(; 151(1)(t)dt +j(; 151(4)(t)dt] (24)

where igq(1)(t) = ic(f) in state 1 (4), is1(4)(t) = ic(f) in state 4 (10), and T4 = T, (12). After calculating the
integrals using the equations mentioned above, and taking into account relationship (13), current Ig
can be presented in the form

— 2 2 2 2
Is = By + B+ B+ 2, (25)

where

J fon
[y = %[Im + 3% Sln(‘”fIZn/ f Sn)]

—

2 n Ugz— Uou
Iy = ES_HICkl%[l — cos| 47'[IZH/]_(Sn 26)
Ucia= Uow)’ fon o
.= ( Ck32pz 1) [IZn_ o 51“(4ﬂ12n/ Isn)]
2 (Uin— u'min)z f n_ o
Iip = 2p2L [Iln = T sinl Ay /fo )|

The current ip; (t) in diode D1 is equal to the capacitor current ic(t) in states 1 and 2, and equal to
zero in states 3 and 4 (Figures 2 and 3). The current ipo,(t) in diode Dout is phase-shifted, having the
same shape and values as ip; (). The average value of both currents is the same and equal to

1 Ts ) 1 Ty ' T, '
Ipay = T—Sfo ipy(t)dt = T_s |;va lD(l)(t)dt + L ZD(2>(t)dt] (27)

where ipy(1) = ic(t) in state 1 (4) and ipy(p) = ic(t) in state 2 (6).

f u
/s . Ckl
Ina = 2_;{1,“[ 1 = cos(2nT,,./ fsn)] + o sin(2Ta / f ) - - [ 1 cos(2nT, / fsn)]} (28)
Conduction losses AP¢ are the sum of losses in the transistors and the diodes
APc = (1 +r2) If + (AUpi + AUpout) Ipav (29)

where 71 and r, denote the total resistance, including the resistance of the transistor, in the circuits with
S1 and S2, respectively; Alpy is the voltage drop across diode D1, and Alpey: is the voltage drop
across diode Dout (Figure 1). It is assumed that the voltage drops across the diodes remain constant in
the conducting state. Therefore, the efficiency is

2
g _APc (n+n)lg  (AUp; + AUpout)Ipay (30)
! Pin Pin Pin

If the resistances and diode voltage drops are the same, i.e.;
r =1 =71, Alp; = Alpeut = Allp €]
we can rewrite the efficiency formula in the form

n= 1- 2(—rnlén + éan!Davn) /P

—in-n

(32)
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where

IS Ipav
ZSn uin/,o’ ZDavn uin/,o, T r/ 22 _an UD/Um (33)

Figure 6 presents the model of efficiency created on the basis of (32). The peak efficiency achieves
a maximum above the resonant frequency. It is assumed that the switching losses are reduced in this
area as well.

100 100
Eff (%) 0.0344 Eff (%) 0.0145
997 99l

0.0218
gg| Pina=0.1031 4

~—_

, o8 0.0290 NN
S TN

0.0688

97 e 97} \

2 3 f/fy 4 1 2 3 f/fy 4

(a) (b)
Figure 6. Efficiency of SCVD as a function of fsn = fs/fo: (a) for three values of Pinpn= Pin/(Uin/p):

0.0344, 0.0688, and 0.1031 at r, = r/p = 0.0218, (b) for three values of r, = 0.0145, 0.0218, and 0.0290 at
Pin-n = 0.0688. AUpn=0.006. Switching pattern P2.
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4.2. The Switching Concept for Maximum Efficiency

The advantages of the application of the GaN switches in the proposed high-frequency SCVD
results from the possibility of using the ZVS mode with low switching losses under the operation
above the resonant frequency (low Cogg of the switch and short transition time). It can be assumed that
the most favorable case of operation (ZVS), from the efficiency point of view, is achieved by turning-off
the transistors just before their current reaches zero. The reverse conduction of the transistors should
be as short as possible (Figure 7). When the transistors turn off near the zero crossings of the current,
the turn-off loss can be neglected. In an SC converter such as the SCVD, with very small inductors, the
application of a GaN switch will make it possible to achieve a highly improved efficiency in the ZVS
mode keeping both the dead-dime and reverse-time very short.

control
T N
S1 v 82 H
.
current o
Tﬁ“o’\ dead-time

—
reverse-time

Figure 7. A method for operation with maximum efficiency (Zero Voltage Switching (ZVS), nearly Zero
Current Switching (ZCS) (Low-Current Switching—LCS) turn-off and decreased RMS current in
comparison to full ZCS case): the use of pattern P2 for high efficiency (pattern P2HE).

5. Mixed Switching Patterns in Applications

To obtain a functional converter with efficient and effective voltage regulation, various switching
patterns can be utilized depending on the operational conditions. Furthermore, the proposed switching
patterns can be effectively used in more complex systems created on the basis of the SCVD.

5.1. Start-Up of the Converter

During the start-up of the converter, the SCVD is usually overloaded when pattern P1 is used.
The maximum power (Pmax) of this type of voltage multiplier is proportional to the switching frequency
and the switched capacitance C [5]. Under pattern P1, the converter can increase the power as far as the
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switched capacitor is not fully discharged in a switching period. The operation of an SCVD with partial
discharge and low voltage ripples under the rated power requires the use of a large-enough switched
capacitor (C). In this case, the converter’s power is Pnom << Pmax. When the switches, diodes and the
PCB are designed for nominal power Ppnom, the converter can easily be overloaded. To overcome this
issue in conditions of overloading, such as the start-up of the converter, other switching patterns can
be used. Figure 8 presents a comparison of waveforms during the start-up with pattern P3 and pattern
P1. From these results, it is seen that the overloading of the converter is significantly limited by the

appropriate use of the proposed switching pattern P3.
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Figure 8. (a) Closed-loop voltage control system with overcurrent protection and its parameters (pattern
P3 with the duty ratio control D = T1/Ts-Table 1). (b,c) Controlled start-up of SCVD under pattern P3
in the closed-loop system and uncontrolled start-up of SCVD under pattern P1. Waveforms of duty
cycle (symbol d (%)), output voltage uoyt (V), input current i, (A), current icg (A) of capacitor C in the
cases: (b,d) full range, (c,e) zoom. ICAP/4 simulation results. Circuit parameters as in Table 3.

Pattern P3 can be easily achieved in a classic PWM generator (it requires a constant switching
frequency and a variable duty ratio). The implementation of this pattern can be achieved by the
use of VCO (Voltage Controlled Oscillator), and pattern P4 could require a special hardware design

(e.g., in FPGA technology).
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5.2. Bi-Directional Converter

A synchronous SCVD makes it possible to convert energy in both directions, which is required in
systems with batteries. When the voltages on both sides are constant, the converter should be able
to regulate the voltage gain in both directions. Figure 9 presents the concept of such a synchronous
SCVD, the most suitable switching pattern (P4), and its operating states. The operation occurs in the
following three states (Figure 9b):

(1) Inthe first state, the SC is being charged from the output voltage source. This state is terminated
by turning off the switches S1 and S4;

(2) State 2—the inductor current goes to zero via 52 and S3 (reverse conduction);

(3) In state 3—turning on S3 starts an oscillation in a new circuit, and the energy is transferred to
the input source. This is advantageous since the oscillation continues until the inductor current
reaches zero. Breaking this oscillation by switching off S3 would start the current flow to the
output and charging the output, which would not be favorable to the efficiency of the conversion.

control(s1,s4) @ control s2 @ ics @iin @iowt @ ist
is2 @ is3
20.

control

7 P I

|s1- Sk =
>

curffent of inductor 15.0
S

Uin| == Uout

505u 515u 525u 535u 545u
time in seconds

(@) (9

Figure 9. (a) Synchronous SCVD and switching pattern P4 with corresponding symbols, (b) states in a
switching cycle during charging the source by the converter, (c) steady-state waveforms during the
reverse energy transfer with the use of switching pattern P4 (ICAP/4 simulation results): waveforms of

currents (A) and control signals for 51, S3 and 54 (control signal of 52 = 1). Pj,, = 500 W. Circuit parameters
as in Table 3.

Pattern P4 guarantees a proper operation of the synchronous SCVD, which is confirmed by the
steady-state waveforms presented in Figure 9. It assures ZVS of switch $3, ZCS turn-on of S1 and
54, voltage regulation and unidirectional currents of the sources. Other switching patterns enable a
bi-directional energy transfer with voltage regulation, but with an unrequired current recirculation
between SC and the sources.

5.3. A Series-Connected High-Voltage-Gain System

A section containing capacitors allows for designing modular [23] and cascaded [26,27] converters,
where such parameters as the output voltage regulation can be improved. In [27], modular converters
composed of series-parallel sections are analyzed. It has been proven there that the series-connected
voltage doublers (Figure 10) are the most effective voltage multiplier topology taking into consideration
the relation of the number of switches to the voltage gain.

69



Energies 2020, 13, 6403

Figure 10. SCVD series in a high-voltage-gain converter.

The SCVD series achieves the voltage gain Gi; = 2", where 7 is the number of the SCVD converters.
In an SCVD series (Figure 10), each internal converter operates in different conditions (voltage and
current stress). By suitable use of the proposed switching patterns, the SCVD series can achieve novel
unique features such as output voltage regulation and very high efficiency. The most effective mixed
switching pattern can depend on such parameters as switching frequency or load. Table 2 presents
examples of scenarios for a decision on implementing optimal switching patterns.

Table 2. Examples of scenarios for series SCVD optimal switching.

Scenario Mixed Switching Patterns

. The first SCVD, connected directly to the source, regulates the
voltage of the converter in the range Uj,—2Uj,. It operates at the
lowest level of voltage with non-significant Cogg losses. It can use
pattern P2, and patterns P3 or P4 for a deep voltage decrease with

Light-load conditions (low high efficiency.
predicted conduction losses, e  When the first cell decreases the voltage, the voltages on the
high switching losses) switches in all other cells are also decreased, which reduces Cogg
losses. It is more beneficial than the voltage regulation by any
other cell.

e The other cells, except the first, operate with pattern P2HE
(Figure 7), which decreases the switching losses significantly.

e All the cells should operate with the highest possible voltage to
limit conduction losses (pattern P2HE-Figure 7).

High-load (predicted e Thelast SCVD, connected directly to the load, regulates the voltage
conduction losses higher than of the converter in the range (n—1)Ujn—nUjy,, using pattern P2,
switching losses in all the cells) and patterns P3 or P4.

e Ifadeeper voltage decrease is required, an appropriate middle cell
regulates the voltage, e.g., to achieve the range (n—-2)Uj,—nUip.

6. Experimental Setup and Test Results

The experimental investigations have been performed in the setup with parameters presented in
Table 3 using the equipment listed in Table 4. The efficiency of the GaN-Based DC-DC resonant boost
converter was determined using Yokogawa WT1800 power analyzer [35] on the basis of the output to
the input power ratio. The range of voltages and currents in the tested converter allows for the use
of the internal current and voltage sensors (5 A and 600 V) and achieving an adequate precision of
the measurements.
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Table 3. Parameters of the laboratory SCVD converter.

Transistors PGA26E07BA

Diodes STPSC12065GY-TR

Switched capacitor 220 nF

Inductor 10.4 uH

Input capacitor 4 uF

Output capacitor 4 uF (and 100 pF external bank)
Input voltage Ui, =200 V

Resonant frequency  fo = 105.2 kHz

Table 4. Parameters of the laboratory test setup.

Purpose Equipment

PWM signal generator FPGA-based: DE0-CV Cyclone V Control Board
Scope: Tektronix DPO4054
Current probes TCP0030

Measurements

Voltage probes THDP0200
Power Analyzer Yokogawa WT1800

DC power supply Delta SM300, Rigol DP832, Mixed passive
and electronic load LDH400P

IR measurements FLIR i60

Supply and load

The measurements were intended to verify the basic concepts presented in this paper: the switching
strategies and efficiency of the SCVD converter shown in Figure 1. The obtained results confirm the
proper operation of the converter under various switching strategies and its high efficiency.

6.1. Switching Pattern P2—Operation with Continuous Capacitor Current Mode

Figure 11 presents examples of selected time waveforms in switching pattern P2. A dead-time
of 50 ns has been used; thus, after the turn-off of each transistor, the other transistor begins
conducting (reverse conduction and, next, forward conduction) with nearly zero turn-on loss and low
conduction loss.
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Figure 11. Steady-state operation of SCVD in Continuous Conduction Mode (CCM) and ZVS mode.
Waveforms of voltage on switched capacitor C, current of D1, control signal of S2, and current of
transistor 52. Uj, =200V, fg = 201.6 kHz, Pyt = 400 W, ty; = 50 ns. Switching pattern P2.
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6.2. Comparison of Operation in the ZCS Mode (Pattern P1) and ZVS Mode (Pattern P2)

A comparison of the operation below resonant frequency (ZCS) and above that frequency (ZVS)
confirms the concept of operation with high efficiency and output voltage control.

Figure 12 presents the operation of the converter in the ZVS and nearly in the ZCS mode. In these
conditions, maximum efficiency is achieved. The ZVS mode is maintained, although the negative
current of 52 is not as clearly visible as in Figure 11. Before the switch 52 is turned on, it conducts a
negative current and its voltage is zero. On the other hand, the full ZCS mode is visible in Figure 15a.
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Figure 12. CCM operation of SCVD in steady-state in ZVS and nearly ZCS mode. Waveforms of
voltage on switched capacitor C, current of transistor S2, current of diode D1, voltage on transistor S2.
Uiy =200V, fg = 201.6 kHz, Py = 400 W. Switching pattern P2.

Figure 13 presents graphs of voltage gain end efficiency versus switching frequency fs.
The efficiency chart (Figure 13b) clearly shows a substantial increase in efficiency when the operating
mode changes from the switching pattern P1 to P2. The peak efficiency occurs slightly above fj.
A further increase in the switching frequency leads to a decrease in output voltage (voltage gain
regulation) and results in a decrease in efficiency.

Figure 14a—d present the charts of efficiency of the SCVD versus output power for various values
of the switching frequency under pattern P2. Figure 14e depicts the relation between the efficiency
and the gain, obtained from the data in Figure 13. The highest achieved efficiency is 99.228% at
fs =134.4 kHz and Poyt = 396.23 W.
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Figure 13. (a) Output voltage Uoyt and (b) efficiency of SCVD as a function of switching frequency fs.
Uin =200V, Pout =400 W, ty; = 50 ns. Switching pattern P1 (for fs < f() and P2 (for fg > fo).
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Figure 14. Efficiency of SCVD in CCM mode as a function of: (a—d) output power Poyt, (€) Uout/Uin at
Pout = 400 W. Ui, =200V, ty = 50 ns. Switching pattern P2.

Further analysis of the ZVS concept in the SCVD, achieved by the introduction of pattern P2,
is presented by comparing the waveforms and thermograms of the converter operating in accordance
with patterns P2 and P1. The comparison is presented in Figure 15 for Pout = 400 W. The IR
photos confirm considerably lower losses and heat generation in the transistors when the converter
operates using pattern P2 [see Figure 15b,d] versus the case of the ZCS switching with pattern P1
[see Figure 15a,c].
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Figure 15. Operation of SCVD in ZCS mode (pattern P1) at fg = 105 kHz with 1 = 98.30%, and in ZVS
mode (pattern P2) at fg = 134.4 kHz with ) = 99.228%. Steady-state waveforms of voltage on switched
capacitor C, current of diode D1, control signal of transistor S2, current of 52; IR photos of converter.
Ui =200V, Poyt = 400 W, £y = 50 ns. Results (a,c)—switching pattern P1, results (b,d)—switching
pattern P2.
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Figure 16 confirms the proper operation of the converter in switching pattern P3. The inverter
operates in discontinuous conduction mode (DCM). Output voltage regulation is possible at a constant
switching frequency (Table 1).
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Figure 16. Steady-state operation of SCVD in DCM. Waveforms of voltage on switched capacitor
C, current of D1, current of transistor S2, voltage on transistor S2. Ui, = 200 V, fg = 134.4 kHz,
D =T4/Ts = 15.6%, t\r = 50 ns. Switching pattern P3.

Table 5 shows a comparison of the maximum efficiencies of selected converters presented in recently
published papers. The power at that the maximum efficiency was registered, and the type of switches
that were used are also listed. (RSCC-resonant switched-capacitor converter, RTBSCC-resonant
two-switch boosting switched-capacitor converter, IBC—intermediate bus converter, MRSCC—multilevel
resonant switched-capacitor converter). The efficiency of the converter presented in this paper is one
of the highest that are reported in the recent bibliography.

Table 5. Comparison of the maximum efficiencies of selected converters presented in recently

published papers.
Proposed Doubler RTBSCC  High Freq.
Solution RSCC [3] RSCC [4] [14] IBC [33] MRSCC [31] Ref. [23] Ref. [24]
n=99.228% n=99.82%  n=9% n=983% 1n=9.7% 1= 98.5% N=995% 1n=94.6%
P =400 W P =1500 W P=10W P=23W P =240 W P=5kW P =3kW P=140 W
GaN GaN MOSFET MOSFET GaN SiC MOSFET MOSFET MOSFET

6.3. Output Voltage Regulation by the Switching Pattern P3

The most suitable method for the output voltage regulation in an SCVD is pattern P3, where the
capacitor current is discontinuous (Figure 16). Very good effectiveness of the regulation is confirmed in
Figure 17 which shows the output voltage versus duty cycle D defined as the ratio of the turn-on time
T of a transistor to the switching period Ts. A wide range of the output voltage is achievable with an
acceptable efficiency deterioration at low values of the duty cycle.
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Figure 17. (a) Output voltage Uoyt of SCVD and (b) its efficiency in DCM mode as a function of duty
cycle D = Ty/Ts. Uy, =200V, fs = 134.4 kHz, Pyt = 200 W, ty; = 50 ns. Switching pattern P3.
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7. Conclusions

In this paper, the concepts of control for a resonant switched-capacitor voltage doubler are
presented. They allow the use of the SCVD converter as a fully functional DC-DC converter with
output voltage regulation and very high efficiency.

A classic SCVM operates in the ZCS mode, in which switching power losses associated with
Coss of the transistors are significant. The application of GaN switches makes it possible to operate
with a high frequency while maintaining high efficiency. However, the efficiency can be significantly
improved by the proposed switching patterns of the converter, where the reverse conduction occurs to
achieve zero-voltage turn-on of the transistors. The maximum efficiency that was measured in the
demonstrated setup exceeds 99.2%. The heat generation in the transistors is reduced significantly
as well. In the switching pattern dedicated to maximum efficiency, an output voltage adjustment is
possible. In another switching pattern (P3) proposed in this paper, the SCVD converter achieves a very
high output voltage regulation range. The developed model of losses matches the experimental results
and can be used in the design process. In addition, the results can be applied in other topologies of the
SC converters.

The switching pattern P2 allows for a significant improvement in the efficiency of the SCVD by
Coss loss reduction. To accomplish that, very fast switching is required because the cycle sequence:
turn-off/dead-time/turn-on should occur on the falling slope of the resonant current, taking only a small
part of the oscillation time. The SCVD is a switched-capacitor converter with low resonant inductance,
therefore the oscillation time is very short. Three types of switches (superjunction MOSFET, GaN,
and SiC) as a prospective adequate solution for high-efficiency operation of the SCVD. Taking into
consideration the features of GaN switches, the experimental tests have been performed with the
use of GaN GIT switches. The switching pattern P3 allows for easy implementation for overcurrent
limitation of the start-up of the converter, and pattern P4 can be used in the bi-directional operation
of the synchronous SCVD. Various patterns can be also combined in the cascaded high-voltage-gain
system composed of several SCVDs.
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Abstract: This paper presents the research results of the bidirectional multilevel resonant switched
capacitor converter (MRSCC). The converter can achieve a high voltage ratio in multilevel topology,
which limits the voltage stress on switches and is able to operate with high power efficiency.
The converter can be applied as an interconnector between DC voltage systems used for various
applications. This paper presents a method that significantly improves the efficiency of the MSRCC
through topology modification. Furthermore, the feasibility of the converter was demonstrated
with the use of SiC and Si MOSFET switches, together with suitable passive components. It was
demonstrated that the proposed modification of the topology makes the converter very efficient in
SiC-based ones and can significantly improve the efficiency of Si MOSFET converters. The series of
test results of the SiC-based converter is a novel aspect presented in this paper and shows promising
achievements of efficiency. The results were obtained from the laboratory setup of 5 kW and 0.5/2 kV
MRSCC. To demonstrate the bidirectional operation of the converter, a back-to-back setup (0.5/2/0.5kV)
was used. It also demonstrates that such a high-voltage gain converter can be accurately tested with
the use of laboratory equipment with a typical voltage range.

Keywords: bidirectional converter; multilevel converter; resonant converter; SiC MOSFET;
high-voltage converter; switched capacitor converter

1. Introduction

The multilevel topology of the converter is favorable for high-voltage circuits due to the reduction
of voltage stress on switches. Aside from typical multilevel converters, such as the flying capacitor,
neutral point clamped, and cascade bridges, various concepts of switched capacitor-based converters
have been proposed recently. The switched capacitor (SC) technique is suitable for high-voltage gain
converters and can be effectively used in power converters, which was proven in [1,2]. On the basis of
the SC technique, such multilevel topologies include MRSCC (multilevel mesonant switched capacitor
converter) [3-5], modular capacitor clamped [6,7], resonant Ladder [8], MMCCC (multilevel modular
capacitor clamped converter), 6X [9], converter with coupled inductors in various levels [10], and
converters presented in [11-16], where the topologies include a similar concept to MRSCC.

Another important quality of a power electronic converter is its bidirectional operation capability.
It is required in a vast range of applications, which incorporates battery management. The analyzed
MRSCC is made up of a basic SC structure, which makes it possible to transfer energy in both directions,
similar to the converters presented in [3-5,13-17].

The four-level MRSCC converter analyzed in this study (Figure 1a) is a very favorable solution
when compared to well-established topologies. It comprises features of a bidirectional and multilevel
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topology. In MRSCC, voltage stress on the switches is equal to the voltage of a single cell; therefore,
the benefit of switch voltage stress reduction is achieved. In comparison to the other concepts of SC
converters, such as SCVMs (switched capacitor voltage multipliers) presented in [18,19], MRSCC is a
multilevel concept that can be more favorable for high-voltage applications. Voltage stresses on some
switches of SCVMs can reach the output voltage (the highest value). Due to the high voltage gain,
low stress on switches, and bidirectional conversion ability, MRSCC can be a beneficial solution for
the interconnection between DC voltage systems. Depending on applications, numerous DC voltage
systems are often used nowadays [20], and the required DC voltage reaches 1500 V [17]. The microgrid
connection is another prospective application of such a converter as well. Furthermore, in MRSCC,
the energy is transferred via capacitors, which makes it possible to reduce the weight of the converter
in comparison to solutions based on inductive components. In some applications, a low weight can be
an important feature due to the requirements related to the assembling system components.

The basic concepts of three-level and four-level MRSCCs are presented in [3], in which a detailed
analysis of losses and selection of inductance can be found. In [4], the four-level SC converter with loads
connected asymmetrically was analyzed. In [5], the first harmonic approximation analysis and basic
experimental results of four-level 1.2 kV MRSCC based on SiC are presented. In [13], as well as [14],
the basic structure of a multilevel SC converter is used in cascaded systems. However, the problems of
topology modification and efficiency improvement in ZVS conditions were not investigated.

Recently, a lot of research has focused on the elimination or limitation of Cyss losses in different
types of converters. However, very few of them present a solution for switched capacitor converters
and especially multilevel ones. In [15,17], the Coss losses were identified as an important factor in
the power efficiency limitation of the voltage doubler based on the MRSCC concept. The solution
for Cogs elimination is reported in [15] for a MOSFET converter as well as in [16] for GaN and in [17]
for SiC. Therefore, the methods for achieving ZVS (zero-voltage switching) in such a converter are
demonstrated in those papers, but all of them are similar and limited to two-level (voltage doubler)
MRSCC. The methods rely on the application of the special control pattern to switches in higher and
lower voltage levels, for additional energy delivery to the resonant inductor before dead time intervals.
The energy stored in the resonant inductor is then utilized for the Cogs voltage transition in dead time
intervals. As reported in [16], this technique is problematic in light load operations, due to significant
switching frequency increases. Special control with cycle skipping is required for light load operation,
which itself brings some power loss and is problematic due to parasitic oscillations [21]. To mitigate
this challenge, the authors in [16,17,21] proposed to move the resonant inductor to the DC side of the
converter. It eliminates most disadvantages; however, it still cannot be applied to converters with a
number of levels higher than 2, since in higher levels of the converter, the resonant operation could
not be achieved. In this paper, the solution with an additional small inductor further referenced as
the commutation supporting inductor (Lsc) and small (commutation) capacitors connected across
resonant branches is presented. This solution is free from the abovementioned limitations. It operates
well at any load level, including an idle state, and can be applied for a converter with any number of
voltage levels; however, it requires additional components.

Coss losses have an important impact on the efficiency of a high-frequency converter. A model of
this type of loss in an SiC-based converter is analyzed in detail in [22]. In the case of SC converters,
which contain large numbers of switches, such as SCVM [18,19], and do not operate in ZVS mode,
Coss losses can become significant. The method for ZVS operation in SC converters with resonant
inductors is an important research subject. It can be introduced to other SC topologies than MRSCC
and the results of ZVS operation in an SiC-based converter presented in this paper can have even
more general importance. In [23-28], SC converters with ZVS operation are presented. The presented
approach for the ZVS problem solution is similar there and the converters use resonant inductors,
which makes it possible to apply a phase shift switching or an operation above the resonant frequency
for a charge reduction of the switch before it is turned on. The Coss voltage transition method and
ZVS operation is accomplished in this paper for four-level MRSCC and can be extended to a higher
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number of voltage levels, which is the main difference from previously presented solutions. Therefore,
this paper confirms the merit of the MRSCC topology with introduced improvements. Furthermore,
numerous new experimental results of Si and SiC MOSFETs based on bidirectional four-level MRSCC,

such as the efficiency, voltage ratio measurements, and resonant circuit operation, are presented and
compared in this paper. In essence, the main goal of this paper was to verify the concept of the topology
modification towards efficiency improvement of four-level SiC-based and Si-based MRSCC converters

with the major contributions of this paper being as follows:

A presentation of a modification of the MRSCC topology to achieve ZVS with no restrictions
in terms of the number of voltage levels. A significant increase of the efficiency and significant
decrease of idle power losses are achieved in comparison to the base topology by (almost)
elimination of the Cyss losses.

A comparison the SiC-based and Si-based MRSCC performance based on experimental results.
It is demonstrated that the proposed method makes it possible to achieve a performance of the Si
MOSEFET design close to the outstanding SiC-based one.

The demonstration of MRSCC operation in a boost mode as well as in buck mode. Itis accomplished
in a test setup with two cascaded converters with a common high-voltage DC link (2 kV in the
tested case). However, the load and the output voltage sensors operate on a low voltage (<1 kV),
which is appropriate for precise voltage registration and efficiency measurement, and MRSCC is
a bi-directional converter and such concept of a test setup configuration is justified. A similar
approach can be found in [15], which presents the regenerative test setup, composed of two
resonant SC converters for efficiency. A single DC-DC converter with a high voltage ratio
can be used in photovoltaic systems [17] with a common DC link or DC grid on the output.
The application of such converters as an interconnector between DC grids is their prospective
application as well, especially as SiC-based solutions.

The paper is organized as follows. In Section 2, the basics of operation of the MRSCC and

simulation results are presented. In Section 3, the problem of Cyss loss is addressed and a modification
of base topology is proposed. Section 4 includes a description of the back-to-back experimental setup

and experimental results of MRSCC operation.

(@)

Figure 1. The bidirectional four-level switched capacitor resonant DC-DC converter (a) the concept,
(b,c) the modes of operation, (d) the control signals of the switches; Sg—control signal of the even
switches; So—control signal of the even switches.

2. Principle of Operation of the Multilevel Resonant Switched Capacitor Converter (MRSCC)

Figure 1 presents the topology of the MRSCC. The principle of operation assumes charging

and discharging of switched capacitors (Cr) in resonant circuits and energy exchange between DC
capacitors C1—Cy4. Each voltage level contains two transistors in HB (half bridge) configuration, with
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appropriate driving circuits. All the resonant branches CrjLr1-Cr3LR3 are tuned to the same resonant
frequency. The control of the converter, in the general concept, requires alternating the switching of odd
and even switches with a 50% duty ratio with the resonant frequency of the branches CrjLr1-Cr3LR3.
As a result, each resonant branch (CriLgy) is switched between two adjacent voltage level capacitors
Cx and Ci41y (Figure 1b,c). The control signals are presented in Figure 1d.

Voltages of the capacitors C1-C4 of MRSCC are nearly equalized. As a result, the voltage gain of

the idealized converter in the boost-type interpretation is as follows:
Up
kute = wor 1)
where Up-higher side voltage value, Us-lower side voltage value, and n- number of levels.

During the to-t; and t,—t3 time intervals, the current oscillations occur in resonant branches.
During the dead time intervals, the oscillations are stopped, and in the idealized and tuned circuit,
the currents of resonant branches are zero during dead time. The current peak stresses of the resonant
branches are given by the following relationship:

IGR(pTmax = gy (= K)Ip ?
IS = nIp
wherek =1, 2,3,4,...,(n-1); Gpr = 1— 25% < 1; and I, Is-current value of lower and higher
voltage side.
The current stresses of the switches are given by:

n 1
Isrms (B) = Igai-1)rms(f) = E\/?Ip/ (3)
DT
Isorms (£) = Isirms () = = ! (n=1)Ip, ()
2 \/Gpr

wherek =2,3,4,...,1, ¢ = ¢x_1 = Q.

From Equations (3) and (4), it follows that the current stress of switches S1 and S2 is greater than
others for n > 2. The higher the number of 7, the bigger the difference between the current stresses
of switches observed in the converter, which is an important conclusion from the switches’ selection
standpoint. The dead time increases the current stresses of the resonant branches and switches.
It corresponds with the Gpr coefficient variation in Equations (2)-(4). The example simulation
waveforms of the 5 kW and 500 V/2 kV MRSCC are presented in Figures 2 and 3. The results were
carried out from two different models and software tools. In the waveforms presented in Figure 2,
during the dead time intervals, the oscillations are halted and the current of the resonant branches
equals zero. In this simulation, which was performed in MATLAB/SIMULINK software, all parasitic
capacitances of the switches were omitted. In a real circuit (Figure 7a), or precise behavioral simulation
model designed for PSpice (Figure 3), the distortions can be observed in the dead time intervals.
The distortions are caused by an interaction of resonant branches and Coss capacitances of the switches
as can be anticipated by comparing the simulation results. Therefore, the distortions in dead time
intervals are natural for this topology and are not caused by an improper design of the real converter.
For PSpice simulation, the precise models of power transistors provided by the manufactures were
used. The simulations parameters are consistent with the experimental setup (Tables 1 and 2) described
in Section 4.
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Table 1. Parameters for SiC and Si designs for the base configuration.

Number of Voltage Levels n 4
Switching frequency fs 285 kHz
Lower side nominal voltage Vs 500 V
Higher side nominal voltage Vp 2000V
Design max power Py 5kW

Capacitance of levels capacitors

C4:C3:C2:C1:4.7}1F

Cla = Clb ==047 uF

Lgs = 3.0 uH
Lgo =2.0 uH
LRI =09 HH

Resonant branches

Cgs = 100 nF
Cgy = 147 nF
CRI =320 nF

Cc3 =22 nF
CCZ =22nF
Ccy =47 nF

Commutation branches

Re3=10Q
Ror=10Q
Re1 =050

Switching supporting inductor

Lsc = 54 uH ETD29

Table 2. The measured idle power of a single HB for different transistors used for the SiC and Si setup.

Part Measurement
No Type Vps Rpson  Ups f APco
V) (mQ) W) (kHz) W)
1,2 SCT3030AL 650 30 42
3-8 C3M012090D 900 120 15
500 285 @ @—
1,2 SiHG33N65EF 650 95 93
3-8 SiHG2IN65EF 650 150 60

30

Current of the resonant branches

15

(A)
o

-15
-30

2(usl/div)

Figure 2. Simulation result of the 5 kW 500V/2 kV MRSCC (Multilevel Resonant Switched Capacitor
Converter) in the base configuration in MATLAB/Simulink without Coss.
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Figure 3. Simulation result of the 5 kW 500 V/2 kV MRSCC in the base configuration in PSpice (plotted
in MATLAB) with Coss and other parasitics.

The transition between the boost and buck mode of operation of MRSCC does not require any
special control. It depends on the relationships between voltages Up/Us. The resonant legs should be
tuned to achieve the best possible performance of the converter, and only this case is analyzed in the
paper. In [5], the analysis for the general case can be found. For a cost reduction, selected switches
can be replaced by diodes, but only unidirectional operation is possible in this case. For example,
as presented in the literature [8], a diode-based ladder resonant switched capacitor converter operates
in boost mode only.

3. Coss Losses and Its Reduction by Application of the Commutation Supporting Inductor

The converter operates in ZCS (zero current switch) conditions, but switching losses still occur
due to charging and discharging of the output capacitances of the switches. The converter consists of a
relatively large number of switches; thus, the switching losses may seriously deteriorate its efficiency,
especially under the light load operation. Cgss losses are also the subject of the research presented
in [15,16], where it is eliminated by the special control of the switches. However, a solution for a
converter composed of the number of voltage levels above 2 is not presented.

Coss losses are associated with the energy dispersion from Coss by the switch that is turned on
as well as the power losses during Coss charging caused by the current flow and commutation in
the corresponding switch. In an MOSFET switch, the capacitance Coss is strongly nonlinear and the
charge transferred to Cogs is (from the DC source Uy, during the lower switch turn on in a half-bridge
operating with ZCS):

Unp
Qoss ( uHB) = ﬁ Cossflow (uDSJow) duDSflow . (5)

Typically, both switches in HB are the same type and have the same parameters. Therefore,
the high side switch will result in the same charge transfer from a DC source. As a result, the charge
Qoss is transferred twice in the switching period. Thus, the average value of the Coss losses in a
half-bridge of the converter is:

Uip
AP HB_loss — 2 fs uHB Qoss (uHB ) =2 fs uHB j(; Cossflow (uDSJow) duDSflow~ (6)

If Coss capacitances are charged to the certain voltage value in the dead time by the external circuit,
the start value in the integral in Equation (6) is a nonzero value. Therefore, the losses (Equation (6)) are
lower in such a case, and can even be zero (in idealized analysis). The detailed analysis of Coss-related
energies and losses in HB can found in [29,30]. The MRSCC converter consists of n number of HBs
composed with two various types of switches, resulting from their current stresses described by
Equations (3) and (4). The total Cyss power loss of the converter is the sum of the Coss losses of all HBs.

For the analysis and optimization of losses in MOSFET power transistors in MRSCC, the following
FOM (figure of merit) [31] can be used:

Fum = rpsonQoss, 7)
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where rpgon-turn on resistance of MOSFET, Q,ss-charge calculated as in (5) with Uyp = Us.
Based on Equations (3) and (4), the conduction loss in power transistors of the lower HB (S1, S2)
and all the higher HBs (53-58) can be the following:

2
bie
APRrgs 1, = Ilzaerson,L(n -1)%, ®)
2
)Tl
ApRclsfH = IPTrDSOn,H (n - 1)’ (9)

where rpgon_1.-on-state resistance of the S1-S2 switches, rpgon_pi-on-state resistance of the S3-S8 switches.
Utilizing Equations (7) and (6), the Coss loss in power transistors of the lower HB (S1, S2) APcogs 1.
and all the higher HBs (S3-58) APcoss_ 1 can be found:

1
APCOSS,L = 2fSFMLuS ’ (10)
DSon_L

APcoss 11 = 2fsFmnuUs(n —1)

, (11)
"DSon_H
where rpg,;, 1 —on resistance of the S1-S2, rps,, p—on resistance of the S3-S8, f;—switching frequency,
Fpip—figure of merit (7) for S1 and S2, Fjy—figure of merit (7) for S3-S8.

The total power loss for a given group of switches is the sum of the conduction loss and Coss-related
loss. The selection of transistors with higher on-state resistance leads to a higher conduction loss.
However, the Coss loss is lower in such a case, if the figure of merit (Equation (7)) is considered constant.
Using the above Equations (8)—(11), it is possible to find the optimal value of rpgon 1 and rpgon_1. for
which the total power loss of a transistor is minimal for a given figure of merit. Obviously, the selection
of transistors is a discrete problem since only several types of devices with specific parameters are
manufactured. The presented solution is continuous, but in spite of this fact, it can be used for
the selection of the transistors nearest to the calculated optimal parameters. The optimal on-state
resistances of transistors are given by the following relationship:

2n Us \/ uNfSFML

DSon_L_opt = 7Ps(11—1) (12)
ZHUS VuNfSFMH
DSon_H_opt = T(—PS' (13)

where pson_1_opt—o0ptimal on resistance of the S1-52, rpson_H_opt—o0ptimal on resistance of the S3-58,
fs—switching frequency, Fyi—figure of merit (7) for S1-S2, Fyyy—figure of merit (7) for S3-S8,
Ps—power of lower voltage side, for which value the minimum losses should occur.

The above Equations (8)—(13) were evaluated for the real setup parameters, which are presented
in Section 4, especially in Tables 1 and 2. The figure of merit was calculated based on Equations (5)
and (7) and the Coss curves from the data sheets for the two transistors selected in the initial design
step: SCT3030AL as S1, S2; Fyp, = 4 nVs and C3M012090D as S3-S8; Fyi = 5.9 nVs. The results are
presented in Figure 4.

As can be observed in Figure 4, the initially selected transistors are not optimal. However, there is
no significant improvement possible since it is about 20% of the total power loss in the switches.
A significant improvement of efficiency may be achieved by the introduction of further modifications
as described in Section 4, which nearly eliminates the total Coss power loss. In case of the initially
selected transistors, the Coss loss accounts for nearly 87% of the total loss in the switches, and in
the case of hypothetical optimal switches, 52%. After the introduced modification of the topology,
only conduction losses are relevant. The conduction losses are lower for the initially selected transistors
(SCT3030AL, C3M012090D) than in the case of any hypothetical optimal ones. Therefore, the initially
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selected transistors were accepted as the final selection. After the modification, the optimization
problem must be defined in another way since there is no longer a tradeoff needed between Coss and
the on-state resistance.

Conduction Iosses for lower HB (S1,S2) and hlgher HBs (53 S8)

- |—s1,52 —s3-s8|
260} .
@ 40 i
@
o 20 1
|
0 1 1 1 1
0 50 100 150 200 250 300
80 Coss losses for lower HB (S1 S2) and hlgher HBs (S3-S8)
= " [—s1,52 —s3-s8]
=60f
B 40
@
o 20
|
0 L 1 1 1 1
0 50 100 150 200 250 300
80 Total power losses for lower HB (§1,52) and higher HBs (S3-S8)
T T T T 1
@ 40 -
% optimal
o 20F =
- | —s1,s2 ——sa3-s8
O L 1 1
0 50 100 150 200 250 300
RDSon (mQ)

Figure 4. Results of the optimization of losses in power switches in terms of rpg,y, selection.
3.1. Concept of MRSCC with Commutation Inductor

To reduce the idle power losses, the topology modification is proposed based on the application
of the additional commutation inductor Lgc, which brings a significant reduction to the switching
losses. The proposed concept and commutation sequence from odd to even switches is presented in
Figure 5a—c. The inductor Lgc is connected between the output of the lowest HB and the output of the
voltage divider created in the lowest voltage level. Due to the fact that all HBs are switched with a
50% duty ratio, the waveform of the current in Lgc is symmetrically triangular with the positive and
negative peaks that occur during the commutation. This current charges and discharges the output
capacitances of all switches during the commutation, causing ZVS operation.

When all the HBs are turned into DT mode (Figure 5b), the output capacitance of all HBs is
charged by the current of inductor Lgc (HB1 directly, and the rest via Ccy capacitors). The transition
is finished after a certain time, which depends on the peak current of the Lsc and the values of the
output capacitances of the switches. To finish the switching sequence, all the even switches are turned
on (Figure 5c). Because the output capacitances of the switches are charged and discharged by an
inductor, their switching losses are significantly reduced (in theory it is lossless).
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Figure 5. (a—c) The sequence of modes for commutation from odd to even switches in MRSCC with
the commutation capacitors Ccp, and the supporting inductor Lgc; (d) Simplified equivalent circuit for
charging the Coss by Lcg current during dead time (mode b); (e) further simplification.

3.2. Application of Communication Capacitors in MRSCC Branches

The resonant branches contain series inductors and therefore, for very short commutation processes,
they can be considered as the current sources. The values of those current sources can be assumed
equal to the instantaneous current of the resonant branches at the beginning of the commutation.
In the precisely tuned circuit, those values are close to zero, which means that the resonant branches
have almost no effect on the commutation process. For this reason, the commutation capacitors
(relatively small) are applied to the circuit, in parallel to the resonant branches. The commutation
capacitors Cck can be considered as the voltage sources with the value of Ug (as well as the all Cy
capacitors). They allow the output capacitances of higher-level HBs to be charged and discharged
by the current of the Lsc inductor flow. The inductor Lsc can be considered as the current source
with a positive (odd to even switches commutation) or negative (even to odd switches commutation)
peak value. The equivalent circuit representing such conditions is shown in Figure 5d. The circuit
can be further simplified, to the circuit where all Css are charged in parallel and supplied by one Ug
voltage source, as shown in Figure 5e. The application of the commutation capacitors has an additional
effect. In the base circuit, during the dead time, the current oscillations in the resonant branches are
stopped, thus the resonant frequency of the converter is lower than the resonant frequency of the
branches. The commutation capacitors clamp the resonant branches during the dead time, which
allows the oscillation to continue. As a result, the resonant frequency of the converter is equal to
the resonant frequency of the resonant branches. Furthermore, an additional benefit is the resonant
current is a smooth sinusoidal (Figure 6b), while in the base circuit, some distortion (fast oscillation)
can be observed in dead time intervals (Figures 4 and 6a). Such distortions reduce the balancing
capability of the resonant branches and increase the series-equivalent output resistance of the converter,
which will be presented in Section 4. The application of the Lgc inductor and Ccy capacitors has no
direct influence on the voltage gain of the converter. However, it improves the power efficiency and
eliminates distortions of the oscillations, resulting in a reduction of the series-equivalent resistance of
the converter.

Idle mode losses depend on the peak value of the current of Lsc, which will be demonstrated in
Section 4 together with the research results related to the impact of the I} scpk on the switch voltage
during commutation. The overall efficiency of the MRSCC is also affected by the remaining switching
losses and conduction losses, which are out of the scope of this paper.
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Figure 6. Waveforms of HB (Half Bridge) voltages and resonant branches currents for step-up
steady-state operation of: (a) base MRSCC at 258 kHz, (b) modified MRSCC at 285 kHz. Experimental
results of SiC-based converter 5 kW load (oscilloscope data exported and to MATLAB and plotted).

3.3. Selection of Lgc and Ccy Values

Firstly, the required peak current of the Lgc should be determined. According to Figure 5e,
the total charge Qoss1 that must be provided by the Lsc inductor during the dead time equals the sum
of the Qoss(Us) determined for every transistor. The charge must be transferred during the dead time
interval tpr, thus the required peak current of Lgc is given as:

2n
1
ILSCpk = tor Z Qoss(m)(us)/ (14)
m=1

where Qoss(m) (Us)—charge determined based on Equation (6) for the m-th transistor for voltage Us.
The required inductance Lgc could be approximated as:

Us

Lsc = o777
8 fslLscpk

(15)

The values of the Ccy capacitors should be large enough so that the voltage across does not change
significantly in the dead time interval, when the I; gc flows through them, charging the Coss of the
transistors. The values of the Ccy capacitors are given by:

2n
1
Cok = 77— Q (Us), (16)
Aucc(k) nz;‘Jrl o)

where AlUccx)—change of voltage across k-th capacitor in the dead time interval.

The selection of the values of the capacitor according to Equation (16) is therefore dependent
on the permitted change of the voltage across in the dead time interval AUccy and Coss of the used
transistors. Too high AUccy values (too low capacitance of Ccy capacitors) cause inefficient charging
and discharging of Coss of higher-level transistors and stimulation of resonance branches by voltage
glitches during the dead time intervals. Too low Alcck values (too high capacitances) are unfavorable
not only in terms of size and cost but also due to the increased participation of these capacitors in
energy transport between level voltages, which cause unwanted inrush currents. From the conducted
experimental research, it follows that the values of Alccy in the range of few volts (for SiC-based
devices between 10 and 100 nF) bring suspected favorable effects. From Equation (16), it follows
that the higher the index of the capacitor, the lower the capacitance demanded. To dampen very fast
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oscillation caused by hard switching of Ccy and parasitic inductances, resistors Rcy should be added
in series with Ccy. Typically, values in the range 0.1-1 () are optimal.

4. Experimental Results

4.1. The laboraTory Setup and Operation of MRSCC

The laboratory setup was designed for performing tests and measurements of a 2 kV four-level
MRSCC converter in a comparative manner. To mitigate the problem of high-voltage measurements,
the special laboratory setup was designed. Because the topology is bidirectional, twin converters can
be connected back-to-back, creating a cascade with the common high-voltage link. The input and
output voltage value of the cascade was 500 V, and this allowed for utilization of the low-voltage
laboratory equipment.

Figure 7 presents the schematic of the experimental setup. Tables 1 and 2 contain the crucial
parameters of the experimental system. Figure 8a presents the picture of the experimental system.
The setup consists of two identical converters designed as a PCB module, which contains all the
power and auxiliary components. Every voltage level was equipped with two channel gate driver ICs
(UCC21520, Texas Instruments, Dallas, USA). The driver incorporates DT logic and a timer, thus only
one control signal was sufficient for each voltage level. The fiber wires were used for signal delivery
because of the great isolation that they provide. The controller was designed with an FPGA device
and provided control for both converters, with eight control signals in total. The control algorithm
included simple pattern generation in open loop mode. The resonant branches were designed to
achieve a unified voltage ripple across all the resonant capacitors (about 100 Vpk.pk), and the same
resonant frequency. The resonant branches were composed of the inductors based on ferrite gapped
toroid- and FKP1 (WIMA, Mannheim, Germany)-type capacitors.

Figure 6 presents the waveforms of the resonant branch current and the output voltages of every
single HB (which in fact are the voltages of the switches with an odd index). The waveforms in
Figure 6a were obtained in MRSCC in the base configuration while the waveforms in Figure 6b were
measured in the modified MRSCC.
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Figure 8. (a) Picture of the MRSCC laboratory back-to-back setup (b) IR (Infrared) picture under full
load (5 kW)—both SiC design.

4.2. Efficiency Measurement Results and Discussion

Figure 9 presents the experimental results related to the efficiency of the MRSCC converter.
The measurements presented in Figure 9a,b are related to the single converter but those in Figure 9¢
are related to the whole cascade. The measurement was performed for different configurations of
the converter. The power efficiency of the converter for the base configuration was relatively low
(Figure 9c-curves no. 4). The influence of the high idle power losses was significant because a typical
peak of the efficiency in the chart efficiency versus power was not observed. Despite this, the efficiency
increased with the power load. In the first modification, the CciRcy branches were added but with no
inductor Lgc (Figure 9c-curves no. 1). The power efficiency was even worse for the low load because
the frequency (285 kHz) was higher due to the lack of oscillation breaks in DT intervals. Therefore,
the Cogs losses were proportionally higher in this case. However, the distortions in dead time intervals
were eliminated, which improved of the voltage efficiency. After the application of the commutation
supporting inductor Lgc, outstanding results were obtained (Figure 9c-curves no. 2). Figure 9a,b
presents the detailed results related to the improvement of the efficiency of the converter by a reduction
of the Coss losses. As described in Section 3, it was achieved by the application of the supporting
inductor (Lsc) and operation at the appropriate peak current of Lgc during commutations. Figure 9a
presents the waveforms of the rising slope of the low side transistor in a half bridge for a different
peak value of the Lgc current, and Figure 9b presents the respective idle power measurements for the
SiC-based design. The results were performed on the experimental setup with SiC switches operating
with 285 kHz. The current of Lgc should be low but sufficient to effectively perform the transition.
A current of Lgc that is too high causes hard switching and increases of the losses (Figure 9¢c). It is
remarkable that the idle mode power losses were reduced from approximately 100W in the case when
ILscpk = 0A to nearly 3 W for I scpk = 6A.
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For further references, the power and voltage efficiency curves are presented in Figure 9c-curves
no. 3. The parameters of the Si design were insignificantly worse only when compared to outstanding
SiC. Higher Rpgen losses for Si MOSFETSs (Table 1) limited the voltage efficiency and maximum load of
the converter. The Si-based design was not able to operate with 285 kHz without the Lsc supporting
inductor due to huge commutation losses (in theory, 270 W per single converter based on Table 2 and
simple calculation). This extreme case shows how effective the proposed modification is. In Table 2,
the power consumed by a single non-loaded HB is listed (for different transistors, given frequency, and
common DC link voltage). As can be noticed, the power losses are significant, especially for Si devices,
even when the types with definitely higher Rpg,, are compared. The results of the case of the Si-based
design Lgc inductor and fs = 285 kHz are presented in Figure 9c-curve no. 3.

A thermography picture presented in Figure 8b shows that the heating of both the converters was
nearly the same. It means that the efficiency of a single converter can be properly estimated on the basis
of the efficiency results presented in Figure 9c taking into account half of the total losses in the system.
Therefore, the peak efficiency of the SiC-based MRSCC with the Lgc inductor was approximately equal
to 98.5%.

5. Conclusions

In this paper, the research results under the operation of a modified SiC and Si-based MRSCC
converters were presented. The MRSCC converter is a relatively novel topology and its improvement
was proposed in this paper. The solution assumes the application of a commutation supporting
inductor to reduce the switching losses associated with Coss in a converter made up of any number
of levels.

91



Energies 2020, 13, 2445

The majority of research was performed in the 5 kW laboratory setup, which demonstrates the
feasibility of boost and buck operation of the MRSCC. The conversion between the levels of 500 and
2 kV at a switching frequency 285 kHz, with the use of switches with VDS = 900 and VDS = 650 V, was
demonstrated. Both the converters were tested simultaneously in the system with a common high
voltage DC link. The input and output of the system remained on a low voltage level, which made it
possible to perform high-precision efficiency measurements. Furthermore, it is a good example of a
low-cost laboratory test setup for high voltage ratio converters.

The major goal of the research focused on a verification of the topology improvement in a four-level
bi-directional MRSCC with a 0.5/2 kV voltage conversion ratio with the use of SiC and Si switches.
It was accomplished with very promising results and the following conclusions:

e Thesolution with a commutation supporting inductor in MRSCC is feasible and brings a significant
increase of the power efficiency.

e A near-total elimination of the Coss power losses was observed in MRSCC with the commutation
supporting inductor and the suitable switching applied.

e Anincrease of the voltage efficiency was observed as well (lowering of the output-equivalent series
resistance). The voltage gain was more stable vs. load and the difference between the theoretical
and practical voltage gain was lower than in the case without the proposed improvements.

e  The method is very efficient in MRSCC with Si MOSFET as well. Through the application of
the commutation supporting inductor, the performance measured in the case of the Si MOSFET
MRSCC increased to the level comparable with the converter based on outstanding SiC switches.

e In the SiC-based MRSCC, a high power efficiency of 98.5% was measured.

The efficiency versus power characteristic showed an insignificant decline when the power
increased, which is also beneficial. The voltage drop versus power was not significant in the
demonstrated design cases of MRSCC. The best solution of 2.5% of the voltage decrease in the 5 kW
range was observed. The results of the heat distribution in the converter showed that it can be regular.
Overheating of particular cells was not observed.
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Nomenclature

DT Dead Time

FOM Figure Of Merit

HB Half Bridge

MRSCC Multi-level Resonant Switched Capacitor Converter
SC Switched Capacitor

SCVM Switched-Capacitor Voltage Multipliers

VA'R) Zero Voltage Switch

ZCSs Zero Current Switch

Cossiow (uDslow) Output capacitance characteristic of a MOSFET
Fum FOM for MOSFET

IGR (k) DTmax Peak current of k-th resonant branch
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kute

Ideal Voltage Gain

APRrgs 1., APrgs H Conduction losses for lower HB (S1, S) and for all higher ones (S3-Sg)
APcoss 1., APcoss H losses for lower HB (Sy, Sy) and for all higher ones (S3-Sg)

Pg Power of lower voltage side

DSon_L+"DSon_H On state resistance for lower switches (Sq, S;) and for all higher ones (S3—Sg)

Up, Ip Voltage, Current Higher Side

Us, I Voltage, Current Lower Side

U DC link voltage of a Half Bridge
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Abstract: This paper presents a new concept and research results of DC-DC high-voltage-gain,
high-frequency step-up resonant converters. The proposed topologies are optimized towards
minimizing the number of switches and improvements in efficiency. Another relevant advantage of
such type of converters is that they have a common input and output negative point. The proposed
converters are based on the resonant switched-capacitor voltage multiplier circuit, and that is why
they are compared with a classic converter from this family. The included results show the operating
principle, possible switching methods with the consideration of their impact on the voltage gain level,
as well as the voltage and current ripples. The operating concepts and analytical calculations are
confirmed by simulation and experimental results.

Keywords: DC-DC converter; resonant converter; high-voltage-gain converter; switched-capacitor
converter; inductiveless converter

1. Introduction

Switched capacitor (SC) circuits can be effectively used in power electronic converters [1].
The significant advantages of SC-based DC-DC power converters are high-voltage-gain, low volume,
and quasi inductiveless design. To achieve oscillating currents, low-volume inductors can be used in
those converters. They can be designed as air-chokes, or even be based on parasitic inductances of the
circuits, resulting in a decrease in the weight of the converter. The design without ferrite chokes allows
for the use of the converter in high ambient temperature and/or with a low-volume heat sink.

SC DC-DC converters represent one of the classes of non-isolated step-up converters [2—4].
Nowadays, there are a significant number of applications where isolated DC-DC step-up converters
are required [3], due to technical reasons and safety requirements. However, various kinds of
non-isolated converters are extensively developed as well. One of the prospective applications for
non-isolated DC-DC step-up converters proposed in the literature [5-10] are photovoltaic (PV) systems.
High step-up DC-DC converters are often required in grid-connected PV systems to transfer the energy
from a low-voltage PV source to the grid [5,6]. In transformerless PV systems [7,8], as well as in
microinverters [9], dual-stage DC-AC converters are one of the investigated solutions.

The SC step-up DC-DC converter could be a competitive solution to the switch-mode boost
converter. An example of such an idea is presented in Reference [10]. The non-isolated step-up
converter can be used not only for a single stage supply, but as a part of a system composed of
series-connected converters as well. In such systems, isolation can be implemented in another stage of
conversion, e.g., by using a series resonant converter [6,11].

High-voltage-gain in SC-based DC-DC converters can be achieved by applying a suitable
topology concept. In References [12-14], an SC voltage multiplier (SCVM) has been presented. It is
a series-parallel converter in that a high-voltage-gain can be obtained, as it is proportional to the
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number of switching cells. The advantage of an SCVM is its modular topology; however, the number
of required transistors is relatively high. Series-parallel SC converters have also been presented
in recent publications [15,16]. In Reference [15], a converter with regulated voltage gain has been
discussed. This device utilizes three switches, which means that the voltage gain can reach three.
Reference [16] has presented a very effective method that allows the switch count in high-gain
series-parallel converters to be decreased. However, the converter presented in Reference [16] does not
have a common input and output negative point, and the output voltage is asymmetrically divided.
In Reference [17], a converter that combines Dickson-based and ladder SC converter concepts has
been presented. In the proposed topology, high-voltage-gain is achieved with limited voltage and
current stresses on the switches. The Dickson-based SC concept has also been used in the converter
presented in Reference [18] that is composed of an SC part and an interleaved boost converter.
The converter achieves a very high-voltage-gain with the output voltage regulation and soft switching
operation, using four switches and seven diodes. In Reference [19], high-voltage-gain is achieved
in a converter with switched-capacitor and switched-inductor networks. A concept of a family of
converters composed of a boost stage and switched-capacitor-inductor cells has been presented in
Reference [20]. This increases the voltage gain of the converter significantly with favorable voltage
stress levels, efficiency, and component count. References [21-24] have demonstrated high-voltage-gain
multilevel converters based on typical multilevel converter concepts. When we take into consideration
the number of the utilized components and the reached voltage gain, the multilevel SC converters
can be more beneficial in comparison to the SCVMs. The converter described in Reference [21] is
based on a modified classic multilevel SC topology; however, it is composed of a significant number of
switches. In Reference [22], an improvement in the operation of the multilevel resonant SC converter
(MRSCC) has been proposed. The MRSCC makes it possible to operate with high-voltage-gain and
limited voltage stress on the switches with the ability of bi-directional energy transfer. In Reference [23],
a multilevel structure has been achieved in the converter with two switches and circuits composed
of diodes and capacitors. The converter can operate with zero voltage switching (ZVS) and voltage
regulation. In Reference [24], a DC-DC bidirectional SC converter has been presented that improves
the total device power ratings in comparison to the multilevel modular capacitor clamped converter
(MMCCC) and well-established flying-capacitor converters.

One of the major issues of the SC converters is a large number of switches used in the topology.
This problem can be solved by the concepts of cascaded or series systems composed of SC units [25,26]
or by new concepts of topologies [16,27,28]. In the concept for the switch count reduction presented in
Reference [26], a high-power converter has been analyzed in a multi-section topology. The converter is
composed of the typical SCVM sections separated by LC filters. According to this concept, a significant
reduction in the number of switches has been achieved. However, an increased number of passive
components are utilized as LC filters between the sections in the multi-section converters [26].
The problem of the switch count reduction in an SCVM converter has been analyzed in Reference [29],
where the charging of the switched capacitors is controlled by a single switch. For high-voltage-gain,
the system is significantly simplified. The design of such a cost-effective converter should assume a
much higher current stress of the switch that controls the charging of the switched capacitors.

The converters proposed in this paper are optimized towards a low count of transistors (and they are
called Low Count of Transistors Switched Capacitor Voltage Multipliers—LCSCVMs). The basic concept
of the topology and operation assumes that every second cell has no transistors whatsoever, but the
utilization of all the switched capacitors remains possible, and the effect of voltage gain is comparable
to that of the multipliers (SCVMs) presented in Reference [13,14]. Furthermore, the optimized concept
is introduced into the cost-effective topology presented in Reference [29], which gives a new relevant
converter. Taking into consideration the count of switches, SC converters, such as the SCVM [20],
may not be in competition with the LLC converters or other established topologies. However,
the concepts proposed in this paper demonstrate a development of the SC topologies towards a
significant decrease in the number of switches. One of the converters presented in this paper requires
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only three switches, which is below the number of transistors used in a full-bridge LLC converter.
Other advantages of the SC converters, such as: high gain, high power density and low weight
(no transformer or bulky choke), fast dynamic response [3], ability for operation in high temperature
(no ferrites), and simple control, can make them an alternative solution for existing topologies intended
for high-voltage-gain non-isolated DC-DC conversion. SC-based topologies can be suitable for the
miniaturization of converters that can be applied in emerging power electronics applications, such as
wearable technology.

For the operational parameters of an SC converter, the switching strategy applied for a given
topology can be essential, which has been demonstrated in Reference [14]. For the optimization
purposes analyzed in this paper, various switching strategies are proposed for the new topologies.
This makes it possible to determine the advantages of the presented topologies, also taking into
consideration a variety of qualities, other than the count of switches.

The proposed converters are nearly pure switched-capacitor circuits, where a vast majority of
energy is transferred via capacitors rather than inductors. The resonant inductors are used to achieve
oscillatory currents. The inductors can be designed as air chokes, which reduces the weight of the
converters and allows them to work in higher temperatures. However, another trend in the development
of very high-voltage-gain converters can be observed in the literature. The concept presented in
Reference [30] is based on coupled inductor (CI) converters that achieve good parameters such as
voltage ratio, efficiency, low number of switches, or low voltage stress on switches. Notwithstanding,
such converters use chokes and, therefore, differ from the presented SC-based concept regarding
admissible ambient temperature of operation, weight, and volume. The design comparison can be
analyzed in particular case studies.

In this paper, the qualities introduced by the new topologies will be compared with those of a
classic SCVM and of other converters discussed in recently published papers.

The paper is organized as follows. Section 2 demonstrates two proposed topologies of the SC
converters and presents the principles of their operation. For both converters, switching strategies are
analyzed. The discussion is supported by the results of computer simulations of their operation in five
cases of switching strategies. Moreover, with the use of the simulation results, a number of parameters
of the converters operating under various switching strategies are compared as well. Section 3 contains
efficiency models of the proposed converters that demonstrate their efficiency as a function of their
parameters. Section 4 presents the laboratory setup and the experimental verification of its operation,
including the efficiency of the converter. All the research results are concluded in Section 5.

2. Operating Principle of the Converters

The operating principle of the converters in Figure 1 is similar to that of other SC multipliers, and is
based on the charging and discharging of the switched capacitors in consecutive stages (time intervals).
However, various switching strategies can be proposed for the new converters, which creates differences
in their parameters. In the SCVM, as well as in the case of the converters proposed in this paper,
the switched capacitors are recharging in resonant circuits composed of a switched capacitor and
a low-volume resonant inductor. This creates ZCS (zero current switching) operating conditions,
and limits the current flow between the capacitors and the voltage source connected in parallel.
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Figure 1. Proposed new resonant converters with low count of switches and common input/output
negative point: (a) LCSCVMa, (b) LCSCVMb.

The main difference between the topology of the proposed converters and the classic SCVMs is that
in the former case, an LC circuit that is not a part of a traditional cell is used, usually consisting of a diode
and two transistors [13]. This circuit is charged using the energy of the input source and the electric
charge of the switched capacitor that is the nearest to the input source. Then, the middle capacitor is
discharged to the output capacitor or to the switched capacitor nearer to the output. Its function is to
increase the output voltage and the amount of converted power, simultaneously maintaining the same
value of the input voltage and the same cell number as in the case of a typical SCVM.

The LCSCVMa (Figure 1a) offers a larger number of strategies than the LCSCVMb (Figure 1b),
due to the possibility of independent control of switches S; and S3. The basic switching strategies can
be composed of 2, 3, or 5 stages.

2.1. Switching Strategy Concepts for the LCSCVMa

Table 1 presents three switching strategies for the LCSCVMa, and Figures 2-5 depict the
corresponding simulation waveforms.

Table 1. Switching strategy concepts of the LCSCVMa. States of switches S1—S4.

The Concept for Switching Strategy of LCSCVMa Description—Stages of Charge Transfer in the Converter

1.Simultaneous charging of all the switched capacitors

S1 (11!_ i E 2. Discharging of the capacitor that is the nearest to the source
2! : (C7) to the internal branch (Cp)
Strategy C1 5 l: [ 3. Charging C, and discharging C, and the next SC capacitor
@l (C3) to the output
I ETETRTeTS 4. Discharging C; to the internal branch (as in 2)
5. Discharging C; and Cj to the output
st 4
2 1 1 1. Simultaneous charging of all the switched capacitors
Strategy C2 $3 ':l . 2. Discharging C; to the internal branch (C;)
P E— 3. Discharging C, and Cj to the output
st [
L2 130
st
2 ! :i 1. Simultaneous charging of all the switched capacitors
e—— (C1 and G3)
Strategy C3 ':
53 | 2. Simultaneous discharging of all the switched capacitors and
S4 i_l:' charging the internal branch capacitor (C;)

tLo2
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Figure 2. Steady-state operation of the LCSCVMa converter under switching strategy C1: (a) waveforms
of the gate to source signals of transistors (presented with level shift), input current (in amperes),
and voltages (in volts) on capacitors Cy, Cy, and C3. (b) Spectrum of the input current, and currents
of switched capacitors and output capacitor. The results were obtained with the use of ICAP/4
simulation software.
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Figure 3. Steady-state output current and voltage waveforms of the LCSCVMb converter under
switching strategy C1 (4 A/div and 100 mV/div). The results were obtained with the use of ICAP/4
simulation software.
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Figure 4. Steady-state operation of the LCSCVMa converter under switching strategy C2: (a) waveforms
of the gate to source signals of transistors (presented with level shift), input current (in amperes),
and voltages (in volts) on capacitors Cy, Cy, and Cs. (b) Spectrum of the input current, and currents
of switched capacitors and output capacitor. The results were obtained with the use of ICAP/4
simulation software.
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Figure 5. Steady-state operation of the LCSCVMa converter under switching strategy C3: (a) waveforms
of the gate to source signals of transistors (presented with level shift), input current (in amperes),
and voltages (in volts) on capacitors Cy, Cp, and Cs. (b) Spectrum of the input current, and currents
of switched capacitors and output capacitor. The results were obtained with the use of ICAP/4
simulation software.
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To characterize the switching strategies, Table 1 contains the idealized control logic waveforms
of the transistors (signals S; to S4), as well as the description of the particular operation stages.
Dead times have been neglected in Table 1, but they have been taken into account in the simulations
and experiments. Capacitor C, (Figure 1) is not referred to as a switched capacitor. The maximum
switching frequency (strategy C3) is defined as:

1
Sde = (1)
f ZTpulse
where T, 5 is the sum of the duration time T¢/2 of a single current pulse of any transistor and the
dead time t4 (any period of time denoted as 1-5 in Table 1),

Ty = 1 _onvic )
fo

and L = L] = L2 = L3, C= C] = C2 = C3 (Figure 1)

All the simulation results were obtained for the following parameters: U;, =50V, L, = 620 nH,
Cn = 147 uE, fo = 166.7 KHZ, Tpuise = 4.2 15 (Fsmax = 119 kHz), Cout = 100 1E, Poye = 200 W (1 =1, 2, 3).
A resistance of 100 m(Q has been inserted into each branch as an equivalent to parasitic resistances.
The time period Ty, as well as the duty cycle of the switching signals of the transistors, remain
constant in each switching strategy. The selection of the switching frequency depends on the power of
the converter, achievable resonant inductance, and switching losses [13]. This parameter, as well as
the others, can be fixed in the following steps. In the ZCS mode, the SC converters’ transistors do not
operate in the ZVS mode, and during their turn-ons, the output charge is shorted (Coss losses). The limit
of Coss losses determines the switching frequency of the transistors taking into consideration their type
and voltage stresses. The oscillation frequency should be nearly equal to the switching frequency to
minimize conduction losses [13]. This frequency depends on the product of L,,C;;, and allows to select
C,, for a known value of L,. The maximum power of the converter depends on capacitance C;, and the
switching frequency [13], and it should be higher than or equal to the rated power for the selected
parameters. The simulation results presented in this section have been obtained with the use of ICAP/4
simulation package based on the IsSpice4 simulator.

2.1.1. Simulation Results of the Switching Strategy C1

Figure 2 presents steady-state simulation waveforms of the LCSCVMa controlled according to
strategy C1. From all the results, it can be seen that the switched capacitors are recharged by oscillatory
currents and each stage of the switching is longer than the half-period of the oscillations.

The entire switching cycle is composed of five stages (Table 1). According to the principle of
operation, turning on switches S; and Sz involves the charging of the switched capacitors C; and Cs.
Capacitor Cj is being charged from capacitor C; of the internal branch whose voltage is going down
in this stage. The diode D, remains turned off, as ucy > ucy and ucy > ui, (Figure 2). In the next
stage, switch Sy is turned on, and capacitor C; is being charged from the source u;, and capacitor C;
connected in series with it. The charging of the output capacitor, from capacitors C, and C3 connected
in series, occurs in the next stage when the switch Sy is turned on. At the same time, capacitor C;
is being charged from the source. In the next two stages, capacitor C; and capacitor Coyt are being
charged, consecutively.

The advantage of this switching strategy is reducing the number of the performed switching
operations, which leads to switching losses limitation. In three of five stages of the switching period,
only one switch is affected.

The input current has various values in each switching state, which is a drawback of this strategy.
Therefore, a low-frequency component fs = f,c.in = fsmax/2.5 appears in current i, as well as in all
other currents and voltages in the circuit. Using this kind of switching requires using a large input
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filter and a large output capacitor. From the standpoint of the components’ volume and input current
filtering, this strategy is not favorable.

The output voltage used for the voltage gain calculation in relation (3) has been measured as the
average value of the waveform presented in Figure 3 together with the output current. Further results,
given in Equations (4)—(7), were obtained in the same manner.

In this strategy, the measured average value of the output voltage of the converter equals
Uout = 178 V. For the input voltage of the converter Uj, = 50 V (maintained by the voltage source in
simulations), the voltage gain of the converter under switching strategy C1 equals:

_ Uow 1780
Gucr = . = s00 — 3% ©)

2.1.2. Simulation Results of the Switching Strategy C2

Figure 4 presents simulation waveforms in the LCSCVMa controlled according to strategy C2.
In this strategy, each switching period consists of three stages. The first two switching stages correspond
to those in strategy C1. In the third stage, only transistor S is on. The last two stages of strategy
C1 do not occur here, and capacitor C; is charged and discharged only once in a switching period.
The number of the switching operations is lower in comparison to that in strategy C1. The spectrum
of currents and voltages shows more favorable qualities in strategy C2 versus C1, as the 50 kHz
components are not present (the lowest frequency is 75 kHz).

In this strategy, the measured average value of the output voltage of the converter equals
Uout = 177 V. For Uiy = 50V, the voltage ratio is

You _ 177.0

= = =354 4
Guc2 U, 50.0 35 4

2.1.3. Simulation Results of the Switching Strategy C3

Figure 5 presents simulation waveforms in the LCSCVMa controlled according to strategy C3.
In this strategy, there are only two stages. In the first stage, the charging of the switched capacitors
takes place (switches S; and S5 are turned on). During the second stage, the output capacitor and C,
are being charged (with switches S, and S4 turned on).

In this strategy, each switch operates with a much higher frequency than in the case of strategies
C1 and C2. This brings an improvement in the spectrum of the currents and voltages, as the lowest
frequency is 120 kHz. It is favorable from the passive components volume optimization standpoint.

In strategy C3, the measured average value of the output voltage of the converter equals
Uout = 185V, and for Uj, = 50V, the voltage ratio is

185.
Gues = Uout _ 85.0 _

7
U; 50.0 3 ©)

2.2. Switching Strategy Concepts for the LCSCVMb

The LCSCVMD converter is simpler than the LCSCVMa, and contains three switches only. There
is only one stage of charging the switched capacitors, realized by the switch S, and two possible
stages of discharging them, controlled by switches S, and S3. This creates two switching strategies for
this converter, which are presented in Table 2. Figures 6 and 7 depict simulation waveforms of the
LCSCVMDb controlled according to these strategies.
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Table 2. Switching strategy concepts of the LCSCVMb. States of switches Sy, Sy, and Sy.

The Concept for Switching Strategy of LCSCVMb

Description—Stages of Charge Transfer in the Converter
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Similarly to strategy C2 for the LCSCVMa, strategy C4 gives
the following characteristic in the LCSCVMb:

1. Simultaneous charging of all the switched capacitors

2. Discharging C; to the internal branch (Cy)

3. Discharging C; and C3 to the output

Similarly to strategy C3 for the LCSCVMa, strategy C5 gives
the following characteristic in the LCSCVMb:

1. Simultaneous charging of all the switched capacitors

2. Simultaneous discharging of all the switched capacitors and
charging the internal branch (C,)
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Figure 6. Steady-state operation of the LCSCVMb converter under switching strategy C4: (a) Waveforms
of the input current, inductor currents, and the current of the output diode (in amperes). (b) Voltages

(in volts) on capacitors C;, Cp, and Cj.

simulation software.

The results were obtained with the use of ICAP/4

103



Energies 2020, 13, 5657

ugsg; @ ugss, © vgsgs ugsgy @ ugss, © vosss
g iin © oo (6 I®) é L2 ey (5 )™ Uca

3
3 4 O 3 4 HHHAH
@ clmmA 1 g5 1A MM
R e e s - I ]
o 2 LMy o 8
g o D B

2 o

S 100 a
_ I
= 0 70.0

66 _ 600

100 550 A—AA 1A A N

=

. U AVAVAVAVAY,
3 o
3 30.0

-10.0

5151
S . 110

L BTV AR S vavaw;

90.0
100 80.0
S JA AN A
= VUV VU -
-10.0 110
10.0 3

AAAAAN@ P

VV VIV VY b /\/V\p

I3

-1102%35m 12.660m 12.685m 12.600m 12.625m 12.650m
time in seconds time in seconds
() (b)

Figure 7. Steady-state operation of the LCSCVMb converter under switching strategy C5: (a) Waveforms
of the input current, inductors currents, and the current of the output diode (in amperes). (b) Voltages
(in volts) on capacitors C;, Cp, and C3. The results were obtained with the use of ICAP/4
simulation software.

2.2.1. Simulation Results of the Switching Strategy C4

Figure 6 presents simulation waveforms of the LCSCVMb controlled according to strategy C4.
The current and voltage waveforms in strategy C4 are nearly identical with those in strategy C2.

In this strategy, the measured average value of the output voltage of the converter equals
Uout = 172.1 V, which yields (for Uj, = 50 V):

Uowt 1721

=34
u; 500 oM ©)

Gucs =

2.2.2. Simulation Results of the Switching Strategy C5

Figure 7 presents simulation waveforms for the LCSCVMb controlled according to strategy C5.
The current and voltage waveforms of the strategy C5 are nearly identical with those in strategy C3.

In this strategy, the measured average value of the output voltage of the converter equals
Uout = 181.4 V. For U;, = 50V, the voltage ratio is:

Upyt 1814
Uy 500

Gucs = =3.63 @)

2.3. Comparison among the Topologies and Switching Strategies

In Section 2, a significant number of waveforms are presented for the particular strategies. The
differences in the waveforms of the currents and voltages are clear, but to compare the concepts of the
converters and the switching strategies, the following parameters will be taken into consideration and
presented in charts:
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e Number of components,

e  Voltage gain,

e  The lowest frequency in the input current (f,¢ in),

e  The lowest frequency in the output current (fac out),

e  Voltage pulsation on capacitors (Uc1p-p, Ucop-p, Ucspp),

e rms values of inductor currents (IL1_rms, 12 rms, I3 rms),

e  Maximum values of inductor currents (IL1_max, IL2_maxs [L3_max),
e  Symmetry of inductor currents (Sym_ip).

The data are presented in Table 3, where the parameters of the SCVM (on the basis of Reference [14]
for an appropriate strategy) are included as well.

Table 3. Major parameters comparison among the parameters of LCSCVMa and LCSCVMb converters
in the tests of 200 W operation.

LCSCVMa Strategy LCSCVMD Strategy

Parameter SCVM
C1 C2 C3 C4 C5
No. of switches 4 4 4 3 3 6
No. of diodes 4 4 4 5 5 4

Uout, V 1780 177.0 185.0 1721 1814 1912
Ts, us 21.0 12.6 8.4 12.6 8.4 8.4
fac in, kHz 47.6 794 2381 79.4 238.1 238.1
fac_out, kHz 47.6 794  119.0 79.4 119.0 119.0
Ucipp, V 21.02 1941 124 19.8 12.6 5.98
Ucopp, V 2161 1941 654 19.8 6.65 5.98
Ucspp, V 16.08 9.7 6.18 9.92 6.29 5.98
I1 rms, A 6.75 7.25 5.65 741 5.75 2.73
T2 rmss A 6.22 6.28 2.92 6.42 2,97 2.73
113 rms, A 41 3.63 2.75 3.71 2.80 2.73
L1 max A 161 148 946 15.1 9.60 457
T2 maxs A 13.2 14.8 5.01 15.2 5.09 457
113 maxs A 12.3 7.43 4.74 7.56 4.80 457
Symmetry of current iy ; no yes yes yes yes yes
Symmetry of current if o no no yes no yes yes
Symmetry of current if 3 no yes yes yes yes yes

Figures 8-10 present a comparison between the values of parameters of the discussed converters,
and the corresponding parameter of the SCVM.

1 —e—Strategy C1
8- Strategy C2
—aStrategy C3
—e-Strategy C4

—s—Strategy C5

Figure 8. Comparison of converters’ parameters under strategies C1-C5: Ratios of number of
switches (axis 1) and number of diodes (axis 2) to those in SCVM (on the basis of data in Table 3).
Quantity proportional to undesired output voltage decrease: 0.06-(200 — Uout) (axis 3). Ratios of
the lowest frequencies in the input and output current: 0.4, in SCVM/fac in (axis 4), 0.4fac_out
SCVM/fac_out (axis 5).
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Figure 9. Ratios of the following parameters of strategies C1-C5 (axes 1-5): (a) Peak-to-peak voltages
across capacitors C;—-Cs, (b) rms and maximum values of currents in inductances L1-L3. The results are
based on the data in Table 3.
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Figure 10. Ratios of the following parameters (strategies C1-C5) to the corresponding parameter of
SCVM: (a) Peak-to-peak voltages across capacitors C1—C3, (b) rms (axes 1-3) and maximum values of
currents in inductances L1—L3 (axes 4-6). The results are based on the data in Table 3.

In Figure 8, the coefficients 0.06 and 0.4 are used respectively, to better visualize the undesired
output voltage decrease in regard to the theoretical value of 200 V, and the lowest frequencies in the
input and output current of the discussed converters compared to those in the SCVM. In each case,
a lower value on the graph is better.

From the chart presented in Figure 9a, it follows that the lowest peak-to-peak (p-p) voltages, in all
the strategies, are equal the voltage across capacitor C3. Moreover, the strategies C3 and C5 show the
lowest p-p voltages for all the internal capacitors (C;—C3). Figure 9b demonstrates that the currents of
inductor L3 are the lowest, and the strategies with the lowest inductor currents are C3 and C5.

The same qualities are visible in charts presented in Figure 10, which clearly demonstrate that the

parameters of strategy C4 are nearly the same as those of strategy C2. The same refers to strategies C5
and C3.
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The LCSCVMa and LCSCVMb converters can be further extended to units of higher voltage
gain, similarly as in the case of the converters presented in References [13,22,25,26,29]. Taking into
consideration the number of switches and diodes, as well as the frequency of the input current, both the
proposed converters are very attractive for high-voltage-gain (Table 4). It should be noticed that the
converter extension is very effective in the case of the LCSCVMb concept. For voltage gain Gy = 8,
it requires only four switches, which is an excellent result in comparison to other pure SC converters.
Other parameters such as voltage stresses on the switches can be found in the literature.

Table 4. Comparison of the number of switches and diodes, and the lowest frequency of the input
current in selected topologies versus the voltage gain. Ref. = Reference.

Parameter Toplogy
Gain  LCSCVMa LCSCVMb Ref. [13]  Ref. [22]  Ref.[16]  Ref.[25]  Ref.[26]  Ref. [27]
} 4 4(4) 3(5) 6(4) 8(0) - 8 (0) 4(4) 4(6)
N(°‘ ‘;{;W:;chfs - - 12(7) 14(0) 7(5) - - 7(12)
and diodes 3 6(6) 107) 14 (8) 16 (0) - 12 (0) 6(6) 8(14)
Ffiin_min/fsmax for all 1 1 0.5 1 1/4 1 1 0.5

ains(fsmax—in (1))

3. Efficiency Model of the LCSCVM Converters

The analysis below concerns the LCSCVMa operating under the strategy C3 (Table 1) and
LCSCVMD operating under the strategy C5 (Table 2). In both cases, there are two stages of operation.
Figure 11 depicts the current paths in the LCSCVMa. In the LCSCVMb, the switch S; conducts the
sum of currents it; and i3 in the stage 1, whereas the current paths in the stage 2 are the same as in
the LCSCVMa.

(a) (b)

Figure 11. Current paths in the LCSCVMa: (a) in the stage 1 and (b) in the stage 2.

Assuming ideal power electronic switches, and a constant value of the input (Uj,) and the output
(Uout) voltage, as well as neglecting parasitic resistances and voltage drops across the power electronic
devices, the currents in the stage 1 (Figure 11a) can be described as follows:

Uin — Ucnn

iLl(t) = iCl(t) = T Sil’\a)ot = Ilm sina)gt (8)
ir3(t) = ica(t) = um_z—puCll sin wot = Ile sin wot )
ia(t) = ica(t) = —irs(t) (10)

With the characteristic impedance and the angular resonant frequency given by

p = VL/C, wy = 1/VLC (11)
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where Uci; is the initial voltage across capacitor Cy, and I;, and Ipy,/2 are the current amplitudes.
Equation (8) presents the current of a typical series LC circuit supplied from a voltage source,
and Equation (9) was obtained also taking into account the initial values of the capacitor voltages.
The values of the passive components depend on the assumed nominal power (Pnom), switching
frequency (fs), and the volume of the resonant inductor. The values of time Tpys (1), and finally
Ty (2) and wy (11), are assumed taking into account the limit of the switching losses in the converter.
The capacitance of the switched capacitors is determined by the charge required to be transferred in
a single switching pulse. The maximum power of the SCVM-type converter is achieved when the
switched capacitors are fully discharged in a switching cycle (and then charged to the voltage equal to
2Ujp). This determines the minimum capacitance, which in the SCVM composed of n switching cells is
defined as follows:
Cmin= 2nfsuin2/Pnom~ (12)

In a quasi inductiveless SCVM-type converter, the value of resonant inductance (L) is very small
(L can be designed as a PCB air choke). Therefore, to achieve the assumed switching frequency,
the capacitance of the switched capacitors can be selected considerably bigger than Cp,in (as in the case
of the experimental setup presented in this paper). In the stage 2 (Figure 11b), the currents of capacitors
C1-C5 and inductances L1-L3 have the same values (Equations (8)—(10)) as in the stage 1, but with the
opposite signs. The voltages across the capacitors C;, C;, and C3 in the stage 1 are given by

uci(t) = (Uin— Uct1) (1 = cos wot) + Ucn (13)
U, — U,

ucz(t) = —% (1 — Cos (Hot) + Uex (14)
U, — U,

ucs(t) = (“‘Z—C“) (1 = cos wot) + Ucs (15)

where Ucy; and Ucs; are the initial voltages across capacitors C, and Cs, respectively.

In the stage 2 (Figure 11b), the expressions for voltages have similar forms with appropriate signs
and initial values.

Based on the formulas mentioned above, all the voltage initial values and the output voltage can
be computed as a function of Ucy;. For example, we obtain

Uout = 5Ujn — Ucn (16)

Uci can be calculated taking into account (8) and the following relation

2 P;

lincav = Iptav = ;Ilmen = u_llr; (17)

7 p Pin
u = U, — 18
c1 T S (18)

where
fon = fs/fo (19)
From Equations (16) and (18), we have
7 p Pin
= 4, 2

uout um + 2fSnuj_n ( O)

In practical converters, there are voltage drops across the circuit elements like the diodes and the
transistors, which result in a variation of the output voltage with power and frequency.

The efficiency of an SCVM-type converter is determined by the resistances of its components,
voltage drops on the diodes and transistors, the input voltage, power, and by the relation between the
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switching period Ts and period Ty (2), which can be expressed by fs,, (19). Therefore, it is necessary to
calculate the average and rms values of the currents. It is assumed that transistors Sy and S3 are IGBTs,
and S, and S are MOSFETs.

Iptay = Ip2av = IL% = 7-%IlrnfSn = lelﬁl Ip3ay = Ipout-av = IL% = ILBTa\ = IL% = 412}; (21)
1 TtP; 1 TtP;
Ip = zhmvfon = ——, Iss = ~Imfon = —— (22)
2 4Uin /fsn 4 8Uin v/fon
For the LSCVMa, we have:
p; P;
ISlav = IDlav = ﬁ/ ISSav = IDSaV = ﬁ (23)
Conduction losses, APc, in both converters are
AP = Y 3+ ) AUpilpy + Y AUsulsmay + Y 7113 (24)
k 1 m n

where 7 denotes the total resistance of the branch with MOSFET transistor Sy (k = 2, 4), including the

resistance of the transistor. AUpy is the voltage drop across diode D;, AUs,, is the voltage drop across

IGBT transistor Sy, r7 is the resistance of each circuit with an IGBT transistor, and I, is its rms current.
It is assumed that the voltage drops across the devices remain constant in the conducting state.
We assume that all the resistances and voltage drops are the same, i.e.

rp =1y =1, AlUsy = AlUsy = AUs, AlUpy = AlUpy = AlUps = AlUpy = Alpewr = AUp (25)

The efficiency of the LSCVMa converter can be calculated as follows. The resistive losses in the
circuits containing IGBTs are:

AP B o, - PR (26)
2 =rrlpy + 2y = ———
c L1 131 32ui2n fon
Taking (21)-(26) into account, the conduction losses can be presented as
5m2P2 r 3m2P2 rp 3P. 1
P. = 4 m L (AUD + —AUS) (27)
AL fen 32U f5n  2Uin 2

The turn-off switching loss is zero, due to the ZCS switching. However, there is a turn-on switching
loss, associated with charging and discharging the transistors” output capacitances. The total switching
power loss, APgy, is

APsy = AVvswfs = Apsw()fSn (28)

where AWj,, is the energy lost at turn-on in the transistor’s resistances in a single switching cycle,
and APgyo = AWswf( is power loss at resonant frequency. A way of calculating these losses is presented
in Reference [31].

The efficiency is (Equations (27) and (28))

_ AP, APgy 57‘[2Pi2n7’ 3ﬂ2Pi\rT _ 3Pin

n= 1 = — —
P, in P in 64Ufnfgn 32Ui2nf5n zuin

AV\/swa

m

(AUD + %Aus) - (29)
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Introducing normalized quantities:

h =

rr A UD A US AP sw0

Tn — m, AUpn = ——, AlUs, = T! APswon = (30)

4
uin in in

"

W /Py
in m

We can simplify the efficiency formula to the form

5, 3mrrm 3 1
n=1- % - m - E(Aan + EAuSn) — APgswon fon (31)

The efficiency of the LSCVMDb can be calculated with the use of the following components:

3P; P;
Istav = IDtav + ID3ay = ﬁr IDsay = Iplay = ﬁ (32)
m 1

where Dy is the LSCVMb additional diode (Figure 1b).
Conduction losses, APc, of LSCVMb are as follows:

AP,

TP P Py 4 2 (33)
= + + —( D+ = 5)

64U2 fon  32U2 fsn  Uin 4
and the efficiency of the LSCVMb is

2 2
M= G - G - (2o + GAUS,) - AP fen N

It can be seen from (30), (31), and (34) that the impact of the voltage drops across the diodes on
the efficiency depends only on the ratio of these voltage drops to the supply voltage. The impact of
the losses in the resistances is more complex. They increase with rising resistances and rising power,
and decrease with rising input voltage and frequency fs. Switching losses are proportional to switching
frequency fs.

The relationship between the efficiency and normalized frequency fs, = fs/fo for three values of
7n (30): 0.016, 0.0304, and 0.040, AUpn (30) = 0.008 for the LCSCVMa and the LCSCVMb is shown
in Figure 12. The value of r, = 0.0304 corresponds to, e.g., Ui, = 50 V, Pj,, = 200 W, L = 500 nH,
C =15 pF, r =380 mQ), and AlUp, is equal to 0.008 for, e.g., AUp = 0.40 V and U;, = 50 V. The value
of relative switching losses Pgyon (30) = 0.0101 (Figure 12b) is valid, e.g., for AWy (28) = 11 yJ,
fo=183.8kHz, and Pj, = 200 W. The efficiency of the LCSCVMb is slightly lower. In both cases,
it increases with increasing normalized frequency, fs,, and strongly depends on the circuit parasitic
resistances. Therefore, it is important to minimize them, and use transistors with low values of Rpg(on)
and VCE(On)~

95 95,
Eff (%) Eff (%)

90 90

LCSCVMa LCSCVMb

85

() (b)

Figure 12. Theoretical charts of efficiency vs. fg, = fs/fo for three values of rn: 0.016, 0.0304, and 0.040,
and AlUpy = 0.008: (a) LCSCVMa at switching losses APgy0n = 0.0138, (b) LCSCVMb at switching
losses APgy0n = 0.0101.
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The efficiency can be computed in a similar way for the other switching strategies. However,
the calculations will be more complex in the case of the strategies with more than 2 stages.

4. Experimental Verification

This chapter presents the experimental results of the LCSCVMb converter operation. All the tests
were carried out under switching strategy C5. The experimental verification confirms the proper
operation of the converter, according to its concept. The measured voltage gain was on the expected
level, and all the relevant waveforms were consistent with the simulation results as well.

4.1. Experimental Setup

All the parameters of the converter used during the experimental research, as well as a photograph
of the investigated converter, are collected in Table 5. The parameters of the experimental setup
correspond to the simulation model, and the major difference can be found in the inductance of the
planar PCB choke. The switching frequency in the experimental measurements has been adjusted
to the oscillation period of the switched capacitor currents and differs from the value selected for
the simulation tests. An IGBT switch was selected as S in the LSCVMD, as this switch conducts the
total charging current. This current can be significant, especially when the converter contains a larger
number of the switching cells. In order to generate appropriate control signals, an FPGA evaluation
board (INTEL DEOQ) was utilized. The basic clock frequency of this device was set at 200 MHz, and the
time resolution of the generated signals was 5 ns. The test setup is an example design of the converter
prepared for the purpose of research, to verify its concepts and feasibility. The tests were conducted
with 50 V at the input; however, the voltage range as well as power and the design concept can be
rescaled to the parameters of a target application. Moreover, it is important that the prospective
applications of the non-isolated DC-DC converter should comply with safety standards.

Table 5. The most important parameters of the laboratory converter.

Parameter Value The Laboratory Setup
Input voltage 50V
Output load 200 W
Switching frequency 133 kHz
Resonant capacitors 1.5 puF (KEMET R76 series)

Resonant inductances Planar chokes: L = 500 nH, Rgsg = 18 mQ @ 100 kHz
IKB15N65EHS5 (Vpg = 650 V, Vg = 1.65 V) as S;

Transistors IPBS0R140CP (Vs = 550 V, Rpgen = 0.14 Q) as S, and Sy
Diodes STTH30L06G (Ir =30 A, Vg = 1.0V, Vrrym = 600 V)
PCB 2 layers, 35 um
Digital scope: Tektronix MDO3104, current probes: Tektronix TCP0030 150 MHz (input current
Laboratory equipment measurement), Rogowsky coil (switch current measurements) voltage probes: Tektronix

THDP0200 200 MHz, Tektronix P5205 100 MHz, power analyzer: Yokogawa WT 1801

4.2. Test Results

Figure 13a,b presents the waveforms of the switching signals with the input and output current.
They confirm that the converter operates correctly according to strategy C5. From the waveforms
presented in Figure 13c, it follows that the converter boosts the input voltage. The measured voltage
ratio is 3.65. Figure 13d,e presents the input current waveform and the voltages across the resonant
capacitors. From the waveforms presented in Figure 13d, the average voltage across the capacitors can
be seen. To demonstrate more clearly the magnitude of the oscillation around the average voltage value
of each resonant capacitor, the voltage traces in AC coupling mode were recorded as well (Figure 13e).
Figure 13f presents voltage stresses across the switches. From these results, it follows that the voltage
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stresses on switches are significantly below the output voltage of the converter, which is very favorable
from the switching losses standpoint.
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Figure 13. A set of recorded waveforms during experimental tests: (a) Switching signals of transistors
and the input current, (b) input and output current of the converter on the background of switching
signals, (c) input and output waveforms of the converter (current and voltage traces), (d) converter

input current and voltages across resonant capacitors recorded in DC coupling mode, (e) converter
input current and voltages across resonant capacitors recorded in AC coupling mode, and (f) voltage
stresses across the switches on the background of converter input current. Switching strategy C5.

During the experimental research, the basic operation concept of the investigated converter has
been checked. Furthermore, the working correctness of the examined device under different output
loads was verified. The tests were carried out for three output load values: 62, 146, and 290 W, focusing
especially on the transistor currents and voltages. Figure 14 present the results of the conducted tests
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for different output load conditions. From the results, it follows that the converter operates properly in
low and medium load conditions.

Switch S1 Switch S2 Switch Ss

lm

u,_

e

Figure 14. Waveforms of the input current as well as the currents and voltages across switches, during
experimental test proceeded with different values of converter output power: (a—c) Pout = 62 W, 2A/div,
100V/div, (d—f) Poue = 146 W, 5A/div, 100V/div, (gi) Pour = 290 W, 10A/div, 100V/div. Switching
strategy C5.

Figure 15 presents the results of the spectral analysis calculated for the input and output currents.
The calculations have been carried out with the use of MATLAB software, based on the recorded
experimental data. The data was collected by the digital oscilloscope (Tektronix MDO3104) with the
sampling rate of 1 MS/s.
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Figure 15. Results of spectral analysis for: (a) The input current and (b) the output current.
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The experimental results of the output voltage of the LCSCVMDb converter and its efficiency are
presented in Figure 16. The efficiency is on an acceptable level. The voltage and efficiency drop versus
power is typical for such SC-based converters, and results from their resistive losses. It should be
noticed that the presented experimental setup is optimized towards the converter cost reduction. It was
designed on a two-layer PCB of 35 um. To increase the efficiency by reducing the parasitic resistance,
a more expensive PCB and switches can be selected.

220 93
Uout [V] EFF [%]
Experimental
200 L 91 4« data
o
Ono nnmu
180 a 89 o . Model
%D
160
87 g
140 Pout [W] ° Pout (W]
0 50 100 150 200 250 300 350 85
0 50 100 150 200 250 300 350
() (b)

Figure 16. Experimental and simulation results for LSSCVMb under strategy C5 at U;, = 50 V,
fs = 133 kHz: (a) Measured output voltage Uyt Vs. Pout, (b) measured efficiency vs. Poy¢ with comparison
to theoretical results obtained from (34) for r = 380 mQ), Vg =400 mV, Vcgon) =1V, Wew =11 J.

5. Conclusions

The presented concepts of the new topologies, as well as the comparison of parameters presented
in Table 3, and charts in Figures 8-10, lead to the following conclusions:

e  The major idea of the proposed new converters is based on the elimination of the number
of switches in a voltage multiplier (SCVM), while maintaining its proper operation. By the
modification of an SCVM, the new topology concepts LCSCVMa and LCSCVMb were proposed,
with a reduced number of switching cells and redesigned functions of the diodes. Depending on
the technology of practical implementation, either of these converters can be more attractive than
the other.

e  Various switching strategies are possible for the converters, which affect the parameters of
operation related to switching losses and the sizing of the passive components of the converter,
but also the required input and output filters.

e The converter operates properly with a wide range of output loads.

e From the compared results, it follows that the most effective topology, the LCSCVMDb, can operate
with nearly the lowest parameters of AC component in the voltages on capacitors, and the highest
frequency in the input and output current. This allows for a reduction of the converter volume,
especially by optimizing the input and output filters.

e  The discussed converters demonstrated an improvement in the SCVM topology, which may result
in a prospective cost reduction.
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Abstract: This article presents three variants of the Pulse Width Modulation (PWM) for the Double
Square Multiphase type Conventional Matrix Converters (DSM-CMC) supplying loads with the open-end
winding. The first variant of PWM offers the ability to obtain zero value of the common-mode voltage at
the load’s terminals and applies only six switches within the modulation period. The second proposal
archives for less Total Harmonic Distortion (THD) of the generated load voltage. The third variant of
modulation concerns maximizing the voltage transfer ratio, minimizing the number of switching, and the
common-mode voltage cancellation. The discussed modulations are based on the concept of sinusoidal
voltage quadrature signals, which can be an effective alternative to the classic space-vector approach.
In the proposed approach, the geometrical arrangement of basic vectors needed to synthesize output
voltages is built from the less number of vectors, which is equal to the number of the matrix converter’s
terminals. The PWM duty cycle computation is performed using only a second-order determinant of the
voltages coordinate matrix without using trigonometric functions. A new approach to the PWM duty
cycles computing and the load voltage synthesis by 5 x 5 and 12 x 12 topologies has been verified using
the PSIM simulation software.

Keywords: square-type matrix converters; pulse width modulation; multiphase systems

1. Introduction

A fully controlled bidirectional semiconductor switch is an element of the Conventional Matrix
Converter (CMC) which offers a direct AC-AC voltages conversion with additional input power factor
control functionality. This type of converter, in comparison with the more established Voltage Source
Inverter (VSI), has certain individual features that determine the innovation of such a solution [1-3]. It does
not contain a bulk dc-link capacitor, thus is far more promising in terms of power density with the inherent
four-quadrant operation [4,5]. Compared to traditional variable speed drives with CMC, the multi-phase
electric motor drive gives some fundamental advantages. These configurations have grater system
redundancy because it can operate during some fault conditions, is characterized by the lower torque
ripple and lower per-leg converter rating [6]. Furthermore, the operation of multiphase motors is quieter,
allowing for the independent control of two or more series/parallel connected motors [7]. Multiphase
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electric machines can be fed also by the conventional matrix converter with three inputs [8-11]. The matrix
topology is also presented as a unit, which control the power flow between the power generator and the
electrical grid [12-16]. Multiphase generators have also been used in systems generating electricity such
as offshore installations and wind farms [17,18]. Another application of the multiphase matrix converter
in straight forward energy conversion is described in [19], where the 6 x 6 CMC and multi-winding
transformer have been used to supply variable reactive power flow to the power system. A modulation
approach based on the model of the 5 x 5 matrix converter with fictitious DC-link was shown in conference
paper [20].

Multi-phase electric machines, including three-phase and five-phase variants, can be designed as a
machine with open stator winding. Such a solution, especially in combination with a CMC, offers some
important features. First, the possibility of direct power supply to both ends of the stator phase winding
increases the maximum voltage amplitude within the linear range of the PWM modulator [21]. It should
be noted here that the output voltage of the CMC cannot exceed the input voltages envelope. A quite
frequency discussed problem in drives controlled by power converters, is the common voltage, which
can be understood as a voltage measured between the ground potential and a virtually created star point
connected with the stator terminals. The common-mode voltage in terminals of AC drives resulting in
bearing currents harmful for the motor drive. The use of certain voltage modulation techniques in a matrix
converter allows eliminating this problem [5,22-24]. As indicated in the brief introduction multi-phase
drives with CMCs are rather niche applications. However, PWM algorithms are the subject of numerous
studies, and almost all of the presented algorithms assume ideal sinusoidal input voltage and are designed
for machines with the symmetric construction. The application of these methods without consideration of
an input voltage asymmetry or the source harmonics in the calculation results in inaccurate load voltage
generation. The approach to voltage synthesis proposed in the article takes this aspect into account and
allows for the generation of the appropriate load voltage.

Due to a large number of input and output phases, the complexity of PWM algorithms based on
the space-vector approach increases significantly. For a single matrix converter with three inputs and
three outputs, the number of switch states is 33 (27). In the case of five input, five output converter, it
gives 5° (3125) and analogically in drive with the open-end stator winding, the number of states is equal
to 5'0. Therefore, the graphical presentation of voltage vectors corresponding to all switch states, at a
given moment of time, becomes very unreadable, which makes it problematic to design and elaborate the
dedicated PWM algorithms. The works [3,25] show that the synthesis of output voltages in multi-phase
systems can be successfully simplified. These methods can be classified to the direct method of modulation.
Compared to the transformation proposed by Clarke, the use of the Hilbert transform leads to the reduction
of the number of required vectors. Therefore, for the CMC 5 x 5 the PWM algorithm can be developed
using only 10 vectors. Apart from the modulation methods based on the space-vector approach, a group
of methods of direct modulation can be indicated, such as the Venturini solution [1,26,27], while the
general Venturini formulas for PWM duty cycles for several multi-phase converters, including square-type
matrix converters are presented in [28]. The work in [25] proposes Wachspress formulas, which can be
theoretically applied for any number of inputs. The use of either the Venturini solution or the Wachspress
functions forces the commutation all switches of the given output cell (shown in the drawing later in the
article). This can be explained by the fact that the switch modulating function is continuous, thus results
in higher switching losses. All the PWM modulation methods discussed in the article are characterized by
a lower number of switching cycles of at most 6 during the modulation period.

The paper is organized as follows. Definitions and principles of the proposed an output voltage
synthesis using the DSM-CMC converter are presented in Section 2. This section also presents the
method of generating quadrature signals using the Discrete Second-Order Generalized Integrator (DSOGI)
structure. Then, the next three sections demonstrate variants of the proposed modulation. Abilities of the
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input displacement angle control have been also discussed. Results are summarized and discussed in the
conclusion section. Due to a huge number of switching elements, the realization of the experimental setup
is very expensive. Therefore, the conclusions presented in the article are the result of circuit simulation in
PSIM11 software and analytical research only. However, the proposed solution has been verified partially
by an experiment and published in [3,25,29].

2. The Principle of an Output Voltage Synthesis in DSM-CMC Converter

The DSM-CMC converter consists of two square-type matrix converters, CMCp and CMCy;, connected
to load terminals as shown in Figure 1, where the simplified diagram of the circuit is depicted. If the
number of load phases is equal to 7, the total number of bidirectional power electronic switches is equal to
21n2. Both converter are connected with the n-phase AC voltage source vy, vjp, ..., and vj,. The voltage of
the phase x of the load

on(t) = UPX(t) - vNX(t) (1)

measured at the load terminals, are synthesized by these converters by using the switch group hyy, hy, ...,
Tin1.

CMC» CMCy

Vnelt | o o .a . -
1 _ hPu\. hpioN hplk, thX. hNIA, h;\;\m\,
Voo | o | o |« « | ot
1 & hﬁkn hP22\0 hPan hN2x. hN2;n hl‘V\ZAn
V; &Zm oo o« e o« o«
N h’P’lXI hpfl;l hpnk, h’Nn&I hNn;n h;nn\u
v 7:01 7:02 Z'on
S I:] Uoé[[J”onT
UN ]

Figure 1. Simplified diagram of the square-type double conventional matrix converter.

As can be seen in Figure 2, switches on both sides of one phase of the load make the single
commutation cell with two voltage multiplexers, sp and sy, respectively.
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Figure 2. The single commutation cell for DSM-CMC 5 x 5.

2.1. Case of 5 Phases

The number of multiplexer switches is equal to the number of input voltages, and in this case, takes 5.
For a better understanding of the proposal, let the further consideration will be focused on 5 x 5 topology.

According to the proposed concept of the voltage synthesis described in [3], all input voltages with
pulsation w; can be represented as a collection of five rotating vectors:

Uilx Uity
Uiax  Uizy
Vi = | Uiax OUisy (2
Uidx  Uidy
Uisx  Uisy

with the real
viix = Vi1 - cos (wit)

(
vipx = Vip - cos (wit — 271/5)
vizx = Vi3 - cos (wit —47/5) 3)
Vigx = Vig - cos (wit — 671/5)
visx = Vis - cos (wit — 87/5)
and the imaginary parts of coordinates
vity = Vi1 - sin (wit)
vipy = Vip - sin (wit —2mt/5
4

Vigy = Vig - sin (wit — 671/5

(
(
Vigy = Viz - sin (wit —4r/5
(
UiSy = ViS - sin (wit —8m/5

)
)
)
)

where Vjy, ..., Vi5 are the amplitudes of these voltages. Due to the analytic signal concept based on the
Hilbert transform, for the pure sinusoidal input waveforms, the imaginary coordinates are just quadrature
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components and an input voltage vectors collection can be presented as shown in Figure 3 as the symmetric
system.

y [Imag]

Figure 3. The collection of five the rotating input vectors.

These coordinates can be determined using the Hilbert filter or obtained through FFT/DFT based
operation [30-32]. However, the Hilbert filter and algorithms based on DFT, although are quite accurate,
are not the simple solution from code developing point of view. Moreover, error signals in the form
of DC offsets, glitches, and momentary voltage sags may occur in measurements. Therefore, the input
vector coordinates can be calculated in a different manner. A compromise solution, between accuracy
and not complicated solution, maybe the use of the Double Second-Order Generalized Integrator with
loop feedback extension functioned as Orthogonal Signal Generator (DSOGI-OSG), which in the OSG part
prevents unexpected resonance and variables overflow. DSOGI-OSG structure in continuous time-domain
is presented in Figure 4.

—>Vi(s)

> iy(S)

Figure 4. Double Second-Order Generalized Integrator with loop feedback extension functioned as
Orthogonal Signal Generator (DSOGI-OSG) structure in continuous time-domain [33-35]: V,—the input
sinusoidal signal, Vix—in-phase component of the input signal, Viy—the quadrature component of the
input signal, E; the error signal, k—the gain block, wj—reference pulsation of the input signal, and [ is an
integrator block.
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The transfer function takes the form of (5) for in-phase output and (6) for orthogonal output, while (7)
represents the notch filter equation

Vix (s) k-w;i-s 5)
Vi(s) — $2+k-wi s+ w?
Viy (s) k- w? ©)
Vi(s)  82+k-wi-s+w?
Ei (s sz+w;2

(s) @)

Vi(s) Stk-wi-stwl

where the parameter k is a value less than unity (k is taken the value of 1/ V2 here), E;(s) is the error signal,
while wj is an input voltage nominal pulsation. If processed signal frequency does not have an exact value,
another extension of SOGI structure, called Frequency-Locked Loop (FLL), may be applied [36-38].

The load voltage v, produced by the single commutation cell, shown in Figure 2, can be analogous
represented by two rotating vectors, vp and vy, as is depicted in Figure 5. Only the geometrical distance of
real (indicated by subscript x) coordinates of these vectors produce the load voltage. While the imaginary
coordinate (indicated by subscript y) can generate the reactive power flow at the converter input. In
general, there exists some degree of freedom for selecting the instantaneous value of this component
because it does not influence on the load currents. The article is focused on the cases, which locus of each
output vector is straight a circle. This means that a rotating output voltage vector moves along a circular
trajectory and this movement can be clockwise or counterclockwise. Four variants of the PWM modulation
scheme are shown in Figure 5.

A vector arrangement in Figure 6a, for the given commutation cell, can be presented as the rotating
polygon as illustrated in Figure 6b. The polygon surface is named here as the output voltage synthesis
field. All the points, which represent output voltage vectors, have to be located inside the synthesis field.
Such a geometric arrangement allows for direct application the Wachspress function for the PWM duty
cycles calculation [25,28]. However, the number of switching within the modulation period should be
minimal, and for this reason, Venturini and Wachpress solution is not suitable. Decreasing the number
of switching can be realized by applying the Nearest Three Vectors (NTV) modulation technique, which
relays on the selection of a proper triangle in the synthesis field. Figure 6¢c shows two selected triangles
for the voltages generated by CMCp and CMCy; converters. Note that both points, representing these
voltages, are located in their triangular local synthesis fields. This is the required condition of output
voltage synthesizability. The selection of the optimal triangle may consist in finding the appropriate vertex
of the synthesis field, which clearly indicates the input vector closest to the output vector. In the case of
using NTV technique, this solution is sufficient, because the other two required vectors are adjacent to the
selected one. As can be seen, vector vp is closest to the vertex number 2, while vector vy is closest to vertex
4. All six required PWM duty cycles can be calculated using the smooth interpolation technique, which is,
in the discussed case, nothing more than an appropriate triangle area relation for the NTV modulation [3].
An area of the triangle can be computed using the second-order matrix determinant. Thus, an application
of that solution only needs coordinates of the triangle vertices. As mentioned earlier, these coordinates can
be computed using the DSOGI-OSG block shown in Figure 4.
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(b) (c)

Figure 6. The principle of operation: (a) vectors arrangement, (b) synthesis field, and (c)
selected triangles.

123



Energies 2021, 14, 466

2.2. Case of 12 Phases

In the case of more input voltages, for example, when the number of inputs is equal to 12, the choice
of the optimal triangle is not so obvious. Now, let us consider the graphical vector arrangements for
12 x 12 topology expressed as regular polygon shown in Figure 7a.

Ui  Uin Ap sy
[viIOX,viIOy =

[Ui9x,vi9y]

‘_[7111 1x,Vi1 ly]

o, gl vin]

[Vigx, VigyJg1g =] 7R Vit Vity]

---------- By
[vi7x,vi7y !

;o
ANA,4.10]

;[’Ui4x,vi4y] Dis Dig
(a) (b)

[Uisx,viﬁy]

[UisxﬂJiSy]

Figure 7. Synthesis field of the 12 x 12 matrix topology (a), the input voltage vectors, and an example
reference output voltage 7o (b).

One of 12 presented input vectors is referred here as the base vector. It means that the
distance—defined as r; - - - 112 and shown in Figure 7b—between this vector and the reference vector
TUo1 is the smallest. There are three triangles with a common upper vertex with coordinates {vi1x, Uily}i

Ap,1,12) Bja1,11),and Ay g 10). A vector ;1 is the base vector in this case. The given triangle Ap,qr] satisfies
the modulation conditions when the sum
Zipqr = dp +dq+d; (8)
where
det Ugx — Uolx Uqy — Uoly
i Urx — Uolx  Ury — Uoly
p
Upx — 0, Upy — 0,
dq _ C det px olx Py oly (9)
d, Urx — Uolx  Ury — Uoly
det Ugx — Uolx Uqy — Uoly
Upx — Uolx Upy — Uoly
and ) .
&= |det Upx — Uqx  Upy — Ugy (10)
Urx — qu Ury - qu

of PWM duty cycles dp,, dq, and dy takes the smallest value, ideally equal unity. When two or more triangles
meet this condition, the triangle with the smallest area should be selected for further consideration. In
practice, this operation can be performed by using optimized DSP functions like gsort (sorting in required
order), vecmin (finding the minimum value within the set), or standard conditional operators.
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When the value of transfer voltage ratio g = V,,/V; of the 12 x 12 topology, e.g., for CMCp or CMCy,

is in the range
cos (%)
cos ({5)

a large number of output phases allows generating the output voltage with lower THD, therefore the cost

A

< g < cos <%> 11

of passive elements can be decreasing. Corresponding simulation results are presented in the further part
of the text. PWM duty cycles calculation for CMCp and CMCy are explained in two separate subsections.
While the two concepts of gating signals generation have been presented in the third subsection.

2.3. PWM Duty Cycles Calculation for CMCp and Topology 5 x 5

Referred to the triangle Ay 5 37 in Figure 6, the reference output voltage vp is synthesized using 3
switches: K11, hp1, and h3;. Taking into account previous considerations, the following formulas can be
proposed for the calculation of PWM duty cycles,

S e A
dip = Gp - [det | VX T OPx Uiy TRy ) 2R3 (12)
Visx — UPx  Vigy — Upy A1)
Vitx — Upx Uity — Up A[2,P,1]
dsp = Cp - |det y y = —= (13)
Ui2x — Upx U2y — Upy A[1,2,3]
A
dop=1—dip—dsp = _BE1 (14)
Appg)
where det is the determinant of the second-order matrix, and
-1
&p = |det Uiox — Uilx  Uizy — Uity (15)
Uix — Vilx  Uidy — Vily

is the scaling factor, which is equal to the triangle A[; , 3 surface. Thus, the average value of the CMCp
output voltage can be expressed by the following formula.

Up = dip - V1 +dap - Vi +d3p - Vi3 (16)

2.4. PWM Duty Cycles Calculation for CMCy and Topology 5 x 5

Referred to the triangle A3 4 5 in Figure 6, the reference output voltage oy is synthesized by 3 switches:
h31, hyy, and hs;. The corresponded duty cycles can be calculate using the following formulas,

Viax — UNx  Vidy — U AuNg)
d — . |det i4x Nx idy Ny _ /N, 17
3N = &N [ Uisx — UNx  Visy — UNy A as) (17
Visx — UNx  Visy — UNy AsNg)
dyNn = ¢N - |det = (18)
Disx — UNx  Uidy — ONy A3 as)
Apna
dsy =1—dan —dan = # (19)
34,5]
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where L

N = (20)

det Uigx — Visx  Uidy — Uigy
Uisx — Visx  Visy — Vigy

is the scaling factor, which is equal to the triangle A3 4 5 surface. The average value of the CMCy output
voltage can be expressed by the following formula

UN = d3N - Uiz + daN - Ui + d5N - Uis (21)

2.5. The Concept of Gating Signals Generation

The gate signals can be controlled according to different strategies. Apap et al. [39] compared and
presented several PWM signal gating methods. Among them, the cyclic Venturini and Min-Mid-Max
(MMM) schemes of modulation are proposed. Two approaches have been applied to the gates signal
generation: basic and mentioned MMM scheme.

In the case of the basic solution, the sequences of the switch states always depend on the selected
triangle in which the synthesis of the output voltage is realized. Therefore, these sequences can be placed
in a lookup table. An overview of the basic sequences is shown in Figure 8, where the value of ¢ ~ 1.618,
which is so-called the golden ratio exists in the pentagon.
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Figure 8. The switch state sequences in the basic solution of the gating signals for both converter cells
CMCp and CMCy.

The MMM method is used to improve the quality of the voltage generated by the converter in terms
of THD. The switch states sequences for the CMCp and CMCy; converters are characterized in Figure 9.
Note that these sequences correspond to the case illustrated in Figure 6b.
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min, mid, max, mid, min| switch sequence min, mid, max, mid, min| switch sequence
dsp/2 - dyp/2 - dyp - dyp/2 - dap/2 dsn/2 - dan/2 - dan - din/2 - dsn/2
Visx , Vilx , Vi2x , Vilx , Vidx L;  —] | —] Visx , Vizx , Viax , Visx , Visx ”j{ #_
nEES ey A = s |
dop/2 - dsp/2 - dyp - dsp/2 - dopl2 dyn/2 - dsn/2 - dan - dsn/2 - dan/2
Viax |, Vi3x , Vilx , Visx , Vizx %:; Viax , Visx , Vidx , Visx , Vidx 23}+
e A s S s
[ pe— s B s I L2 — s I s I
dip/2 - dop/2 - dsp - dap/2 - diyp/2 dsn/2 - dan/2 - dsn - dan/2 - dsn/2
Vitx |, Viax , Visx , Vizx , Vilx %l;;——— Vizx , Viax  Visx , Vidx , Vizx ”3{_——
31 = st =
dsp/2 - dop/2 - dyp - dap/2 - dspl2 dsn/2 - dyn/2 - dan - dan/2 - dsn/2
Visx , Viax , Viix, Vi2x , Vi3x #;}+ Visx , Viax , Vidx , Viax , Visx lg;+
LR w— [ — 5| | —
dap/2 - dip/2 - dsp - dip/2 - dopl2 dyn/2 - din/2 - dsn - dsn/2 - dan/2
Vizx | Vilx , Visx , Vilx , Vizx iéuJ_L Vigx | Visx , Visx , Visx , Viax ;ﬁtJ_L
e R s s
S == hsi ==
dip/2 - d3p/2 - dap - dsp/2 - diyp/2 din/2 - dsn/2 - dan - dsn/2 - dsn/2
Vilx , Visx , Vi2x , Visx , Vilx ié;——— Visx , Visx , Vidx , Visx , Visx gg;_——
P s I e B A D s I s I

(a) for CMCp converter (b) for CMCy converter

Figure 9. The MMM type of sequences of the gating signals for both converter cells CMCp and CMCy for
the case depicted in Figure 6c.

3. The PWM Variant 1—An Output Voltage Synthesis with Zero Value of the Common-Mode Voltage

The common-mode voltage, defined as
Vem (1) = (Vo1 (t) +v02(t) + Vo3 (t) + voa(t) +vo5(t)) /5, (22)

can lead to the degradation of rolling bearings in electric machines powered by PWM inverters. As
indicated in the introduction an open-end windings stator fed by the double matrix converter allows
for the PWM modulation without the common-mode voltage generation. The proposed approach to the
load voltage synthesis with conjunction with the basic solution of the gating signals control (shown in
Figure 8) give the same desired result. Elimination of the common-mode voltage can be performed by
all four PWM modulation schemes: CV-CV, CCV-CCV, CV-CCV, and CCV-CV. The use of the first two
cases allows obtaining an input displacement angle, which is dependent on the load parameters like in the
Venturini methods [1,26].

The referenced k-output voltage vectors of the CCV-CCV modulation scheme can be expressed by
following equations.

Upxk = - cos(wo t — ((k —1) -271/5)) (23)
Opyk = —¢-sin(wo't — ((k—1) -27/5)) (24)
ONxk = —q c0s(wot — ((k—1) - 27/5)) (25)

ONgk = g+ sin(wot — ((k—1) - 271/5)) (26)
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Above equation are proposed for the first commutation cell. Equations for the rest of the rotating vectors
pairs can be represented by analogous elaboration. The referenced output voltages in CV-CV scheme can
be represented by following equations.

Upyk = - cos(wo-t — ((k—1)-27/5)) (27)
Opyk = q-sin(wo t — ((k—1) -27/5)) (28)
UNxk = — (- cos(wo-t — ((k—1) - 27t/5)) (29)
ONyk = —q-sin(wo-t — ((k—1) -271/5)) (30)

The possibility to change the rotation of the given output vector by changing the sign of the imaginary
component allows realizing the PWM modulation, in which the resultant imaginary component of the v,y
takes the zero value. If vectors 7p and 7 rotate in opposite directions, as is typical for last two presented
schemes of modulation CV-CCV and CCV-CV, the passive input current component is not generated.
Simulation results of the PWM variant 1 for DSM-CMC 5 x 5 and four modulation schemes are shown in
Figure 10. Simulation parameters are listed in Table A1, which can be found in an appendix.

2 T T T 2 T T T T T
1 Vol : | 1 Volx Yof 161 :
s /A 0
-1 THD(v,1)=64% - l£ . . . THD(v,1)=67%
“o 2 4 6 8 10 12 14 16 18 20 ) 2 4 6 8 10 12 14 16 18 20
, i T e T 3
— L L4 N 1.5 U % ]
0 —
-1 1
~o 2 4 6 8 10 12 14 16 18 20 ~o 2 4 6 8 10 12 14 16 18 20
1 1
0. Vst 0. Vem
0
0.5] 0.5
) 2 4 6 8 10 12 14 16 18 20 g 2 4 6 B 0 12 14 16 18 20
t[ms] tfms]
(a) cv-cv (b) ccv-ccv
2 <
S Tolx T ol T i ST Uh P11 ‘ i /]
0 A 0
K F | i : THD(%;):B%i 'IF ; i : THD(v,)=38%
“o 2 4 6 8 10 12 14 16 18 20 ) 2 4 6 8 10 12 14 16 18 20
3 -
1 Uil 1
OF: oy
st pa
73(\ 2 4 6 8 10 12 14 16 18 20 0 2 4 6 8 10 12 14 16 18 20
1 1
05 Vi 0. Yem
0
0.5 0.5
7'(! 2 4 6 8 0 12 14 16 18 20 -10 2 4 6 10, 12 14 16 18 20
lfms] t[ms]
(c) cv-ccv (d) ccv-cv

Figure 10. Simulation of the PWM variant 1 for DSM-CMC 5 x 5 and four modulation schemes—RL load
case.

Analogous simulation tests have been realized for the proposed converter connected to a 12-phase
symmetrical power supply. Figure 11 shows the load voltage generated by DSM-CMC 12 x 12 for an
output frequency equal to 10 Hz, while results obtained for 300 Hz are presented in Figure 12.

Simulation parameters for this case are available in Table A2 in Appendix A. The selection of different
sets of simulation parameters did not subserve a specific purpose. The simulation tests were carried
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out with the use of two independent simulation files. However, in the case of the DSM-CMC 12 x 12
simulation, a small calculation step was chosen due to the high modulation frequency. It was set to 100
kHz to get a good PWM resolution at 300 Hz of the fundamental frequency.

CV-CV CCV-CCV CV-CCV
2T T QT 2T
1.5} i) L)
1} Lo o
0.5} {05} 05}
ob- X lod  oboMffd ol
0.5} i 050 i -0.50
FITEE 1N BN TR
1.5 oL i-L5)
2 2 2

0 20 40 60 80 100 0 20 40 60 80100 0 20 40 60 80 100
t [ms] t [ms] t [ms]

Figure 11. The load voltage v, for DSM-CMC 12 x 12 converter for the three selected modulation schemes:

fo=10Hz, g =2 x 0.95.

CV-CV CCV-CCV CV-CCV
2, ! ! ! ! 2, ! ! ! ! 2, ! ! ! !
1.5 1 1.5 1 1.5
I ] 1 ] It
0.5 1 0.5 1 0.5
0, N 4 0, H : < 0»
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Figure 12. The load voltage v, for DSM-CMC 12 x 12 converter for the three selected modulation schemes:
fo =300Hz, g =2 x0.95.
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Properties of this type of matrix converter, compared with counterpart 5 x 5, remains the same. In
particular, the common-mode voltage is also eliminated by using the basic type of switches state sequences.
The voltages shown in these figures are characterized by a low THD, which is about 12%. Comparing to
the 5 x 5 topology, the resulted voltage gain for DSM-CMC is higher and takes optimally the value of 1.93.

4. The PWM Variant 2—An Output Voltage Synthesis with Less Harmonic Distortion

The basic solution of the switch states sequence has been applied in the PWM modulation with
eliminating the common-mode voltage. If a lower THD of the load voltage waveform is desired, a more
advanced gating signal generation mechanism can be proposed, such as MMM scheme shown in Figure 9.
With regard to variant 1, this is the only change. However, the MMM method is more complicated because
the input voltage vector collection should be arranged in a specific order {min — mid — max — mid — min}
within the selected triangular synthesis field. Simulation results are presented in Figure 13. A lower THD
of the load voltage v, is obtained but the common-mode voltage vcn is also generated, as marked in the
presented drawings.

"THD(v})=35% "THD(v},)=36%

T T T T
MEAN (Vem)=0 MEAN (ve)=0
RMS(ven)=0.35 " RMS(v¢)=0.35

(a) cv-cv (b) ccv-ccv

"THD(v})=34% ! ! ! )=36%

! ! ! !
MEAN()=0 MEAN (U)=0
RMS(ve)=0.35 - RMS(ve)=0.35

(c) cv-ccv (d) ccv-cv
Figure 13. Simulation of the PWM variant 2 for DSM-CMC 5 x 5 and four modulation schemes: f, = 250
Hz,q=2x08.
5. The PWM Variant 3—An Output Voltage Synthesis with Maximum Voltage Transfer Ratio and
Minimum Number of Switching

A synthesis field for multi-phase and symmetrical AC voltage sources can be represented by a regular
polygon as shown in Figures 6b and 7a. A radius of a circle inscribed of this polygon limits an output
voltage amplitude in the linear range of modulation. The maximum voltage transfer ratio for CMCy
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and CMCp, related to the input voltage amplitude and number of inputs equal to 1, can be expressed as

follows,
dPmax = YN max = COS(T[/”) (31)

Therefore, the maximum load voltage for DSM-CMC 5 x 5 in p.u. is equal to

Vomax = 2 - cos(7t/5) = 1.618 (32)
The value (32) can be increased by modifying the position of the vp and vy vectors. In contrast to the
methods described in the previous sections, trajectories of these vectors are not a circle. The locus of each
vector is not changing smoothly and contains discontinuities. This type of modulation belongs to the
discontinuous group of PWM modulations. Both reference vectors vp and vy take exactly five positions, in
which they lie on one of five input vectors. An algorithm flowchart for DSM-CMC 5 x 5 is presented in

Figure 14.
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Figure 14. An algorithm flowchart of the variant 3 PWM modulation: (a) Step 1: generation of synthesis
field and reference voltage vectors vp and vy. (b) Step 2: calculation of the set of distances between the N
point and vertices of the synthesis field. (c) Step 3: calculation of the set of distances between the P point
and vertices of the synthesis field. (d) Step 4: shortest distance selection, setting the origin vertex, and the
vector’s offset {vsx, vsy} calculation. (e) Step 5: the reference vector v, shift resulting in the new coordinates
of P and N points. (f) Step 6: calculation of four areas of the triangle and PWM duty cycles.

The output voltage synthesis field is generated using the DSOGI blocks at the first step of the proposed
algorithm. The reference output voltage vectors coordinates, {onx, Ny } and {vpx, vpy }, are also calculated
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at this step. The vectors can rotate clockwise (CV-CV scheme) or counterclockwise (CCV-CCV scheme), as
shown in Figure 15.

y
A

2
o

(a) cv-cv (b) ccv-ccv
Figure 15. An example rotation of the reference output vector.

Based on the analysis of the vector arrangement in Figure 15, it can be written that the maximum
length of the voltage vector, in a linear range of modulation, is equal to the following expression.

Vo max (variant3) = 1 1 cos(7r/5) = 1.809 (33)

However, a vector of this length has to be accordingly shifted inside the synthesis field as shown in
Figure 14d,e. Therefore, new coordinates of the reference output vector for the given commutation cell can
be calculated as follows.

Vosx = Uox T Usx (34)

Vosy = oy + Usy (35)

Distances between N-point and all the synthesis field vertices are calculated in Step 2. The
same procedure is applied for the point P in Step 3. Next, the shortest calculated distance in a
N-collection {rn1, "N2, N3, 'N4, N5} is compared with the shortest calculated distance in a P-collection
{rp1,7p2, 7P3, P4, 5 }. Finally, the less value is selected, which correctly indicates the optimal vertex of the
synthesis field. The shift coordinates are calculated in Step 4. As can be seen in Figure 14d, vertex number
4 has been chosen. Thus, the PWM duty cycles, for the case illustrated in Figure 14f can be calculated
using the following formulas.

dips = Do psa)/ D124 (36)
dops = Ay ps 1)/ Dl pa (37)
dyps = D1 ps2)/ D124 (38)
and
dins =1 (39)

Formula (39) refers to the case where the end of the vy vector coincides with the vy, vector. It means
the permanent connection of the input voltage vjy with one side of the load phase during the PWM
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modulation period. Figure 15 shows a case, which in the one side of the load is permanently connected
to an input voltage vj; during PWM modulation. Sequences of the switch states shown in Figure 16
correspond to the case, which in the sy switch is connected permanently to the input phase 4. The
zero load voltage is generated by using the same switch in both CMCp and CMCy matrix converters.
Simulation results for maximal voltage transfer ratio (33) are shown in Figure 17. The common-mode
voltage vcm is eliminated. An application of the CV-CV and CCV-CCV scheme of modulation resulting in
the non-zero input displacement angle.

| TWolx TV, [Al ! ! N TWoix Vol (A

0 / 0

"F ‘ ‘ ; THD(v01)=30% i "f ; ; ; THD(vo1)=30% 1
- 0 2 4 6 8 10 12 1 16 8 -

4 20 0 2 4 6 8 10 12 14 16 18 20
) i 1.5 ) i
1S e i il e — p—
= . e
1 -1 1
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0 2 4 6 8 10 12 14 16 18 20 0 2 4 6 8 10 12 14 16 18 20
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0. vem: 0. Yem
-0. 0.
- -1
I\) 2 4 6 10 12 14 16 18 20 0 2 4 6 8 10 12 14 16 18 20
t[ms] t [ms]
(a) ccv-ccv (b) cv-cv

Figure 17. Simulation of the PWM variant 3 for DSM-CMC 5 x 5 and two modulation schemes: f, = 250
Hz, g =18.

Having half the number of switching operations during the PWM modulation period is an advantage
of variant 3. In order to obtain the unity power factor at the system input, the sequence types have to be
toggled continuously in the order CV-CV, CCV-CCV...., etc. However, this mode of operation may require
to redesign of an input filter. Example simulation results of the PWM variant 3 with toggling mode for
DSM-CMC 5 x 5 have been presented in Figure 18.
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Figure 18. Simulation of the PWM variant 3 with toggling mode for DSM-CMC5 x 5.
6. Summary and Conclusions

This paper presents a new approach to the PWM modulation for the multi-phase matrix converters
supplying loads with open-end winding. The proposed approach is an alternative for the methods based
on the space-vector modulation. Three variants of PWM modulation were presented. Animations for
the first two of them (Figures S1 and S2) are available in Supplementary Materials. The first variant
allows for eliminating the common-mode voltage, which is a desired feature from a practical point of view.
The second variant based on a specific rearranging switches state sequences can offer quasimultilevel
waveforms with low THD. However, a common-mode voltage level can be unaccepted due to influence
on the bearings lifetime. Variant 3 of the PWM modulation described in a paper offer over 12% greater
voltage transfer gain. Comparison of an input angle value for the proposed variants of PWM modulation
is presented in Table 1.

Table 1. Comparison of an input angle value for the proposed variants of PWM modulation.

Modulation Scheme

PWM Variant Pi = Po i = —¢o $i=0
variant 1 CCv-ccv CV-Cv CV-CCV or CCV-CV
variant 2 CCv-ccv CV-CV CV-CCV or CCV-CV
variant 3 CCV-CCcv CV-CV toggling

The multi-phase matrix converters, with an equal number of input and outputs, belong to the niche
solution. Recently, we can observe an increasing interest in multi-phase systems. Furthermore, the
complexity of the modulation algorithms grows up. The described proposal is a research result of analytic
signal and an application of the smooth interpolation method in PWM duty cycle computing. Some
selected features and properties have been compared with the space-vector method. Table 2 presents such
a comparison. The PWM duty cycle computation represented by equations, from (12) to (14), is performed
using only a second-order determinant of the voltages coordinate matrix without trigonometry usage.
Therefore, the proposed method also naturally extends the applicability of the formulas to unbalanced and
distorted AC voltage sources. Moreover, all computation can be realized in the FPGA structure using the
simple multipliers and adders. The important contribution of the presented article is a presentation of the
novel algorithm, which is much easier than algorithms based on the space-vector approach. This property
is essential in multi-phase systems because the number of vectors is very high. The proposed solution
uses only vectors that represent the Hilbert analytic signal pair calculated for the input and the reference

135



Energies 2021, 14, 466

vectors. The number of vectors needed to realize the output voltage synthesis is equal to only the sum of

input and output phases.

Table 2. The comparison of the proposed modulation with the space-vector approach.

Proposed Modulation

Space Vector Modulation

how the vector map is generated

using the analytic signal concept, which
is based on the Hilbert transform

using the Clark transform for multi-phase
systems

the difficulty of the vector map
generator

comparable with SVPWM, using several
methods: triple Clarke, or DSOGI, or DFT

comparable with the proposed, using the
Clarke rotation operator

degree of difficulty with more phases

the number of vectors is equal to the
number of converter’s terminals

(2P)

the number of vectors is equal to 2\*"), where

P is the number of the load phase

the common-mode voltage
elimination in the multi-phase
systems

yes

requires the modification of the modulation
using the rotating vectors collection

minimization of the number of
switching

possible for variant no. 3, in the general
case a sorted and optimized the switch
states sequence should be used

the minimization of the number of switching
is a natural feature for the space-vector
modulation, which is based on the nearest
three vectors, however—for that selection
can be an additional issue of computation

is it applicable for unbalanced and
asymmetrical loads with the
open-winding

yes

no applicable, space-vector methods
assumed the symmetric loads with the
open-winding

the load phase failure

ready for that failure, each load phase is
controlled by an individual and
independence the cell controller

in the event of the sudden change in the
number of load phases, the algorithm
(switches’ state sequences table) must be
thoroughly rebuilt, it is not possible in a
real-time system, the modification can only
be implemented offline

application of trigonometric functions
for PWM duty cycle computing

no (it speeds up the algorithm)

yes

Supplementary Materials: The following are available at http://www.mdpi.com/1996-1073/14/2/466/s1,
Supplementary data: Matlab script m-file: energies_1056291_Supplementary_Materials.m, Figure S1: A New Approach
to the PWM Modulation for the Multiphase Matrix Converters Supplying Loads with Open-End Winding: two rotating
the reference vectors, Figure S2: A New Approach to the PWM Modulation for the Multiphase Matrix Converters
Supplying Loads with Open-EndWinding: the input and the output waveforms obtained, and the PWM duty cycles.
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Appendix A. Simulation Parameters

Table A1l. Simulation parameters for DSM-CMC 5 x 5.

Parameter Value
Number of input voltages 5

Number of output voltages 10
Number of an ideal bidirectional switches 50

Source phase voltage amplitude Vi =100V
Input frequency fi=50Hz

Output frequencies fo=10Hz,250 Hz
Voltage gain of CMCp 7=08

Voltage gain of CMCy
The load parameters
An algorithm frequency
Simulation step
Simulation software

q=08

Ro=050, Lo =1mH
fs = 10kHz

250ns

PSIM 64-bit Version 11.0.3
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Table A2. Simulation parameters for DSM-CMC 12 x 12.

Parameter Value

Number of input voltages 12

Number of output voltages 24

Number of an ideal bidirectional switches 288

Source phase voltage amplitude Vi =100V

Input frequency fi =50Hz

Output frequencies fo = 10 Hz,300 Hz
Voltage gain of CMCp §=095

Voltage gain of CMCy 4=095

The load parameters Ro=100Q, Lo =01 mH
An algorithm frequency fs = 100 kHz
Simulation step 100 ns

Simulation software PSIM 64-bit Version 11.0.3

Simulation research has been performed for symmetric and balanced source and load. Obtained

currents and voltages have been presented as p.u. values referred to the base voltage Vpase = Vi and the
base current equal to Ip,se = Vi/Zo, Where Z, was a load impedance.
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Abstract: In this paper, an application of the recently developed Grasshopper Optimization Algorithm
(GOA) for calculation of switching angles for Selective Harmonic Elimination (SHE) PWM in
low-frequency voltage source inverter is proposed. The algorithm is based on insect behavior in the
food foraging swarm of grasshoppers. The characteristic feature of GOA is the movement of agents
is based on the position of all agents in the swarm. This method represents a higher probability of
convergence than Particle Swarm Optimization (PSO) Modifications of GOA have been examined
regarding their effect on the algorithm’s convergence. The proposed modifications were based on the
following techniques: Grey Wolf Optimizer (GWO), Natural Selection (NS), Adaptive Grasshopper
Optimization Algorithm (AGOA), and Opposite Based Learning (OBL). The performance of GOA
and its modifications were compared with well-known PSO. Areas, where GOA is superior to PSO in
terms of probability of convergence, have been shown. The efficiency of the GOA algorithm applied
for solving the SHE problem was confirmed by measurements in the laboratory.

Keywords: grasshopper optimization algorithm (GOA); particle swarm optimization (PSO); voltage
source inverter (VSI); selective harmonics elimination PWM (SHEPWM)

1. Introduction

The Selective Harmonic Elimination (SHE) and Selective Harmonic Mitigation (SHM) [1,2] has
been described for the first time in the 1960s in [3] and disseminated by Patel and Hoft [4,5]. Since that
time SHE has been introduced in a number of industrial applications where power electronics was
proposed [6]. The challenge is progress in the development of techniques for solving SHE/SHM
non-linear transcendental equations

Since the early days, iterative techniques such as Newton—-Raphson (N-R) [4,5], Gauss-Newton
have been employed to solve these equations. The convergence of these methods depends on the initial
guess, which is a complex problem and in many cases is not successful. This disadvantage encourages
researchers to develop more effective techniques. Thus, Chaison et al. in [7] proposed the method
based on the conversion of transcendental equations into an equivalent set of polynomials. The high
degree of polynomial requires specialized software to compute it. The combination of Groebner’s bases
and symmetric polynomials was applied to solve the mentioned polynomials [8]. However, it generates
ambiguous solutions which make it less useful. The main disadvantage of iterative techniques is they
do not find an optimum solution.

The development of evolutionary algorithms opens new opportunities in the field of solving SHE
equations [9]. These algorithms present numerous benefits such as independence from an initial guess,
utilization of simple algebra, lower computational costs, formulation of multi-constrained problems.
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One of the most popular evolutionary algorithms is Particle Swarm Optimization (PSO) proposed
for finding switching angles for PWM VSI inverter to eliminate low order voltage harmonic [10]
and to optimize dc-link current harmonics [11]. The application of numerous algorithms are
proposed for SHE in the literature: Imperial Colonial Algorithm (ICA) [12], Genetic Algorithm [13],
Ant Colony Algorithm [14], bee optimization technique (BA) [15], Bacterial Foraging Algorithm [16],
Firefly Algorithm (FA) [17], Shuffled Frog Leaping (SFL) algorithm [18], Backtracking Search Algorithm
(BSA) and Differential Search Algorithm (DSA) [9], Whale Optimization Algorithm (WOA) [19].
The use of the Grasshopper Optimization Algorithm (GOA) for SHE has not been studied so far.

The GOA is an algorithm recently developed and introduced by Saremi et al. [20] in 2017. In recent
two years, the GOA gained great attention in many research fields due to its high efficiency of solving
a different kind of optimization problems. It was tested for constrained and unconstrained test
functions with promising results [21]. The GOA was proposed for solving multi-objective optimization
problems [22] modified by the application of Opposition-Based Learning (OBL) [23]. Modifications
of GOA to improve its performance are has been developed and studied: Adaptive GOA (AGOA),
Grey Wolf Optimizer (GWO) and Natural Selection (NS) [24], Gaussian mutation, and Leavy- flight
strategy [25].

The efficiency of GOA has been compared with existing evolutionary algorithms utilized for
different optimization problems. In [26] GOA adaptation for energy loss reduction and voltage
stability factor was proposed and compared with PSO, Gravitational Search Algorithm (GSA),
and Artificial Bee Colony (BA) algorithms. In [27], the comparison of GOA with PSO and WOA
(Wale Optimization Algorithm) was used to optimize the PI controller parameters in the microgrid.
Since the first presentation, GOA has found its implementation in numerous industrial applications
such as optimization of the parameters of proton membrane fuel cells (PEMFC) [28], the stability of
microgrid applications [29] and energy management [30], medicine [31], the technology of image
processing [32], and financial issues [25] as well.

In this paper, the recently developed GOA is applied to eliminate low-order voltage harmonics
(5th, 7th, 11th, and 13th) in low-frequency VSI based drive. The hypothesis to prove is that GOA
represents a higher probability of convergence than PSO applied for SHE problem with similar
computation effort. Results for GOA and modified GOA are compared with PSO. The main criterion
of comparison is the probability of convergence. The following modification of GOA are examined:
Natural Selection (NS), Adaptive GOA (AGOA), Opposite Based Learning (OBL), and Grey Wolf
Optimizer (GWO). Experimental results are presented to validate simulation analysis.

The rapid development of controllers for high and medium power converters provides an
opportunity for the application of modulation techniques; a decade ago, they used to be known as
difficult to use. This type of modulation is SHE-PWM. When it was invented its applicability was very
low and nowadays it competes with the most advanced and popular modulations [33]. Its application
is studied for grid connectors [34] and railway vehicles [35] as well. Moreover, the separation of a
modulator from the controller brings the possibility of implementation of the SHE-PWM with space
vector modulation (SVPWM) [36]. Authors of this paper claim that for railway vehicles the most
efficient is hybrid modulation studied in [37] where SHE-PWM and SVPWM are used interchangeably
and the choice depends on the operating conditions. This solution is the most reasonable and allows to
utilize the advantages of both techniques: dynamics of SVPWM and harmonics control of SHE-PWM.

The attention focused on SHE-PWM stimulates research towards increment of efficiency in the
calculation of switching angles. In [38] the comprehensive review of SHE-PWM focused on various
aspects, is presented. One of the mentioned aspects is the utilization of optimization-based techniques
for solving SHE equations and they were divided into four groups: Genetic Algorithms (GA) Particle
Swarm Optimization (PSO) Differential Evolution (DE) and Hybrid. According to the “no free lunch”
theorem applied to the bio-inspired optimization algorithms [39], there is the most suitable solver for a
specific optimization task. Solving SHE equations developed for voltage source inverter is a task of
variable complexity that depends on assumptions like the number of switching angles, modulation
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index, dead times between switching, switching frequency, and others. Thus, there is a possibility that
for different optimization region different algorithm is most suitable. Thus, every recently developed
algorithm should be evaluated towards application for solving SHE-PWM equations. In this paper,
the authors present the study for the application of the GOA algorithm. The novelty of this study is
proof that there is a range of SHE problems where the GOA algorithm gives a higher possibility of
convergence with lower computational effort than widely used and appreciated PSO. Results presented
in this paper encourage further research to discover the full potential of the GOA algorithm regarding
the presented problem by comparing it with a wider representation of bio-inspired algorithms.

The problem undertaken in the study is considered as a single criteria optimization problem.
SHE problem could be considered as a multi-objective optimization problem as each harmonic value
as a function of optimization variables could be considered as a separate objective function. However,
all considered harmonics in the problem of SHE should be eliminated for the same optimization
variables, therefore the desirable optimization solution is a utopian solution from the point of view of
the multi-optimization approach [40]. Accordingly, the optimization functions have been aggregated
to a single optimization variable by means of the dedicated relationship proposed in the article.

2. VSI Model with SHE Control

2.1. Drive’s Parameters

The main goal of this work is to study the convergence of GOA applied for the calculation of
switching angles for SHE-PWM for a low-frequency VSI drive with an induction motor. Therefore,
to prove the validity of results obtained by the examined algorithm, the VSI drive was modeled
in MATBAL/SIMULINK and verified in the laboratory. Parameters of utilized induction motor for
experiments are presented in Table 1.

Table 1. Parameters of drive’s mode.

Symbol Parameter Value
Pn Rated power 2,5 kW
I Rated phase current 39A
Vn Rated voltage rms 230/400 V

- Winding’s connection star
Np Rated rotation speed 1465 rpm
Ls Stator’s leakage inductance 0.0108 H
Rs Stator’s resistance 2.8465 Q)
Ly Rotor’s leakage inductance 0.0106 H
Ry Rotor’s resistance 2.7359 Q)
Lm Core losses inductance 0.27597 H

Rm n Core losses resistance 1231 Q)

Figure 1a. illustrates the topology of the VSI utilized for the purpose of this work. Figure 1b
shows an equivalent circuit of a single phase of the motor applied in the SIMULINK model. Inverter’s
transistors were controlled by binary switching function (SF(wt)) formed by switching angles («)
defined as angular “moments” of transistors state change (Figure 2). Switching angles are delivered by
solving equations presented in this section.
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Figure 1. Analytical schema of the considered 3 phase 2-level inverter with load (IM—Model of an
induction motor) (a) inverter schema (b) equivalent circuit of one phase of induction motor (sn—Slip
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Figure 2. Waveform of switching function SF with quarter-wave symmetry and N switching angles.

2.2. SHE-PWM

In the great number of cases of SHE-PWM application, it is used in electric drives to eliminate low
order harmonics, while amplitudes of high order harmonics are reduced by input filters. SHE equations
are based on the Fourier series expansion of the inverter output voltage waveform:

V(wt) =ao + Z[ansin(nwt) + bycos(nwt)] (1)

n=1

where w is an angular frequency of fundamental component, 7 is a harmonic order, and an, bn are

Fourier coefficients. For quarter-wave symmetry, only coefficient an for the odd n coefficient represents
the non-zero value:

N
4U_DC —1— —1)¢ v .
ay = nm [ 1 21‘)::1( 1)icos(n al)] ; foroddn @
0 ; foreven n
0 ; foroddn
b _{ 0 ; foreven n 3)

where Upc is DC-link voltage and # is the number of switching angles per a quarter-period. In this
paper, fluctuation and ripplers of DC-link voltage were not of concern.

Assuming the odd quarter-wave symmetry of inverter output voltage, triple harmonics are
canceled. The symmetry of the system brings cancelation of even harmonics as well. Forn =5
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switching angles in quarter-period, 5 non-linear equations can be formulated (4) to satisfy fundamental
component (V1) and eliminate 5th, 7th, 11th, and 13th harmonics:

411+ 2cos(ay) — 2cos(az) +2cos(az) —
..2cos(ag) + 2cos(as)] = M1
21+ 2cos(5a7) — 2cos(5a) + 2cos(5a3)
..2cos(5a4) + 2cos(5as)| =
2 [=1+ 2cos(7ay) — 2cos(7a) + 2cos(7a3) -

4
..2cos(7as) + 2cos(7as)] =0 @
%[—1 + 2cos(11ay) — 2cos(11ay) + 2cos(1laz) — ...
..2cos(11ay) + 2cos(1las)] =0
%[ 1+ 2cos(13a1) 2cos(13a3) + 2cos(13a3) —...
..2cos(13ay) + 2cos(13as)] = 0
where M1 is for modulation index:
v, = M1 %; for M1(0, %) ®)

In this case the fundamental voltage component (V1) is defined as the amplitude of phase voltage
of the motor in the star connection of the windings. The main goal of this paper is to adopt GOA for
solving Equation (4) to determine switching angles for SHE-PWM end examine its convergence.

3. Formulation of The Optimization Problem

To solve SHE Equation (4) using an optimization algorithm, the fitness function must be formulated.
For n = 5 switching angles and four harmonics eliminated the fitness function is described by following
equation with constraints:

Minimize, frii(a, a2, a3, ay,as)

2 ©)
=01 (Vi-V;) +05(Vs)* +07(V7)? +o11:(Via)* +013:(Vi3)?

. T
subject to : 0<a1<a2<a3<a4<a5<5

where: V1, Vs, Vy, Vi1, Vi3 are fundamental component and 5th, 7th, 11th and 13th voltage harmonics
(p.u.) respectively, o, are penalty weights for the optimization process.

Thus, the aim is to apply an optimization algorithm to minimize fitness function (6) to achieve
declared fundamental component (V}) and harmonics elimination. The fundamental component is
minimized with the highest weigh (penalty value) that equals o; = 100. Thus, every 1% of difference
between an actual value and the desired one will increase fitness function by 100. Harmonics are
minimized with penalty weight 65 = 07 = 611 = 012 = 10 One of the essential assumptions of every
optimization algorithm is the STOP criterion based on the maximum number of iterations and the
minimum value of the fitness function. In this paper, the minimum value of the fitness function
assumed to be the success is fg;_stop = 0.0001. Regarding the necessity of implementation of dead-times
in industrial applications (in this paper dt = 5 x 107 s), a lower value of the fitness function will not be
recognized as higher quality performance. To prove this statement, sample results obtained by GOA
with tolerance 1 x 1073 (Figure 3a) were compared with the results obtained with tolerance 1 x 10710
(Figure 3b). Figure 3 shows that decreasing the parameter of tolerance does not guarantee better
efficiency of eliminated harmonics, only significantly increases computation time. Thus, tolerance
1 x 1073 was assumed to be sufficient. More results will be presented in Section 5.
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Figure 3. Simulated output voltage spectrum for SHE-SPWM carried out using Grasshopper Optimization
Algorithm (GOA) for different tolerance: (a) tolerance < 1 x 1074 M1=1.0;x = (0.1234; 0.4242; 0.5199;
1.2197; 1.2791); (b) tolerance < 1 x 1071%; M1 = 1.0; x = (0.1225; 0.4259; 0.5206; 1.2186; 1.2783)

4. Grasshopper Optimization Algorithm (GOA)

GOA was developed and introduced by Saremi, Mirjalili, and Lewis in [20]. The first proposed
application was for structural optimization to find the optimal shape of a three-bar truss, a 52-bar
truss, and a Cantilever beam. In this paper, the authors present the application of GOA to solve
SHE equations. The proposed algorithm mathematically models the behavior of grasshopper swarm
foraging for food to survive. Their individual behavior and social interactions lead the swarm to the
optimal solution. The mathematical model of grasshopper behavior is based on a formula for the
position of each grasshopper described by the following equation:

Xi= Si+ Gi+ A; 7)

where X; is the position of the i-th grasshopper, S; is the social interaction between agents in the
swarm, G; is the gravity force acting on the i-th grasshopper, and A; models the wind effect. However,
due to specifics of the problems analyzed in this work effect of gravity and wind were omitted.
Thus, only social interactions were taken into account.

Np -
j=1
JEX

where d;j is the normalized distance between the i-th and j-th grasshopper, s(d;].) is the function of

5
social forces and d;; is an unitary vector from i-th to j-th grasshopper.
If absolute value of the distance between the i-th and j-th agent is formulated as:

di; = |xi = x)| ©)
thus, the normalized value is defined as

d’,fj =2+rem (d,.j,Z) (10)
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where rem (di/.,Z) is the remainder after division of dij by 2. Distance normalization allows for the
value of the distance to be kept close to the value of 2 what gives the best effect with the s-function.

5
Unitary vector d;; is defined with the following correlation:

dij=1; forxj—x;>0 (1)
dij=-1; forxi—x; <0
Thus, d;; can be defined by the following formula:
i Xi— X]'
dij = (12)
i =

A characteristic feature of GOA is a comfort zone shrinking with the iteration number. The Comfort
zone is the circle around the best agent. Inside the comfort zone, other agents are being repulsed from
the leader and outside the comfort zone, they are being attracted to it. This behavior keeps a balance
between exploration and exploitation. The decreasing coefficient c models variation of the comfort
zone by changing value typically from 1 to some small number. Regarding the above considerations,
Equation (7) for the d-dimensional problem can be expanded as follows:

Np d_nd xd — x
d_ .ub —1Ib dx i j d
X =¢ E c 2 s(dij) p d' + Gbest (13)
T x4 — x4
j=1 P
JE

where ub? is for upper bound of the d-th dimension, Ib? is for lower bound of the d-th dimension, Gbest*
is for the global best result in the d-th dimension, s is for s—Function which describes the strength of
the interaction between agents and is formulated with the following formula:

() = Fr el — ) (14)

where F and L are coefficients with suggested values 0.5 and 1.5 respectively. Variation of these
coefficients will be analyzed in further sections, regarding its influence on the probability of convergence
of the algorithm.

Equation (13) reveals the most significant rule of GOA. The position of agents in every iteration
is determined with respect to the position of all other agents in the swarm. For instance, in the PSO
algorithm position of agents is determined regarding only two vectors: personal best and global best
position. That is the reason why GOA requires a lower population to keep the same computational
effort. Moreover, an increment of the swarm population may result in lower convergence.

To apply the GOA algorithm for solving SHE Equation (4) the Xf must be correlated with the
i-th vector of switching angles [a1 ap a3 ay as]; Thus, in this case, the problem is 5 dimensional. In the
following subsections, the modifications of GOA are proposed and tested in section V.

4.1. GOA with GWO Module

Grey Wolf Optimizer is a meta-heuristic algorithm inspired by the behavior of grey wolves and
mathematically described by Mirjalili et al. in [41]. The GWO is well studied and can be treated
as an independent algorithm. However, its main feature can be implemented in other algorithms.
The specifics of the GWO is based on the determination of the three best global solutions called alpha,
beta, and gamma. Positions of all particles in the swarm will be updated with respect to the position of
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the three best global Ta, Tb, Tc. Thus, to combine GOA and GWO, formula (13) will be modified to the
following form [24]:

Np i x4 — T7d o d 4 Td
ub® - I i T At I+ 1
x4 = . d 1
i =9 Z 2 (d”)|xd xd' 3 (15)
j=1 i j
j#i

4.2. GOA with NS Module

The theory of Natural Selection is based on the random elimination of agents from the swarm
with a certain probability P with respect to their fitness value. The better result has a higher chance to
survive. Thus, NS requires a classification of the agents then the algorithm calculates P for each agent.
To adopt NS for the SHE problem the following formula for P for the i-th agent was developed:

Pi = Pryjn + [(Pmux = Puin) - (ﬂ)] (16)
f fit_swarm
where P,,;, is the minimum assumed probability of survival assigned for the weakest agent; Py is
the maximum assumed probability of survival assigned for the best agent; fs; ; is the fitness of the i-th
agent; frit_swarm 15 the mean value of fitness functions of all agents in the swarm.
The roulette is performed for every single agent regarding its probability of survival. The eliminated
agents are replaced by new random solutions.

4.3. Adaptive GOA

Adaptive Grasshopper Optimization Algorithm (AGOA) is based on a dynamic adaptation of the
c coefficient regarding the Evolutionary Rate (ER) of the swarm of grasshoppers. ER is defined as the
ratio between the number of agents whose fitness was improved in the previous iteration to the total
number of agents in the swarm Np. Thus, ¢ for AGOA is defined by the following formula:

c(ite) = (cmax —ite M)FER (ite) 17)
thHX
where Fgp (ite) is the dynamic adjustment function defined by the following correlation:
0, for ER < 15%

FrR (ite+1) = { Fgg (ite); for ER € (15%;30%) (18)
Frr (it€)~F0; for ER > 30%

where Fy is a constant larger than 1. Thus, AGOA presents a dynamic change of comfort zone with a
decreasing trend.

4.4. GOA with OBL Module

Opposite Based Learning is a technique of swarm algorithms modification based on the statement
that the opposite solution to the developed one might bring better result. Thus, every solution (agent)
should be reversed and its fitness should be evaluated. If the fitness of the reversed solution is better
than the original, the agent will be replaced. Opposite value X‘li can be calculated as follows:

X = w4 - X% 19)

1

fori=1,2,... . Np;d=1,2,..., N
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However, the application of this technique to SHE brings issues regarding the feasibility of
calculated solutions. As switching angles are restricted to be sorted according to their feasibility,
Equation (19) will reverse their order and make them not feasible. To implement OBL to solve the SHE
problem opposite solution X'j must be reordered to respect restriction: 0 <a; <ay <az <ayg <as < 7.

5. Simulation Tests and Comparative Study

In this section, a simulation analysis of GOA algorithm performance is presented. Moreover,
a comparative study between GOA and modified GOA (NS, AGOA, GWO, and OBL) is carried out.
The optimization process has been carried out with the following assumptions:

e STOP criterion of the optimization process is obtained when reaching the assumed maximum
number of iterations or the value of the fitness function is below the assumed tolerance 1 x 107

e  Every modification module is tested separately. The combination of all modules in one algorithm
is not tested. The reason is an increment of computation effort for multi-module algorithm what
makes it difficult to compare with single module modifications,

e  Swarm population (Np) and maximum number of iterations (max_ite) for comparative study
is established regarding similar computational effort (elapsed time of optimization) for
compared algorithms.

Figure 4 shows the flow chart of the developed GOA algorithm for SHE with marked modification
modules. However, as was mentioned above, only one module is active at the time.
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Figure 4. The trajectory of particles in the swarm searching for optimal switching angle «; with (a) GOA
(b) Particle Swarm Optimization (PSO).

5.1. Comparison between GOA and PSO

The comparative study between GOA and PSO was carried out for n = 5 switching angles in a
quarter-period, modulation index M1 = 0.9, and fundamental frequency f; = 50 Hz what gives 550 Hz
switching frequency. In this work 5th, 7th, 11th, and 13th harmonics are eliminated permanently.
Figure 5 presents the trajectories of particles during the optimization process with GOA and PSO
algorithms, respectively. The GOA algorithm is characterized by a short time of exploration and a
long period of exploitation while the PSO algorithm provides a very high intensity of exploration.
Figure 6 shows that PSO needs a higher number of iterations to converge comparing with GOA and
its modifications.
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Figure 5. Flow chart of the GOA algorithm with proposed modification.
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Figure 6. Comparison between PSO and GOA convergence for different values of coefficients.

In the following part of this section, the convergence of GOA and PSO has been compared.
The various combinations of parameters were tested. For every set of both GOA and PSO, 100 runs
were calculated. For each series of runs, the number of runs that reaches fg; below 1 x 10™* was
recorded as the success. The variation of the following parameters was studied: maximum number of
iterations (max_ite), size of the population (Np), PSO parameters C1 and C2, and GOA parameters
used in s-function (L and F). Thus, all results have been presented in Figure 6 where the probability of
convergence is compared. The value of population size for PSO and GOA was adjusted to keep similar
computation times for both.

The best performance of GOA was recorded for settings: Np = 40 max_ite = 300, L =1.5and F = 0.5.
For the aforementioned setting, GOA achieved 27% convergence (time of computation 101 s). The PSO
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achieved the best performance for: Np = 250, max_ite = 300, C1 = 1 and C2 = 0.5. Thus, GOA presents
better performance than PSO regarding higher convergence for lower population size. Results presented
in Figure 6 proves that for the SHE problem the GOA presents a significantly higher probability of
convergence than the PSO algorithm. The most interesting result was achieved by using the GOA
algorithm for population 40 and 300 iterations (the second-highest for this algorithm) where the
probability of convergence was 28%. This result proves that the GOA algorithm can be very efficient
for low population set up which reduces its computational effort. The highest recorded probability of
convergence of PSO during the experiment was 15% (time of computation 260 s). The GOA algorithm
gives a better result faster. The computation effort is extremely significant during the application of the
optimization task for the task. In this paper, coefficients of the compared algorithm were selected in
such a way to keep comparable computation time. The parameters which are affecting computation
time are population size Np and the maximum number of iteration max_ite. Results presented in
Figure 6 can be divided into 9 SETS regarding Np and max_ite. Table 2 presents computation time for
the PSO and GOA performed on a computer with processor Intel Core i7-8557U. Results from Table 2
are presented in Figure 7. The parameters Np and max_ite were selected to keep similar computation
time for GOA and PSO for one SET. The GOA in every iteration calculates the position of every agent
(grasshopper) related to every agent in the swarm, PSO calculates the only position of the agent related
to the position of the pest particle. That is why GOA needs higher computational effort than PSO for
the same Np. Thus, to make it comparable the Np for GOA was reduced in every SET.

Table 2. Sets of coefficients with computation time (100 runs).

PSO GOA
No. Max_Ite  Np Time [s] Max_Ite Np Time [s]
SET 1 300 70 99 300 40 101
SET 2 300 130 169 300 60 163
SET 3 300 250 260 300 80 261
SET 4 500 70 165 500 40 152
SET 5 500 130 310 500 60 277
SET 6 500 250 470 500 80 438
SET 7 700 70 245 700 40 264
SET 8 700 130 412 700 60 385
SET 9 700 250 637 700 80 687

500 mPSO WGOA

400
300
200
100 . . .

0

Computation time [s]

SET1 SET2 SET3 SET4 SETS5 SET6 SET7 SET8 SET9

Figure 7. Computation time for different sets of coefficients.

Figure 8 shows the switching angles calculated by PSO and not modified GOA as the function of
modulation index M1.
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Figure 8. Switching angles as the function of modulation index M1 for SHE-PWM calculated using
PSO and GOA.

5.2. Comparative Study between PSO, GOA, and Modified GOA

In this subsection, the convergence of GOA with modifications and PSO algorithms has been carried
out. Assumptions from section V A and Table 3 are valid in this section. However, the comparison has
been conducted for a wider range of modulation index M1 = 0.4 + 1.1.

Table 3. Parameters for all analysis.

Algorithm Coefficients Value
GOA Crmin 1x107°
Cmax 1
GOA + NS Prin 0.3
Prmax 0.95
AGOA Fo 1.05
PSO C1 2
c2 2
Wnin 1x1073
Wmax 1

The comparative study reveals that the most efficient with the highest probability of convergence
is the GOA algorithm modified by adding the OBL module (Figure 9). The convergence of the studied
algorithm was decreasing with an increase of M1 because higher modulation index requires smaller
spaces between switching angles and reduce the feasibility of developed solutions. For M1 in the range
from 0.7 to 0.8 modification based on NS presented very good performance as well. Figure 10 presents
the examination of fitness value (fs) as the function of the iteration number. The conclusion is that
GOA-based algorithms present significantly faster convergence than PSO.
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Figure 9. Comparison of the probability of convergence between PSO, GOA, and modified
GOA algorithms.
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Figure 10. Fitness value versus iteration number for examined algorithms.
6. Experimental Results

The applied GOA algorithm has been experimentally verified. Switching angles calculated by
the GOA algorithm were implemented into the laboratory stand (Figure 11) developed according to
Figure 1. Parameters of the induction motor applied in the laboratory stand are presented in Table 1.
The inverter control by switching angles input was provided by DSpace card 1104. Switching angles
were applied as the look-up table for off-line control. Verification was conducted for two operating
points with the same fundamental frequency f; = 50 Hz, and different M1 = 0.9 and 1.0, respectively.

2.1 VSI DSpace  Motor
card

Spinnig
mass

Figure 11. Laboratory stands for experimental tests.

In Figures 12 and 13 it can be noticed that amplitudes of 5th, 7th, 11th, and 13th harmonics in
the output voltage have been eliminated and the GOA algorithm has successfully minimized the
goal function.
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Figure 12. Experimental results for inverter’s phase to phase output voltage for M1 = 0.9 (a) waveform
oscillogram (b) spectrum.
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Figure 13. Experimental results for inverter’s output phase to phase voltage for M1 = 1.0 (a) waveform
oscillogram (b) spectrum.

7. Conclusions

In this paper, the authors investigated a novel application of a recently developed GOA algorithm,
for the calculation of switching angles in SHE-PWM inverter modulation. The main goal of this
paper was to examine the probability of convergence introduced by GOA applied for solving the SHE
problem. Modifications of the GOA algorithm have been implemented and compared with the PSO
algorithm. The GOA algorithm is based on the behavior of a swarm of grasshoppers and the most
characteristic feature is that the movement of agents depends not only on the position related to the
position of the best agent (best global solution) but it depends on the position related to the other
agents as well. Thus, the results prove that the GOA algorithm requires a lower population size to
converge with computation effort similar to PSO. The most interesting outcome of this study is that
the GOA algorithm with OBL elements proves its superiority over the PSO algorithm regarding the
probability of convergence for similar computational effort (lower population of particles). The second
most efficient combination was the GOA algorithm with NS modification. GOA presents the highest
advantage over PSO in the range of modulation index from 0.5 to 1.0. In this range, the convergence
of PSO was dramatically reduced (below 5% in the worst case), and meanwhile, the probability of
convergence of GOA was between 20 and 80%. The performed measurement experiments proved
that the SHE-PWM waveform optimized by the GOA algorithm provided elimination of the chosen
harmonics in the inverter’s output voltage. In the nearest future, authors will focus their attention on
the application of the GOA algorithm for optimization of waveforms generated by multilevel inverters
and its applicability in traction drive solutions.
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Abstract: This paper proposes and discusses a concept of a hybrid modulation for the control
of modular voltage source inverters with coupled reactors. The use of coupled reactors as the
integrating elements leads to significant reduction in the size and weight of the circuit. The proposed
modulation combines novel coarsely quantized pulse amplitude modulation (CQ-PAM) and
innovative space-vector pulse width modulation (SVPWM). The former enjoys very low transistor
switching frequency and low harmonic elimination, while the latter ensures high resolution of
amplitude control. The SVPWM is based on the use of barycentric coordinates. The feasibility of
the proposed solution is verified by simulations and laboratory tests of a 12-pulse modular voltage
source inverters with two-level and three-level component inverters.

Keywords: modular; voltage source inverter (VSI); multipulse; 12-pulse; pulse amplitude modulation
(PAM); pulse width modulation (PWM); three-level; coupled reactors

1. Introduction

The concept of modular voltage source inverters (VSI) with coupled reactors considered in this
paper was first reported in [1] (therein dubbed multipulse voltage source converters (VSC) with
coupled reactors). The idea has its roots in the well-known multipulse AC-DC converter topologies
widely used in a variety of applications, including adjustable speed drives (ASD), high-voltage direct
current transmission (HVDC), aircraft power systems, and renewable energy conversion systems [2-5].
The use of multipulse topologies for the DC-AC power conversion has broad coverage in the literature
(see, for example, in [6-11]). The topologies proposed in [8-11] are based on the use of a transformer in
an integrating circuit, which significantly increases the size of the device and is an expensive solution.
If the application does not require galvanic isolation of the DC side from the AC side, the integrated
circuit can be based on coupled reactors, as proposed in [1]—a solution which greatly reduces the size
and cost of the circuit.

Solutions presented in [1,7-11] are focused on maximizing the achievable magnitude of output
voltage, while the control of lower magnitudes is left out. The possible voltage synthesis using
all allowed combinations of switch states has not been seriously addressed so far. In this paper,
a control of the output voltage of the modular voltage source inverters proposed in [1,12] is considered.
These converters contain standard inverter modules, but they are connected by special coupled reactors.
The idea of modular VSI with coupled reactors draws on the properties of multipulse diode rectifiers
with similar coupled reactors [13-15] and other converters with integrating magnetic circuits [4,16,17].
Coupled reactors were selected as integrating elements because their rated power is below 20% of that
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of a transformer with similar integrating properties [5,13,14]. As the inverter modules are connected in
parallel, these circuits can be used for high-current systems. Where increased operating voltages are
required, multilevel inverters can be used as modules.

To clarify the terminology used in the sequel, note that the idea of “pulses” contained in the term
“multipulse” has a simple interpretation in the case of diode or thyristor AC-DC converters: it denotes
a section of AC input voltage transferred to the DC output. The “number of pulses”, denoted M,
is used to mean the number of such sections transferred in one fundamental period of the AC voltage.
Although for DC-AC inverters with fully controlled power switches this idea of pulses is much
less tangible, the number of pulses can still be used for the sake of discussion—as a constructional
parameter of the inverter.

Transistor-based modular VSI with coupled reactors can be controlled in a variety of ways. One of
the methods mimics the workings of multipulse rectifiers. This method relies on applying a succession
of only M inverter voltage vectors in every fundamental period of the synthesized output voltage.
This paper demonstrates that by appropriate selection of all available basic voltage vectors, it is possible
to achieve coarsely quantized pulse amplitude modulation (CQ-PAM). This control approach, leading
to staircase output voltage waveforms, enjoys very low switching frequency of power transistors
(equal to the fundamental frequency of the output voltage). A drawback of this modulation method is
low amplitude resolution. A workaround might be application of a controlled source of DC voltage,
but this option is complex and costly and thus it is left out in this paper.

High-resolution voltage control can be achieved by means of pulse width modulation (PWM).
Unlike CQ-PAM, PWM requires relatively high switching frequency (a multiple of the fundamental
frequency of output voltage), which can be particularly disadvantageous in high-speed motor
drive applications. For example, a two-pole motor operating at 150,000 rpm would call for 5 kHz
fundamental frequency of the output voltage, meaning at least several dozens of kilohertz of the
transistor switching frequency for PWM controlled inverter. Such high switching frequencies can
cause significant mismatches between the transistor on/off commands and the actual turn-on/turn-off
timing. What is more, the switching losses and electromagnetic interference resulting from high
switching frequency can be prohibitive [18]. The problem of adequate voltage control increases with
the increase of motor speed and/or its power. For instance, motor drives in the 1 kW power range are
reported to operate at speeds of 500,000 to 1,000,000 rpm [19,20]. Concerning higher power drives,
the authors of [21] report on a 60 kW drive operating at 100,000 rpm, while the authors of [22] describe
a 300 kW drive operating at 60,000 rpm.

To address the above problems, this paper proposes a hybrid modulation combining CQ-PAM
and PWM. This approach is capable of combining advantages of PWM (virtually unlimited resolution
of voltage control) and those of CQ-PAM (radically reduced switching frequency). The CQ-PAM
is intended for use at steady state, while the PWM ensures smooth passage through the transients.
A somewhat similar idea of hybrid modulation was proposed in [23,24], but it relies on a combination
of two different PWM methods: space-vector pulse width modulation (SVPWM) is used for smooth
transients, while selective harmonic elimination PWM (SHE-PWM) is applied for low switching
frequency operation at steady state. The CQ-PAM proposed here is even more effective in the reduction
of switching frequency than SHE-PWM and—unlike the latter—can easily be computed in real-time.
Both CQ-PAM and PWM can rely on selecting and applying appropriate voltage vectors. At steady
state, a succession of only M different vectors per fundamental period is used for M-pulse inverters,
with all vectors being applied for time intervals of the same length. At each interval, the voltage
vector closest to the reference vector is selected. Concerning the PWM, vector selection and duty
cycle computations are carried out using the barycentric coordinates [25]. This approach speeds
up the calculations and allows easy inclusion of the DC link voltage fluctuations in the algorithm.
The proposed modulation is exposed and discussed using the simplest case of modular VSI, that is,
a 12-pulse inverter with two-level component inverter modules. The application of the proposed
approach can easily be extended to inverters with higher pulse numbers and/or with multilevel
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inverter modules [1,12]. Section 2 derives the formula linking the output voltage of modular VSI with
coupled reactors with the voltages supplied by component inverter modules and finds the required
turns ratio of the coupled reactors. Section 3 presents the proposed modulation method, while Section 4
presents and discusses selected simulation results pertaining to modular VSI using two-level and
three-level component inverters and the CQ-PAM. A simulation of the passage between two different
steady states using the proposed SVPWM is also demonstrated. The laboratory test results of the same
two topologies are presented in Section 5.

2. The 12-Pulse Modular Voltage Source Inverter with Coupled Reactors

Twelve-pulse topology has been known as early as in the 1980s [14,26] and widely used in
industry to date [5,27-29]. However, the first attempts to use this topology (with coupled reactors)
in the inverter mode of operation were made only several years ago [1,7]. To the best of the authors’
knowledge, there have been no other reports on the use of multipulse topologies for DC-AC conversion.
This section analyses the output voltage of the considered modular VSI as a result of vector summation
of the component inverter voltages and determines the required turns ratio of the coupled reactors.
A schematic diagram of the 12-pulse modular VSI with coupled reactors is shown in Figure 1,
while Figure 2 establishes vectorial notation of voltages used in the following analysis.
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Figure 1. Twelve-pulse modular voltage source inverters (VSI) with coupled reactors.
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Figure 2. Vectorial equivalent circuit of the 12-pulse modular VSI.

According to the diagram in Figure 2, the output voltage vector of the analyzed modular VSI is
given by
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Vo=V —AV; — AV, (1)
where
A ~ Na + N
AV; = (V= Vh) 3 N+ Ng ()
. NN N
—a (V=) - B
AV, =a" (V4 = V) 3 Nat Np 3)
Vl = Uy - ej%enr[%wt], ‘72 = Uy - ej%enf[%(wtﬂp)] (4)
a=e% (5)
Thus, on the basis of Equations (1)—(3), the output voltage can be described by
=V — (V=) NaFNs 1y NB
Vo=V (Vl Vz) 2-Np + Np g (Vl VZ) 2- N + N ©
After simple algebra, Equation (6) can be rewritten as
N ~ NA/NB*IZ71 ~ Na/Np —a
= . P ——— . [ 7
Vo=W (2-NA/NB+1 TR TN Ng +1 @

It is assumed that the control signals of the inverter modules in the considered 12-pulse system
are phase-shifted by ¢ = 30°, meaning the same phase shift between vectors V; and V5. As a result,
Equation (7) can be converted to

. PN (Na/Ng) ] P { 1 ]
Vo=WV+WV) ||~ (Vira + Vo) |s——~ 8
o=(+%) {2-(NA/NB)+1 (1 2 ) 2-(Nao/Np)+1 ®
In order to determine the appropriate turns ratios of the reactor coils, assume that the magnitude
of voltage across a coil is proportional to its number of turns. Then, from Figure 2 it immediately
follows that

Vi—Va| _ |aTa| _ |ATy
2 Na+Ns NatNs  Np

The desirable turns ratio is such that ensures symmetric contribution of the component voltages
V; and V, to the output voltage V,, as illustrated in Figure 3. From the vector diagram in Figure 4,

©)

which is an enlargement of the shaded fragment in Figure 3, the following relationship can be found
using Thales’s theorem,

-V R
% ~tan(A) = |AV3| - sin (60°) (10)
where A = % = 15°. Now, using this value of A and substituting Equation (10) to Equation (9),
one arrives at

2-Na + Np
2

whereupon, using basic trigonometric relationships, an explicit formula for the required turns ratio of
the reactor coils is found:

tan(15°) = N - sin (60°) (11)

Na _ sin (60° —15°)

= =27
Np sin (15°) 2732 (12)
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Figure 3. Desirable positions of basic output vectors of component inverters in the 12-pulse modular VSL
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Figure 4. Details of geometric relationship between the output vector V,, of the 12-pulse modular VSI
and component vectors V; and V5.

3. Proposed Hybrid Modulation Method

In one of the proposed operation modes of the considered modular VSI, transistors of inverter
modules commute with the fundamental output frequency, which means significant reduction of
switching losses and electromagnetic interference (EMI) distortion, and allows high frequencies of
output voltages. The problem with this type of control, referred to as the CQ-PAM, is the limited
resolution of the output voltage. The proposed solution is the use of PWM as a complementary control
method. Both modulation techniques are based on appropriate selection and timing of the available
basic vectors, that is, voltage vectors corresponding directly to the on/off states of inverter switches.
These vectors can be considered points on a two dimensional a3 plane. The basic vector diagram for
the considered 12-pulse system is shown in Figure 5a. The basic vectors in Figure 5 are obtained in
two steps. First, the leg voltages of component inverter modules (marked in Figure 1) are transformed

to phase voltages of the modular VSI by

Uy Uyp U —Ugp  Ula — U2a 1
up | = | e WHie—Uae U —Uyn || —k
Ue Uly Ula — U2a  Ulc — Ue —ko

where
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Na + Np Np

ky = L ky =
LT 2 NA+Ng” 2 2-Na+Np

(14)

Then, the & coordinates of the corresponding basic vectors (V,) are determined by the Clarke
transformation:

O Wi

o 11 Ua
e VN e
In general, the number of different basic vectors for an M-pulse inverter with [-level inverter
modules is I'7 . Therefore, the considered 12-pulse converter exhibits 64 different basic vectors.
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Figure 5. Space-vector diagrams of three modular VSI topologies (top graphs) and example voltage
waveforms (bottom graphs) corresponding to the sequences of vectors indicated by connecting lines:
(a) 12-pulse 2-level modules; (b) 12-pulse 3-level modules; (c) 18-pulse 2-level modules.

3.1. Coarsely Quantized Pulse Amplitude Modulation (CQ-PAM)

Basically, the CQ-PAM involves applying a succession of only M different basic vectors per
fundamental period, with all vectors having the same magnitude and being applied for equal-length
time intervals. The selection of basic vectors relies on the criterion of proximity between the reference
vector and the basic vectors. As seen in Figure 5a, for M = 12 and [ = 2 only four different non-zero
magnitudes are available, meaning very limited resolution. However, as can be noticed in Figure 5b,c,
as the number of inverter modules or inverter voltage levels increases, the resolution of the CQ-PAM
significantly rises—for an 18-pulse modular VSI it is 16 magnitudes and for a 12-pulse modular VSI
with three-level modules it is 24 magnitudes.

For increased M and/or I, some neighboring magnitudes are close to each other, and thus it can be
beneficial to use their combinations rather than stick to the same-magnitude principle. This option is
illustrated in Figure 5b for the 12-pulse VSI with three-level modules: the sequence of vectors leading
to the waveform shown in the lower graph is a succession of 24 (that is, 2 - M) basic vectors indicated
in the upper graph; the magnitude of the shorter vectors is cos({;) =~ 0.97 times that of the longer
vectors. What is more, some magnitudes can be represented by more than M vectors. For instance,
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the 12-pulse VSI with three-level modules has seven magnitudes represented by 2 - M = 24 basic
vectors. Again, this fact can be exploited in the CQ-PAM algorithm.

3.2. Space Vector Pulse Width Modulation (SVPWM)

To ensure virtually unlimited amplitude resolution of output voltage control, the PWM can
be used whenever necessary or desirable. An economic solution might be the PWM discussed
in [17,30] for 12-pulse rectifiers. However, this PWM technique offers only limited voltage control
range and does not take advantage of the natural elimination of low harmonics in multipulse systems.
Another candidate solution might be selective harmonic elimination PWM (SHE-PWM), which allows
to decrease the switching frequency and remove a set of selected harmonics. Such a method was
applied for parallel inverters driving a single load separated by line reactors [31]. However, this method
requires precomputation of the appropriate PWM patterns, which is hardly possible in real-time [32,33].
This paper proposes an innovative space-vector PWM (SVPWM) based on barycentric coordinates.

In most cases considered in the literature, the output vectors are synthesized using the nearest
three vectors (NTV) approach. A similar approach is adopted in this paper. In order to select the nearest
basic vectors, the magnitude of reference vector (V) is compared with the available magnitudes of
inverter basic vectors. The comparisons permit determining two neighboring magnitudes between
which the reference vector is located. The closest two basic vectors of either magnitude are then
searched for using a simple sorting algorithm and the following vector distance relationship

AV = \/(Vrefzx - Uﬂc)z + (Vrefﬁ - U,B)2 (16)

The so obtained closest vectors can be considered vertices of a quadrangle ABCD, as illustrated
in Figure 6. The quadrangle can be divided into four triangles. The tasks of the modulation include
selecting the most appropriate of the triangles and computing the duty cycles of the three corresponding
basic vectors.

0.5
‘\3{
Vet

0.2:

Figure 6. Example reference vector and its representation by means of barycentric coordinates.

Both of the above indicated tasks can be achieved with the aid of barycentric coordinates [25].
Unlike the most popular methods of PWM computations, which are based on trigonometric functions,
the use of barycentric coordinates avoids the related inconvenience. Consider the reference vector in
Figure 6. It can be considered a point inside triangle ABC or triangle ACD. To fix attention, let us focus
on the former triangle. The computation of duty cycles of the corresponding basic vectors is effectively
means expressing the position of the reference vector as a linear combination of basic vectors. This is
equivalent to expressing the Cartesian coordinates of a point inside a triangle by the barycentric
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coordinates of that point. Thus, the coordinates of vector (V) in Figure 6 can be expressed by the
coordinates of points A, B, and C:

N
Vrem _ Alx Ba CDC N; (17)
Vietp 4 Bs Cp || N,

where Nj, N, and Nj are the barycentric coordinates of V¢, which can be calculated from

Ay e Dy ac Dy as
= f £ £
{Nl N, NS] [ A::BC Ar:Bc A:BC (18)

with the A symbols representing the areas of the small triangles defined inside triangle ABC by
the vertices of the latter and V. Stated differently, the barycentric coordinates are equal to the
normalized areas of their corresponding small triangles. These areas can be computed direct from the
«p coordinates of the appropriate basic vectors by

1 Vin Uiﬁ 1
Aijk = E . ?J]'a U]ﬁ 1 (19)
Uka Uk/S 1

A useful property of the barycentric coordinates is that their sum is equal to unity if they are
calculated for a point inside a triangle (e.g., Vief in the triangle ABC or ACD in Figure 6), but is greater
if the point lies outside the triangle (e.g., Vi in the triangle ABD or BCD in Figure 6). Thus, a uniform
and effective method of finding a triangle or triangles containing a reference vector may be to calculate
some candidate barycentric coordinates and then select the smallest (ideally 1).

As can be seen in Figure 6, the reference vector can be located inside two different triangles, and so
some additional selection criterion is necessary to make the choice unique. The proposed algorithm
selects the triangle for which the distance between the reference vector and the centroid (C ) is smaller.
This criterion was adopted in order to minimize the occurrence of narrow pulses. The coordinates of
the centroids are calculated as arithmetic means of the coordinates of vertices:

Cp = Caan _ % (Uizx + Uja + vkvc) 20)
CA/g % (U,‘ﬁ +Z)]"3+Uk/;)

The distance between V¢ and the centroids is determined by Equation (16).

Although the proposed computational approach may seem rather complex for a system with only
64 space vectors, the practical target for the proposed method is modular VSI inverters with higher
number of pulses M (notably, 18- and 24-pulse circuits) and using multilevel component inverters [1].
For such systems, the number of basic space vectors increases rapidly with M and the number of
inverter levels (see Figure 5), as shown in Table 1.

Table 1. Number of space vectors for M-pulse modular VSI with [-level modules.

I\M 12-Pulse 18-Pulse 24-Pulse

2-level 64 512 4096
3-level 729 19,683 531,683
4-level 4096 262,144 16,777,216

It is also important to note that with the increasing number of pulses and levels, the number
of available magnitudes of inverter basic vectors also increases rapidly (e.g., 18-pulse and 24-pulse
inverters with two-level modules have 16 and 67 output voltage magnitudes respectively and 12-pulse
modular VSI with three-level modules has 23 output voltage magnitudes), rendering the CQ-PAM
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mode a true alternative to the PWM for steady-state operation, with the proposed SVPWM becoming
a method for increasing the voltage control resolution, especially during transients.

3.3. Selection of Modulation Method

The selection between CQ-PAM and SVPWM can be based on a variety of criteria, depending on
the application (for instance the frequency criterion: SVPWM to be selected for lower fundamental
frequencies, e.g., during the start-up, and CQ-PAM for higher fundamental frequencies). For the
purpose of this study, the following magnitude proximity criterion is used; CQ-PAM is selected if
the reference vector lies inside an annulus A; defined by two circles—one inscribed in and the other
described on a certain M-gon made of vectors of the ith magnitude (V;); otherwise, SVPWM is chosen.

A= <cos (%) -V ,Vi> (1)

The selection of the modulation method can be based on a decision diagram shown in Figure 7.

Compare | Ve to
modular-VSI
voltage magnitudes

SVPWM [¢—no yes—) CQ-PAM

Choose best set of

. btain first t

basic vectors and Send control OJaE T oA

compute corresponding | signals i i ealesiad
p D & & vectors set

duty cycles

Figure 7. Control algorithm diagram.
4. Simulation Results

The proposed concept of output voltage control for modular VSI with coupled reactors has been
verified using the PSIM11 simulation software and the Matlab environment. The simulated topologies
included the 12-pulse inverter with two-level modules (Figure 1) and the 12-pulse inverter with
three-level modules (Figure 8). The most important circuit and control parameters are given in Table 2.

THREE-LEVEL MODULES COUPLED REACTORS LoAD

M,

M,

UDC i2h

iZc

Figure 8. Twelve-pulse modular VSI with coupled reactors and three-level modules.
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Table 2. Circuit and modulation parameters used in simulation.

Symbol Value Description

Upc 100 V DC source voltage
R 10 Q) load resistance
L 0.2mH load inductance
fo 1000 Hz  output fundamental frequency
fm 30,000 Hz modulation frequency
Na 153 number of turns of coils A
N 56 number of turns of coils B

The operation of the considered modular VSI with CQ-PAM is illustrated in Figure 9.
Characteristic values for output voltages and currents for this control mode are given in Table 3.
A comparison of output voltage and current waveforms for two-level and three-level inverter modules
is shown in Figure 10. To demonstrate how low the switching frequency is in relation to the output
voltage frequency, the above figure also visualizes the leg voltage 11, waveform (scaled down to 25%
in Figures 9 and 10). The output voltages shown in Figure 9 are the time waveforms corresponding to
12-pulse space-vector diagrams presented in Figure 5a. Later in this section a passage is illustrated
between two steady-state operating points with the aid of SVPWM invoked during the transients
(Figure 11).

Table 3. Number of switch commutations per period of the output voltage and the THD (of voltages
and currents) for the coarsely quantized pulse amplitude modulation (CQ-PAM) presented in Figure 9.

my Commutations THD U (%) THDI (%)

0.179 5 15.58 8.4
0.345 3 15.58 8.4
0.488 3 15.58 8.4

0.67 1 15.58 8.4

100

-100

o By i

|

|

|

I

|
004 0.005 0.006 0.007 0.008 0.009 001 0.011 0012 0013
Time (s)

0.001 0.002 0.003 0.
Figure 9. Output voltage and current waveforms of the 12-pulse modular VSI with CQ-PAM control.

Figure 10 illustrates the maximum-magnitude and minimum-magnitude output voltages of
12-pulse modular VSIs with two-level and three-level modules, and the corresponding currents and
leg voltages. As can be seen, the use of multilevel modules can increase the number of output voltage
steps, so that the total harmonic distortion (THD) of the output voltage decreases (from 15.58% for
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two-level modules to 10% for three-level modules), and so does the THD of output currents (from 8.4%
to 4.4% respectively). Moreover, for multilevel modules the dynamic range and resolution of output
voltage magnitudes increases compared to the two-level modules. The minimum voltage for modular
VSI with three-level modules is about four times lower than for two-level modules. The number of
available non-zero voltage magnitudes also increases—from four in the case of two-level modules to
twenty-three for three-level modules.

Uc U, TWO-LEVEL MODULES THREE-LEVEL MODULES
T T

m, = 0.179

m, = 0.67 m, = 0.67 m, = 0.179 m, = 0.046

oo LA HH

iy b dc !

0 0.001 0002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 001
Time ()

Figure 10. Example voltage and current waveforms of the 12-pulse modular VSI with two-level (left)
and three-level (right) modules.

Figure 11 illustrates combined use of the proposed SVPWM and the CQ-PAM, ensuring smooth
passage between different steady states. In this particular example the passage is between steady states

T

Ua Up Ue Ul

50

100

0.002 0.004 0.006 0.008 001 0012 0.014
Time (3)

Figure 11. Example output voltage and current waveforms of the 12-pulse modular VSI during the
passage between two different steady states.

5. Laboratory Test Results

The laboratory tests have been performed using two prototypes of modular VSI with coupled
reactors: one using two-level inverter modules, and the other equipped with three-level modules.
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The laboratory setup is presented in Figure 12. The most important circuit and control parameters
are the same in both cases and identical to those used in the simulation (cf. Table 2). Measurements
were taken by a Tektronix MDO4104B-3 oscilloscope. The control board contained a the two-core
Texas Instruments digital signal processor TMS320C6672 and an Intel programmable logic device
CYCLONE V. The coupled reactors shown in Figure 12 were designed for 30 kW (10 kW each) and
rated frequency of 2.5 kHz. The numbers of turns of reactor coils are given in Table 2.

12-PULSE MODULAR VST WITH COUPLED 12-PULSE MODULAR VST WITH COUPLED
REACTORS AND TWO-LEVEL MODULES REACTORS AND THREE-LEVE!
S — T

CONTROL BOARD

Figure 12. The laboratory set-up.

Figure 13 illustrates output phase voltages and currents, component inverter leg voltages, and the
voltage across coil Np for all output voltage magnitudes and parameters listed in Table 2 (for CQ-PAM
controlled VSI with two-level modules). The waveforms correspond to the simulation results shown
in Figure 9. The laboratory test results match the results of the simulation, except for the voltage
spikes appearing between the steps in the laboratory waveforms. This is a consequence of the use of
dead time and the fact that several inverter legs are switched simultaneously (for voltage magnitudes
other than the maximum one). However, it can be noted that the amplitudes of these spikes are not
significant (smaller than Upc) and do not noticeably affect the current waveforms. The inverter leg
voltages indicate the frequency with which the power switches commute (the waveforms confirm the
data in Table 3). For the maximum available output voltage the switching frequency is equal to the
fundamental output voltage frequency (in this case 1 kHz), and for the smallest CQ-PAM controlled
output voltage it is equal to five times the output voltage frequency (5 kHz). One of the most important
features distinguishing the coupled reactors from other magnetic integrating elements is their low
rated power (related to the power of the overall system). To illustrate this feature, Figure 13 shows
the voltage across the Np coil of the coupling reactor. The voltage is not only significantly lower than
Upc, but may even assume values close to zero for some steps (depending on the output voltage
magnitude). Therefore, the power transmitted through the reactor is only a fraction of the rated power
of the inverter.

The hybrid modulation discussed in Section 3 is based on a combination of the CQ-PAM specific
to the considered topologies, and the universal SVPWM—using the proposed computational approach
based on barycentric coordinates. Figure 14 illustrates the phase voltages as well as phase-to-phase
voltages for both modulation strategies. The voltages in Figure 14 correspond to m, = 0.67 for
CQ-PAM, and m, = 0.62 for SVPWM. Figure 15 shows the voltages and currents obtained by SVPWM
for two operating points: m, = 0.61 and m, = 0.42. The fundamental frequency was 1000 Hz for the
higher output voltage and 600 Hz for the lower.
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Figure 13. The output phase, leg, and coil N voltages and phase currents of the 12-pulse modular VSI
with two-level modules for CQ-PAM control.
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Figure 14. Output voltages for CQ-PAM (left) and space-vector pulse width modulation (SVPWM)
(right) control.

The quality of output voltage and current will improve significantly with the increase in
the number of inverter levels, as exemplified in Figures 16 and 17, which provide an initial
comparison between the modular VSIs with two-level and three-level inverter modules. What is more,
increasing the number of levels significantly increases the amplitude resolution of the CQ-PAM and
reduces the voltage stresses of individual transistors. Consequently, the use of multilevel component
inverters in the modular VSIs with coupled reactors will contribute to increased attractiveness of the
considered topology.
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Figure 15. Example output voltages and currents for SVPWM control.
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Figure 16. Output voltages and their spectra for the modular VSI with two-level (left) and three-level

(right) modules.
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Figure 17. Load currents and their spectra for the modular VSI with two-level (left) and three-level

(right) modules.

The modularity of the considered topology is an important advantage in itself. It allows, inter alia,
even distribution of the overall power transferred by the inverter between the reduced-power modules.
This feature is illustrated in Figure 18, which shows the phase currents of the component inverters (i1,,
ipa) and the resultant load currents (i,). As can be seen, the component inverter currents have the same
amplitude close to half of the load current. The modularity also improves operational reliability of the
considered topology, because it can continue working in case of a failure of one component inverter.
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Figure 18. Phase currents of component inverters and the corresponding load currents of the modular
VSI with two-level (left) and three-level (right) component inverters.

6. Conclusions

A hybrid approach to the output voltage control of modular VSI with coupled reactors has been
proposed and discussed, including a novel coarsely quantized PAM and space-vector PWM based
on the use of barycentric coordinates. Note that the use of these coordinates makes the SVPWM
computations feasible and transparent even for such complex space-vector diagrams as those of the
considered inverter topologies. The feasibility of the proposed solution has been verified by simulations
and laboratory tests of the 12-pulse modular VSI with two-level and three-level component inverters.
The use of multilevel inverter modules significantly improves the quality of output voltages and
increases the attractiveness of the considered topology and the CQ-PAM, especially for application
in high-speed motor drives (research into the latter application is planned for near future). It is also
worth noting that the proposed solutions in modulation, although validated for particular inverter
topologies, can be equally applicable to other topologies characterized by rich space-vector diagrams,
including a variety of modular multipulse inverters.
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Abstract: In this paper, different Pulse Width Modulation (PWM) strategies for operating with a
low-switching frequency, a topology that combines Conventional Matrix Converters (CMCs), and
Coupled Reactors (CRs) are presented and discussed. The principles of the proposed strategies are
first discussed by a conceptual analysis and later validated by simulation. The paper shows how the
combination of CMCs and CRs could be of special interest for sharing the current among these converters’
modules, being possible to scale this solution to be a modular system. Therefore, the use of coupled
reactors allows one to implement phase shifters that give the solution the ability to generate a stair-case
load voltage with the desired power quality even the matrix converters are operated with a low-switching
frequency close to the grid frequency. The papers also address how the volume and weight of the coupled
reactors decrease with the growth of the fundamental output frequency, making this solution especially
appropriate for high power applications that are supplied at high AC frequencies (for example, in airport
terminals, where a supply of 400 Hz is required).

Keywords: matrix converter; pulse width modulation; multipulse voltage converter; nearest voltage
modulation; pulse width regulation; low-switching modulation technique; multipulse matrix converter
with coupled reactors

1. Introduction

The energy conversion in the AC grid realized by power electronics devices always needs efficiency,
reliability, and compatibility [1]. The first element is significantly affected by conduction and switching
losses of the applied semiconductors. Reliability can lead to the elimination of weak construction elements,
which most often fail. Demands for Electromagnetic Intereference (EMI) compatibility have also increased
in recent years [2]. Moreover, the ecological aspect of the energy-saving cannot be omitted today [3,4]. The
paper proposes the Multipulse Matrix Converter with Coupled Reactors (MMCCR) [5-7] as an alternative
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solution to the Variable Frequency Drive (VFD) based on the classic AC-DC-AC topology. The use of
PWM techniques with a high-switching frequency in these applications can lead to significant dynamic
losses but it is required to maintain the good quality of the generated AC voltage.

Reduction of switching frequency of the power electronic devices without a significant decreases of the
output voltage quality can be achieved by using multilevel AC-DC-AC topology [8]. This device converts
an AC input voltage into the DC voltage and the voltage smoothing bulk electrolytic capacitor in the
DC-link circuit is required for this purpose. Capacitor bank stores the energy, which is converted back into
AC voltage with the desired frequency using the PWM inverter [9-12]. Another concept of the AC voltage
quality improvement uses magnetic elements and most often involves the use of multiphase transformers
with an appropriately designed winding configuration [13]. This solution is characterized by low switching
frequency but the main disadvantage of such approach related to transformers is cost. Without a doubt,
the overall cost is driven by the transformer price, which can be reduced by applying instead the coupled
reactors arrangement [14]. The main advantage of using coupled reactors is a significant size reduction,
thus for the same load power coupled reactors will be designed for power around five times lower then
transformer [15].

The Conventional Matrix Converter (CMC), in comparison with the classic AC-DC-AC frequency
converter, has certain individual features that determine the innovation of such a solution [16-19]. This
converter is fully bidirectional and operates without a large capacitor, with different frequencies at inputs
and outputs of the system. Moreover, a matrix converter allows the power factor regulation [20]. The
topology, which contains four matrix converters with coupled reactors, has been already demonstrated
in literature [21] but without the inclusion of the amplitude voltage control. The proposed converters
arrangement can be used in a turbine generator system equipped with a high-speed synchronous generator
with permanent magnets. In such a system, the turbine transmits torque to the shaft of the electric machine
directly or through a mechanical transmission, as illustrated in Figure 1.

grid grid

MMCCR
| input LPF
o 3 3 3 3
3%3 CMC CMC CMC CMC
T 3x3 3x3 3x3 3x3
output LPF ES S ES ES

coupled reactors

wind turbine clutch

gas turbine PMSM
(a) (b)

Figure 1. Examples of simplified application diagrams of turbines: (a) a wind turbine with a gear, (b) a gas
turbine with a clutch. Conventional Matrix Converter (CMC) 3 x 3—conventional matrix converter with 3
inputs and 3 outputs, M/G—motor/generator, LPF—low-pass filter.
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The synchronous generator produces AC voltage with a frequency dependent on the rotational
speed of the turbine [22]. To transfer the obtained energy to the grid, the generated voltage should be
converted and synchronized with the three-phase source. This task is performed with the use of power
electronic converters, by the matrix converter in particular. Both mechanical transmission using the gear
and converter losses determine the efficiency of the system. The smaller the difference between the input
and output speed in the mechanical transmission, the smaller the losses [23]. Therefore, a modulation
method which decreases the switching number in power converters with a small impact on the quality of
voltage and current waveforms are desired. High-speed electrical machines are characterized by greater
overall power than machines made for standard speeds, higher frequency of voltage at the terminals, and
higher current [24].

Another factor legitimizing the frequency increase is the possibility of eliminating large electrolytic
capacitors, which are the fastest deteriorating element in converters. This can be done by using a matrix
converter that does not require such energy storage at all. Unfortunately, the use of standard power
electronic switches and classic matrix converter topologies is limited by the upper allowable switching
frequency. Therefore, the choice of such a solution may be resulting in a significant increase in the
complexity of passive filters and a limit the converter dynamic, which is essential in small microgrids with
distributed generation elements.

The paper proposes to use four matrix converters operating in parallel due to the modularity of such
a solution and the increase in the range of operating currents. Due to new conditions, such as higher
voltage frequency, modular nature of the topology and no requirement of galvanic isolation, the use of the
coupled reactors circuits is an interesting idea. In addition, the leakage inductance of such reactors can
also be used in controlling the power flow between the generator and the grid. The set and arrangement of
the base vectors in the alpha-beta plain allow for the implementation of modulation methods with a lower
switching frequency compared to Space-Vector Pulse Width Modulation (SVPWM) but with relatively
good waveform quality. The switching frequency is equal to the generator frequency in particular. The
purpose of conceptual research is shortly presented in the next subsection.

A multiphase transformer for multipulse rectifiers and similar topologies with the coupled reactors
are known solutions. However, such an approach is mostly applied to systems that operate with the grid
frequency. Considering the price of copper, these solutions are relatively expensive. The dimensions, as
well as the price of these components, decrease with increasing nominal frequency. Thus, high-speed
electrical machines seem to be the perspective area for the proposed converter topology. The SVPWM
modulation allows for linear adjustment of both frequency and amplitude. However, it requires power
electronic switches to operate at high frequency. The efficiency of that solution can be improved using the
hybrid strategy of modulation. Consider the simplified gas turbine work profile shown in Figure 2.
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modulation change

speed ]
A SVPWM | NVM or PWR
| . A
steady-state I long time active
before grid | generation
_ | nominal speed YRS, ‘ control

speed-up
region

f P time

Figure 2. The simplified speed profile of the gas turbine: M—PMSM operates as a motor, G—PMSM
operates as a generator, SVPWM—high-frequency modulation method based on the space-vector concept,
Nearest Vector Modulation (NVM) and Pulse Width Modulation (PWR)—the low-switching frequency type
of PWM modulation.

In the speed-up region, the required energy is supplied from the utility grid through the inverter
converter controlled using the SVPWM algorithm. This modulation is used until the synchronisation with
the grid. When the speed is stable, the long time active generation control begins, which can be performed
using the proposed low-switching modulation approach. The main goal of the authors of the publication
was to develop such modulation and preliminary simulation studies.

1.1. The Discrete Projection of Voltage Vectors

The essence of the solution is to achieve a very low operating frequency of power electronic switches.
The forming of the output voltage in the proposed group of converters, while maintaining the power
switches in the lowest operating frequency, can be formally presented as an effect of discrete projection of
the reference vector, as shown in Figure 3.
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Figure 3. The general discrete reference vector projection concept: Us—voltage amplitude, ws and wy,
pulsations, p a number of discrete voltage vectors [7].

Applying the idea of the projection in solutions composed of conventional 3 x 3 matrix converters, a
multipulse output voltage can be obtained. Figure 4 shows a conventional matrix topology as the 3-pulse
system, which does not contain any coupled reactors yet. The need of using the coupled reactors appears

in the 6-pulse system. Such a converter is shown in Figure 5.
l‘ A MC1

SAl SAZ SA3

g R - s
v & « « « \
SB 1\» SBZ\» SB3\» ".
Ic |
Ve & &« « &« I/
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i i I
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Figure 4. Conventional matrix converter as a 3-pulse system: (a) schematic diagram, (b) the voltages
discrete projection.
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Figure 5. Two conventional matrix converters make the 6-pulse system: (a) schematic diagram, (b) the
voltages discrete projection.

1.2. Coupled Reactors

Both solutions, 6-pulse and 12-pulse, require an appropriately coupled reactors arrangement [25]. The
proposed topology, shown in Figure 6a, contains 36 bidirectional switches Sx1—-Sc12, which are elements
of four 4 matrix converters CMC;-CMCy and 3 Phase Shifters (PS) PS;, PS; and PS; respectively. The
connection diagram of the simulation model of a three-phase type coupled reactor is shown in Figure 7.
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Figure 6. Four conventional matrix converters make the 12-pulse system: (a) schematic diagram, (b) the
voltages discrete projection.
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Figure 7. Phase Shifter schematic.

To obtain the desired phase shift angle A the ratio of turns number Ny to N, should meet the
following condition
: 4
; 7&75m<p—:—)\) @
ABT N~ sin(A)

where
Pn is the number of pulses of a given system and in the discussed example takes 12,

A is a desired phase shift angle,
N, and Ny is the ratio of turns number.

An example turns number for two shift angles are presented in Tables 1 and 2. The final number of
windings depends on the adopted design parameters, in particular on the power of the system and the
reactors’ voltage spectrum. This aspect is not covered in this article.

Table 1. Turns number for shift angle equal to 30° (conversion values).

Na + Ng <100 <300 <1000
Na 15 56 209
Ng 15 56 209

Table 2. Turns number for shift angle equal to 15° (conversion values).

Na + Ng <100 <300 <1000
Na 41 153 571
Ng 15 56 209

The values of the turns number determine not only the shift angle but also certain properties of the
presented topology, such as the amount of reactive power circulating between the coupled three-phase
reactors and also the value of the maximum amplitudes of the output phase voltage. For simplicity of the
rest text, let us assume that magnetic elements in circuits shown in Figure 7 are linear and lossless, and
bidirectional power switches are ideal. The further part of the paper concerns the 12-pulse system only.
The article is organised as follows. The space of the rotating vectors for 12-pulse MMCCR and the load
voltage synthesis basic are presented in Section 2. While the control of output voltage amplitude using the
low switching frequency modulation is proposed in the next section. Simulation results are shown and
discussed in Section 4.
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2. The Space of the Rotating Vectors for 12-Pulse MMCCR

The switch state is 0, if it is switched off, and takes unity if it is switched on. The states of all
bidirectional switches can be defined by four switch state matrices Syic1—-Snyica expressed as follows
[ Sai Sm1 Sci |
Smc1 = | Sa2 Sz Sc2 2
Sas Ses Scs

Sas Sps Sca
Smc2 = | Sas S5 Scs 3
Sas Spe  Sce

Sa7 Sy Scr
Smcs = | Sas Ses  Scs “)
Sa9 Sy Sco

Sat10 Seio Scio
Smca = | Sann S Sciut 5)
Sa12 Sz Sciz

The modulation techniques presented in this article were developed for a system containing four
conventional matrix converters. The proposed approach uses only six switch states among the 27 available.
These selected vectors belong to the group of the rotating vectors [16]. Three of them rotate in a clockwise
direction (Table 3), while the remaining three are counterclockwise (Table 4). In general, two collections of
switch states can be proposed for the modulation. The first collection contains all combinations, which
utilise the counterclockwise rotating voltage vectors. These states are described in Appendix A. The second
collection, presented in Appendix A, comprises the clockwise rotating vectors. In summary, the total
number of switch state combinations for MMCCR is equal to 3%.

Table 3. Allowed Syc), switch states.

States Smcy

Sip Sup Sy

001 010 100
010 100 001
100 001 010
Table 4. Allowed Syc,, switch states.
States Syicy
Sin Siin Stiin
001 010 100
100 001 010
010 100 001

The output voltage values for each converter depicted in Figure 7 can be calculated as follows

[01 vy U3 ]T:SMCI'[UA (4] Ucr (6)

[04 U5 g ]T:SMCZ'[UA (4] UC}T 7)
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[07 vg U9 ]T:SMCS'[UA U UC}T ()

[ v U1 U12 ]T = Smca - [ vA UB UC ]T )

According to the shown topology scheme, the matrix converters” output is connected with the PS PS;
and PS; respectively. A simple circuit analysis, shown in Figure 7, leads to the following voltage synthesis

matrices
U1 Uy Uy —05 01 —04 1
op | = | v3 U3—Us UV2— U5 —k (10)
oy U1 U1 —04 U370 —k2
[4\% vg Vg — U1l U7 — U1 1
vy | = | v9 v9g—v12 Ug— O k1 (11)
oy v7 U7 =01 U9 — U1 —k2

where the values of coefficients k; and k, can be calculated using the number of turns listed in Table 1

Naoe) +Np(30°) N300
Ky = o Ao TNE( — : 12
1= 2N} (300) +Np(30) 2 2N (30°) + Np(30°) (12)

The final output voltage synthesis is realised by the third PS PS3, according to the equation

Va oy Up—oy U1 — Oy 1
v | = | vm vm—ovi Un— 0y —ks3 (13)
vc U] V1= Uy U~ Ovi —kyg

where, as before, the coefficients k3 and ky values can be calculated using the number of turns listed in
Table 2 resulting in the following formula

_ Na@se)+Npaso) o Np(150)
ks = 2N (150) + Np(150) 4 = 2Np(50) +Np(aso) (14)

Assuming that the MMCCR is supplied by a three-phase balanced AC voltage source and the load is
symmetrical, the space vector a—p coordinates can be obtained using the simplified amplitude invariant

Clarke transform
Uy =70
S (15)
Uﬁ = \/5
The space-vector diagram for Syic, switch state types, and nap1 = nap2 = 209/209, naps = 571/209,
is shown in Figure 8. While the space-vector diagram for Sy;c,, switch state types is illustrated in Figure 9.

The obtained space-vector diagrams are not stationary and rotate with the frequency of the grid voltage.
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Figure 8. The space-vector diagram for Syic, switch states.
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Figure 9. The space-vector diagram for Syc,, switch states.
3. The Control of Output Voltage Amplitude Using the Low Switching Frequency Modulation

This section proposes two low switching frequency modulation methods—the Pulse Width Regulation
PWR and Nearest Vector Modulation NVM. Both methods are successfully verified using PSIM simulation
software. The load voltage is represented by one vector, which is rotating on the stationary, orthogonal
a—p reference frame. This frame is built from the basic voltage vectors correspond to the switches states.
The total number of switch state is equal to the MY, where M is a number of allowed state combination
across the one commutation cell, while N is a number of cells. Thus theoretically the total number of
switch states is 312 for the proposed converter topology. Due to the concept of magnetically coupled using
the coupled reactors presented in [25] only the rotating vectors are allowed. The stationary and the zero
vectors from the conventional matrix converter space-vector frame are not suitable for that kind of the
reactors’ circuit. There are six rotating vectors allowed for each of the conventional matrix converters.
Two collections can be distinguished—the first covers vectors, that rotate clockwise—while the second set
represents vectors rotate counterclockwise. Thus, if the number of the conventional matrix converter is
equal to 4, as shown in Figure 6 the total number of selected vectors is reduced to 3*. The load voltage can
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be synthesised using a variety of switch states sequence. However, due to the requirement to minimise
losses during modulation, only the nearest vectors are applied within the modulation period.

3.1. Pulse Width Regulation

The synthesis of voltages in the MMCCR with modular structure can be directed to the high efficiency
of the power conversion system also oriented to decreasing the number of switching. However, the
operating frequency should be chosen so as to preserve the multipulse nature of the generated phase
voltages with the assumption of the amplitude output voltage regulation. Considering the vectors
arrangement shown in Figure 10, the vectors V0-V54 belong to the outer circle with radius is equal to
1.0 p.u., while the vectors V55-V6 are located on an inner circle with radius of 0.732 p.u.. The shown
reference voltage vector Vggr lies exactly between vectors V9 and V1 area, which refers to a sector 2 in
propose modulation scheme. To obtain the symmetry effect of the states sequence in the time window
corresponding to the modulation period Tpwrg, the three—step switch states sequence has been proposed.
The first three sequences are shown in Table 5. The PWR duty cycles, for each sector, can be calculated as

follows S
= Vv (16)
dy =1 —dy

where Vi = 1.0, Vi, = 0.732, and dy corresponds to the longer vector. An example waveform of the
output voltage is shown in Figure 11.

V13

V40 V10

radius 1 p.u.

radius 0.732 p.u.

So
sector 9. _

sector 10

V60

V78

Figure 10. The PWR modulation workspace for Syic, switch states.
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Figure 11. Fragment of phase voltage waveform for the PWR modulation using the Syc, states.

The coordinates of the reference output voltage Vrgr can be defined according to the selected type of
switch state matrices. For selected Syic,, the a coordinates of the Vrgp, can be calculated

vy =q-cos (w;- (kg+2)-t) 17)
v = g-sin (w; - (kg+2) - t)
while for Syic, we obtain
vh =q-cos (wi- (ke—2)-t+ %”)

vE:q-sin(wi-(kffZ)-tJr%”) (18)

where

vs—reference w coordinate,
vi—reference B coordinate,

wij—input voltage pulsation,

k¢ = wo/ wi—pulsation ratio, and

q = VRrep/ Vi is the voltage transfer ratio.

Table 5. Example the switch states sequences in the first 3 sectors.

Type NAB3 Sector 1 Sector 2 Sector 3
Smcp 571/209 V55-V0-V55 V9-V1-V9 V4-V10-V4
Smcn 571/209 V29-V0-V29 V18-V2-V18 V8-V20-V8

3.2. The Nearest Vector Modulation

The second approach is based on the minimum distance selection criterion, in which a distance is
measured between the reference vector and basic vectors belonging to the collection of rotating voltage
vectors. Another control concept, also leading to the minimisation of the number of switching, depends
on choosing the one space-vector within the modulation period, which is geometrically closest to the
reference vector with coordinates v and v}. Theoretically, the number of required distances depends on
the regulation range of the output phase voltage and takes the maximum value equal to 49 (48 active
vectors and one zero vector). Since the following minimum value is needed

2
e = \/(UZE —ow)’ + <U)§ - U/Sk) (19)
in the decision process, finally another expression can be chosen
gk = (0% — o) - (0% — va) + (05 — o) - (0 — o) 20)
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where

k—the switch state index, form 1 to 49,
gxr—the proposed distance function,

v —vector a coordinate for k switch state,
vgr—Vector B coordinate for k switch state.

The new proposed expression contains no square root operation. Further optimisation of the algorithm
may consist of taking into account the redundancy of certain switch states. The redundancy, in this case,
means that the same voltage vector can be assigned to at least two switch states. In this paper, this aspect is
omitted in further discussion. The algorithm calculations should be performed quite frequently to maintain
best output voltage quality as possible. In order to counteract the appearance of undesirable effects
associated with the so-called a short impulse, attention should be paid to the commutation capabilities of
the used bi-directional switch. The commutation process should be appropriately performed according
to the dynamic properties of the switch included in the datasheet. This issue is more important in
medium and high power application characterised by the large currents values. Overvoltage across the
switch can damage it. The proposed solution is able to be discussed for the nominal frequencies (50
Hz or 60 Hz) but is promising for higher frequencies used in gas turbines, ultrasounds, and high-speed
drives. Such applications require modern transistors based on GaN or SiC technology. The time of the
commutation process is much less compared to the IGBT switch counterparts. That feature has critical
importance for NVM modulation, wherein the short impulse problem can appear. This aspect in the
algorithm can be limited to the adoption of a specific frequency of the algorithm’s call or using the
hysteresis mechanisms in the sequence selection process. The quality of the proposed modulation method
can be assessed using the error rate defined as follows

T50Hz

1 Ui — U, 2
= . dt 21
FRMS Ts0H ( v; > @)

The results are presented in Figure 12. The shown waveform contains four local optimum g values,
which correspond to the optimal multipulse operation.
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Figure 12. An error rate, defined by (21), for proposed NVM method: nap; = napy = 209/209, naps =
571/209, kf =1/12.

4. Research

Initial simulation studies focused on selected modulation techniques. The converter MMCCR
topology is new; therefore, it was necessary to develop modulation algorithms from scratch. Three
types of modulation have been developed:

e SVPWM—this type of modulation belongs to the high-frequency switching technique, is
characterised by good accuracy. The nearest three vector modulation has been adopted and
developed for a new space-vector diagram presented in the previous section. The formulas of
the PWM duty cycles can be found in the paper [26].

e PWR—this type of modulation allows for an amplitude control only in the limited range of
modulation index with the number of switching is less than in the SVPWM. However, the precise
amplitude control is worst in comparing with the SVPWM.

¢ NVM—modulation with the minimum number of switching operations, dedicated to working in a
steady state. The field of application may be inverters operating with a constant output frequency.

The results are presented in two subsections. Voltage and current waveforms for inverter operation
with RL load are presented first. The next subsection is dedicated to a potential application in a system
with a high-speed PMSM generator, as mentioned in the introduction.

4.1. PWR and NVM Modulations in the MMCCR Inverter Mode of Operation

Simulation has been performed using DLL block as a DSP platform emulator works with 50 us
step. The markings used in demonstrated figures are: v,—load phase voltage, vA—grid phase voltage,
iap,—load currents, and ip g c—input currents. Two load models parameters sets are applied, which are
listed in Table 6. All waveforms are presented in p.u. unit.
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Table 6. 20 kVA /400 V load models simulation parameters.

R[Q] L[H] Z[0] PF
model-1 7.75 0.0008 8.0 0.97
model-2 4 0.0028 8.0 0.5

Simulation tests for PWR modulation were carried for the model-1, which was characterised by a
power factor of 0.97. The proposed PWR modulation has been verified for both types of switches state
sequence. Results for Syic,, switches state sequence are shown in Figures 13 and 14, while the waveforms
obtained for opposite rotation, Symc), switch state sequences, are illustrated in Figures 15 and 16.
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Figure 13. The waveforms of the phase voltages and currents at the output and input of the PWR controlled
MMCCR for the Syc;, switch state sequences: load model-1, nag; = napy = 209/209, naps = 571/209,

q=0.866,kf = 8.
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Figure 14. The waveforms of the phase voltages and currents at the output and input of the PWR controlled
MMCCR for the Syic,, switch state sequences: load model-1, g = 1.0, kg = 8.
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Figure 15. The waveforms of the phase voltages and currents at the output and input of the PWR controlled
MMCCR for the SMCp switch state sequences: load model-1, g = 0.866, k §= 8.
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Figure 16. The waveforms of the phase voltages and currents at the output and input of the PWR controlled
MMCCR for the Sy v switch state sequences: load model-1, g = 1.0, k = 8.

According to the proposed concept, for g equal to unity, the output voltage is formed based only on
the vectors located on the outer circle. In this case, the system works in 12-pulse mode with the optimal
number of switching. Note that in all simulations, a standard input low pass filter has not been used, to
demonstrate the unfiltered input current shape.

Comparison of load current Total Harmonic Distortion (THD) and average switching frequency for
PWR modulation using the Syc, and Sy switch state sequences for k¢ = 8 is characterised in Table 7.
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Table 7. Comparison of load current THD and average switching frequency for PWR modulation using the
Snicn switch state sequences and kg = 8.

Smcy Switch State Type

q 0.732 0.75 0.8 0.85 0.9 0.95 1
THD i, [%] 3.15 3.35 4.8 5.4 52 43 3.1
Sswitch [Hz] 1350 3125 3125 3125 3125 3125 450

Smcy Switch State Type

q 0.732 0.75 0.8 0.85 0.9 0.95 1
THD i, [%] 4.15 4.6 6.2 7.0 6.5 5.5 4.1
Sswitch [Hz] 1050 2450 2450 2450 2450 2450 350

As can be deduced low switching frequency MMCCR operation is achieved for voltage g equal to the
radius shown in Figure 10. An important feature of the matrix topology is the ability to the regulation of
input angle, defined as displacement between the input current and grid voltage. The range of an angle
regulation relies on the load parameters. In a simple way, the desired input angle can be selected using
the Sy or Swmicp switch state sequences. The result of the rapid change of the switch state sequence for
model-2 parameters is shown in Figure 17, in which an input angle ¢ is approximately equal to 77/3. Note
that the proposed PWR method is elaborated only for a limited range.
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Figure 17. The zoom of the rapid change of switch sequence type for PWR modulation and load model-2,
q = 0.866, and kf =8.

The proposed PWR modulation is not an accurate voltage synthesis method. Formula (16)
calculates the proportion only in an estimated way, assuming that the voltages are constant in the
modulation period.

A simulation has been performed in which the Root Mean Square (RMS) value and THD of the
load current have been calculated. Figure 18 shows maximal magnetic flux values referred to the case
of the 50 Hz output waveform generation in function of voltage transfer ratio g and output frequency
ratio kg. On the basis of the collected data, it was confirmed that the magnetic flux value is linearly
dependent on the output frequency. On the other hand, a smaller flux allows for a smaller design of the
coupled reactor circuit. Therefore, the proposed solution will work better in applications with a higher
fundamental frequency.
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Figure 18. The maximal relative magnetic flux F in PS3 coupled reactor in function of voltage transfer ratio

g and output frequency ratio ky.

Figure 19 presents an example of current and voltage waveforms in the case of 400 Hz voltage
generation using the NVM method. The presented fragment of the waveforms refers to the case when the
output voltage amplitude is gradually increased. The results were obtained for the load model-1.
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Figure 19. Example output voltage waveforms, for NVM modulation, during gradually increasing the
voltage gain g from 0.27 to 0.43 for ky = 8.

Figure 20a shows a comparison of THD modulation methods described in the article. Obviously,
curves in the figure are not similar because they represent different approaches to low-frequency
modulation. To formulate conclusions one should also consider the results presented in Figure 20b,
in which the RMS load currents have been compared to the reference current.
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Figure 20. The comparison of the PWR and NVM modulation methods during the inverter operation: (a)
the load current total harmonic distortion in the applicable range of modulation index, (b) the load current

RMS value comparison of reference and proposed modulation.
4.2. A Potential Application in a System with a High-Speed PMSM Generator

The proposed MMCCR converter can be applied in a system with a high-speed PMSM generator.
Figure 21 shows a simplified circuit for simulation tests, while the proposed control diagram is presented
in Figure 22. The purpose of the simulation tests was as follows:

e comparing the converters CMC and MMCCR controlled by SVPWM modulation,
e investigating the possibility of the system control for active NVM modulation with the low-frequency
switching within a steady-state operation (shown in Figure 2).

Precise amplitude control is required during generator start-up and synchronisation with the grid.
The SVPWM method based on the three nearest vectors selection has been used. At this stage, simulation
studies focused on the verification of the possibility of controlling the active component of the generator
current, estimating the THD for selected waveforms, and determining the number of switching of power
electronic switches.

control

Vg1 Vs U
Vo1,V02,Vo3 ... Ve bg2,Me3
> > 50 mQ 100 pH
L JEERIERSS

400 V 300 V
50 Hz 1000 Hz
). itchin
. Li1LPF,... | SW* el
grid counter generator

Figure 21. A potential application scheme with a high-speed PMSM generator: CMC—conventional matrix
converter, MMCCR—the proposed converter, THD—calculation of the total harmonic distortion block,
LPF—the low—pass filter, and “n”—the star point for the phase voltage measurement.
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Figure 22. The proposed control scheme: PLL—phase-locked loop, MMCCR—the proposed converter,
Pl—standard proportional integral controller, p;—grid’s voltage angle, p—the synchronisations angle,
@g—generator’s voltage angle, i;—an active reference current for generator, i;—a reactive reference current
for generator, wg = wm—for simplicity, mechanical pulsation is equal to electrical pulsation.

Selected results of the comparison CMC and MMCCR converters during SVPWM modulation are
shown in Table 8. All presented measurements were carried out for the modulation period equal to
10 ps and the set active current of the generator 200 A. For the MMCCR converter, compared to the
CMC topology, the THD factor of the input current and the output voltage is over 2.5 times lower, while
maintaining a constant value of the modulation period. In addition, the quality of the generator current is
better.

Table 8. Selected results of the comparison CMC and MMCCR converters during SVPWMmodulation.

ConverterType  THD(i)  THD(vs1)  THD(igi)  The Relative Number of Switching Operations
CMC 74% 73% 1.6% 100%
MMCCR 28% 26% 0.85% ~50%

Example waveforms of currents and voltages are shown in Figure 23. The simulation performed for
the step change of the reference active generator current, from 0 to 200 A (approximately 75 kW power)
in t = 0.07 s. As can be seen, the shape of the input current and the voltage generated by the converters
have differed. The MMCCR generates a quasi multilevel voltage and the input current shape is near to the
sinusoidal waveform. The input current spectrums for both converters are presented in Figure 24.
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Figure 23. The step change 0-200 A of the reference active generator current in t = 0.07 s: (a) for CMC
converter, (b) for MMCCR converter.
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Figure 24. The input current spectrums for both converters.

The proposed MMCCR topology contains four matrix converters and three-phase shifter circuits. As
mentioned in an introduction section, the power is equally divided with among these matrix converters.
Example PS currents ipg;, ipsy, and ipsz are shown in Figure 25.
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In steady-state it is possible to change the control strategy. The SVPWM method can be replaced
by NVM modulation, which is characterised by a much lower operating frequency of power electronic
switches. However, new PI controllers settings should be selected in this case to keep the staircase character
of the generated voltage. An obtained example of converter’s voltage and other waveforms, during an
active NVM modulation, is shown in Figures 26 and 27.
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Figure 25. Converter’s line-to-line output (correspond to Figure 21) voltage and the current sharing among
the PS shown in Figure 6—SVPWM modulation.
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Figure 26. MMCCR converter’ output voltage v51 and the generator current ig; for NVM modulation:
THD(ig; ) = 3.5% and THD(v1) = 16%.
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Figure 27. An input current i;; and its filtered waveform i pp for NVM modulation: THD(;1) = 26%.
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5. Conclusions

This article studies nature and presents conceptual research and discusses the different Pulse Width
Modulation (PWM) strategies for operating, with a low-switching frequency for the proposed topology. It
shows how the unconventional combination of CMC modules and CR could improve the quality of energy
conversion. The paper also presents how this solution may be specifically appropriate for the high power
systems, that are supplied by the high AC frequency sources, such as the high-speed generators or airport
terminals” supply of 400 Hz.

The main features of the proposed approach are as follows:

® The use of coupled reactors allows the generation of voltages with staircase character (see Figure

26) with relatively low switching frequency operation, which depends on the value of the reference

voltage. However, the staircase-type waveforms of the load voltages are obtained only for maximum

voltage gain (for both NVM and PWR modulations) or for the certain values of the NVM modulation

index, as shown in Figure 12.

Increasing the number of CMC devices allows for the achievement of the voltage gain close to unity.

For CMC, the voltage gain is no greater than 0.866, while for the proposed topology, the generated

maximum amplitude is 11% greater. However, four PS circuits are required. Therefore, and also due

to the volumes of coupled reactors, the application of the discussed system is the most rational in the
case of high frequencies at the output and/or output of the CMC, e.g., in gas turbines.

¢ The content of higher harmonics in the voltage, generated using PWR and NVM algorithms, is not
linearly dependent on the reference load voltage value, this can make application of the proposed
solution problematic in a full range of load voltage amplitude changes. Therefore, the proposed
type of amplitude control should be used and optimised preferably in systems with a fixed output
frequency. Only the SVPWM method, based on the rotating vectors, can be utilised in a full range of
the modulation index.

e In comparison with high-frequency methods such as PWM, both PWR regulation and NVM
modulation are not precise methods generating output voltages. Therefore, the proposed solution
will not find application even in electric drive with high requirements for dynamics. However, it
can be assumed that apart from reducing switching losses, the EMI level will also decrease. Due to
these properties, the presented modulation methods can be applied in converters for high-speed
generators/motors and also the onboard power supply.

In the case of MMCCR control with NVM modulation, it is possible to achieve a reasonable
compromise between low THD value and relatively low frequency of power switches. However, as
shown in Figure 20, in case of NVM modulation, it is difficult to control the output current/voltage with
reference amplitude changes. Special switchable algorithms are required. Much better control possibilities,
albeit at the cost of increasing THD and about 2 times the switching frequency, can be achieved when
implementing the PWR algorithm. A further increase in the precision of the generation and control
range of the output current/voltage is possible by means of SVPWM modulation for two rotating spatial
vectors. This results in higher switching frequency and control calculation problems for CMC systems,
in particular for this 12-pulse MMCCR. In order to reduce the importance of these problems and the
related requirements on the capabilities of processor controllers, the authors initially propose to use the
barycentric coordinate method [19], which unifies and simplifies calculations.

The research of this method in relation to the MMCCR system, including the hybrid method [25],
allowing to minimize the frequency of connections in the converter at fixed points will be presented in
the next paper. This study article does not in any way pretend to present the full spectrum of problems
associated with MMCCR systems. Its main objective was only to present the possibilities and basic
properties of equalising typical CMC modules with chokes coupled with overall power of no more than
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about 30% of the rated power of the whole system. The above objective also includes a general discussion of
dedicated control algorithms. Considering the generality and the material’s size, only the most important
theoretical issues verified by simulation are presented. Experimental research on specific cases will be the

subject of further publications in the near future.
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Abbreviations

The following abbreviations are used in this manuscript:

CMC Conventional Matrix Converter
CMCs Conventional Matrix Converters

CRs Coupled Reactors

EMI Electromagnetic Intereference
MMCCR  Multipulse Matrix Converter with Coupled Reactors
NVM Nearest Vector Modulation

PS Phase Shifters

PWM Pulse Width Modulation

PWR Pulse Width Modulation

RMS Root Mean Square

SVPWM  Space-Vector Pulse Width Modulation
THD Total Harmonic Distortion

VED Variable Frequency Drive

Appendix A

Table A1. The Syyc,, Switch States.

Sa1---Scs Sas---Sce Saz---Sco Sao- - -Sci2

A 001-100-010 001-100-010 001-100-010 001-100-010
Vi 001-100-010 001-100-010 001-100-010 010-001-100
V2 001-100-010 001-100-010 001-100-010 100-010-001
V3 001-100-010 001-100-010 010-001-100 001-100-010
V4 001-100-010 001-100-010 010-001-100 010-001-100
V5 001-100-010 001-100-010 010-001-100 100-010-001
Ve 001-100-010 001-100-010 100-010-001 001-100-010
v7 001-100-010 001-100-010 100-010-001 010-001-100
V8 001-100-010 001-100-010 100-010-001 100-010-001
Vo 001-100-010 010-001-100 001-100-010 001-100-010
V10 001-100-010 010-001-100 001-100-010 010-001-100
Vi1 001-100-010 010-001-100 001-100-010 100-010-001
Vvi2 001-100-010 010-001-100 010-001-100 001-100-010
V13 001-100-010 010-001-100 010-001-100 010-001-100
Vi4 001-100-010 010-001-100 010-001-100 100-010-001
Vi5 001-100-010 010-001-100 100-010-001 001-100-010
V16 001-100-010 010-001-100 100-010-001 010-001-100
V17 001-100-010 010-001-100 100-010-001 100-010-001
Vvi8 001-100-010 100-010-001 001-100-010 001-100-010
V19 001-100-010 100-010-001 001-100-010 010-001-100
V20 001-100-010 100-010-001 001-100-010 100-010-001
V21 001-100-010 100-010-001 010-001-100 001-100-010
V22 001-100-010 100-010-001 010-001-100 010-001-100
V23 001-100-010 100-010-001 010-001-100 100-010-001
V24 001-100-010 100-010-001 100-010-001 001-100-010
V25 001-100-010 100-010-001 100-010-001 010-001-100
V26 001-100-010 100-010-001 100-010-001 100-010-001
v27 010-001-100 001-100-010 001-100-010 001-100-010
V28 010-001-100 001-100-010 001-100-010 010-001-100
V29 010-001-100 001-100-010 001-100-010 100-010-001
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Table A1. Cont.

Sa1---Scs Sa4..-Sce Sa7...Sco Sa10---Sci2
V30 010-001-100 001-100-010 010-001-100 001-100-010
V31 010-001-100 001-100-010 010-001-100 010-001-100
V32 010-001-100 001-100-010 010-001-100 100-010-001
V33 010-001-100 001-100-010 100-010-001 001-100-010
V34 010-001-100 001-100-010 100-010-001 010-001-100
V35 010-001-100 001-100-010 100-010-001 100-010-001
V36 010-001-100 010-001-100 001-100-010 001-100-010
V37 010-001-100 010-001-100 001-100-010 010-001-100
V38 010-001-100 010-001-100 001-100-010 100-010-001
V39 010-001-100 010-001-100 010-001-100 001-100-010
V40 010-001-100 010-001-100 010-001-100 010-001-100
V41l 010-001-100 010-001-100 010-001-100 100-010-001
V42 010-001-100 010-001-100 100-010-001 001-100-010
V43 010-001-100 010-001-100 100-010-001 010-001-100
V44 010-001-100 010-001-100 100-010-001 100-010-001
V45 010-001-100 100-010-001 001-100-010 001-100-010
V46 010-001-100 100-010-001 001-100-010 010-001-100
V47 010-001-100 100-010-001 001-100-010 100-010-001
V48 010-001-100 100-010-001 010-001-100 001-100-010
V49 010-001-100 100-010-001 010-001-100 010-001-100
V50 010-001-100 100-010-001 010-001-100 100-010-001
V51 010-001-100 100-010-001 100-010-001 001-100-010
V52 010-001-100 100-010-001 100-010-001 010-001-100
V53 010-001-100 100-010-001 100-010-001 100-010-001
V54 100-010-001 001-100-010 001-100-010 001-100-010
V55 100-010-001 001-100-010 001-100-010 010-001-100
V56 100-010-001 001-100-010 001-100-010 100-010-001
V57 100-010-001 001-100-010 010-001-100 001-100-010
V58 100-010-001 001-100-010 010-001-100 010-001-100
V59 100-010-001 001-100-010 010-001-100 100-010-001
V60 100-010-001 001-100-010 100-010-001 001-100-010
Vel 100-010-001 001-100-010 100-010-001 010-001-100
V62 100-010-001 001-100-010 100-010-001 100-010-001
V63 100-010-001 010-001-100 001-100-010 001-100-010
V64 100-010-001 010-001-100 001-100-010 010-001-100
V65 100-010-001 010-001-100 001-100-010 100-010-001
V66 100-010-001 010-001-100 010-001-100 001-100-010
V67 100-010-001 010-001-100 010-001-100 010-001-100
V68 100-010-001 010-001-100 010-001-100 100-010-001
V69 100-010-001 010-001-100 100-010-001 001-100-010
V70 100-010-001 010-001-100 100-010-001 010-001-100
V71 100-010-001 010-001-100 100-010-001 100-010-001
V72 100-010-001 100-010-001 001-100-010 001-100-010
V73 100-010-001 100-010-001 001-100-010 010-001-100
V74 100-010-001 100-010-001 001-100-010 100-010-001
V75 100-010-001 100-010-001 010-001-100 001-100-010
V76 100-010-001 100-010-001 010-001-100 010-001-100
V77 100-010-001 100-010-001 010-001-100 100-010-001
V78 100-010-001 100-010-001 100-010-001 001-100-010
V79 100-010-001 100-010-001 100-010-001 010-001-100
V80 100-010-001 100-010-001 100-010-001 100-010-001
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Table A2. The Syc, Switch States.

Sa1---Sc3 Sa4---Sce Sa7..-Sco Sat0---Sciz

Vo 001-010-100 001-010-100 001-010-100 001-010-100

Vi 001-010-100 001-010-100 001-010-100 010-100-001

V2 001-010-100 001-010-100 001-010-100 100-001-010

V3 001-010-100 001-010-100 010-100-001 001-010-100

V4 001-010-100 001-010-100 010-100-001 010-100-001

V5 001-010-100 001-010-100 010-100-001 100-001-010

V6 001-010-100 001-010-100 100-001-010 001-010-100

v7 001-010-100 001-010-100 100-001-010 010-100-001

V8 001-010-100 001-010-100 100-001-010 100-001-010

V9 001-010-100 010-100-001 001-010-100 001-010-100

V1o 001-010-100 010-100-001 001-010-100 010-100-001
Vi1 001-010-100 010-100-001 001-010-100 100-001-010
Vi2 001-010-100 010-100-001 010-100-001 001-010-100
V13 001-010-100 010-100-001 010-100-001 010-100-001
Vid 001-010-100 010-100-001 010-100-001 100-001-010
V15 001-010-100 010-100-001 100-001-010 001-010-100
Vi6 001-010-100 010-100-001 100-001-010 010-100-001
V17 001-010-100 010-100-001 100-001-010 100-001-010
V18 001-010-100 100-001-010 001-010-100 001-010-100
V19 001-010-100 100-001-010 001-010-100 010-100-001
V20 001-010-100 100-001-010 001-010-100 100-001-010
V21 001-010-100 100-001-010 010-100-001 001-010-100
V22 001-010-100 100-001-010 010-100-001 010-100-001
V23 001-010-100 100-001-010 010-100-001 100-001-010
V24 001-010-100 100-001-010 100-001-010 001-010-100
V25 001-010-100 100-001-010 100-001-010 010-100-001
V26 001-010-100 100-001-010 100-001-010 100-001-010
V27 010-100-001 001-010-100 001-010-100 001-010-100
V28 010-100-001 001-010-100 001-010-100 010-100-001
V29 010-100-001 001-010-100 001-010-100 100-001-010
V30 010-100-001 001-010-100 010-100-001 001-010-100
V31 010-100-001 001-010-100 010-100-001 010-100-001
V32 010-100-001 001-010-100 010-100-001 100-001-010
V33 010-100-001 001-010-100 100-001-010 001-010-100
V34 010-100-001 001-010-100 100-001-010 010-100-001
V35 010-100-001 001-010-100 100-001-010 100-001-010
V36 010-100-001 010-100-001 001-010-100 001-010-100
V37 010-100-001 010-100-001 001-010-100 010-100-001
V38 010-100-001 010-100-001 001-010-100 100-001-010
V39 010-100-001 010-100-001 010-100-001 001-010-100
V40 010-100-001 010-100-001 010-100-001 010-100-001
V4l 010-100-001 010-100-001 010-100-001 100-001-010
V42 010-100-001 010-100-001 100-001-010 001-010-100
V43 010-100-001 010-100-001 100-001-010 010-100-001
V44 010-100-001 010-100-001 100-001-010 100-001-010
V45 010-100-001 100-001-010 001-010-100 001-010-100
V46 010-100-001 100-001-010 001-010-100 010-100-001
V47 010-100-001 100-001-010 001-010-100 100-001-010
V48 010-100-001 100-001-010 010-100-001 001-010-100
V49 010-100-001 100-001-010 010-100-001 010-100-001
V50 010-100-001 100-001-010 010-100-001 100-001-010
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Table A2. Cont.

Sa1...Scs Sa4...Sce Sa7...Sco Sa10--.Sc12
V51 010-100-001 100-001-010 100-001-010 001-010-100
V52 010-100-001 100-001-010 100-001-010 010-100-001
V53 010-100-001 100-001-010 100-001-010 100-001-010
V54 100-001-010 001-010-100 001-010-100 001-010-100
V55 100-001-010 001-010-100 001-010-100 010-100-001
V56 100-001-010 001-010-100 001-010-100 100-001-010
V57 100-001-010 001-010-100 010-100-001 001-010-100
V58 100-001-010 001-010-100 010-100-001 010-100-001
V59 100-001-010 001-010-100 010-100-001 100-001-010
V6o 100-001-010 001-010-100 100-001-010 001-010-100
Vel 100-001-010 001-010-100 100-001-010 010-100-001
ve2 100-001-010 001-010-100 100-001-010 100-001-010
V63 100-001-010 010-100-001 001-010-100 001-010-100
Vo4 100-001-010 010-100-001 001-010-100 010-100-001
Veé5 100-001-010 010-100-001 001-010-100 100-001-010
V66 100-001-010 010-100-001 010-100-001 001-010-100
ve7 100-001-010 010-100-001 010-100-001 010-100-001
Ves 100-001-010 010-100-001 010-100-001 100-001-010
V69 100-001-010 010-100-001 100-001-010 001-010-100
V70 100-001-010 010-100-001 100-001-010 010-100-001
V71 100-001-010 010-100-001 100-001-010 100-001-010
V72 100-001-010 100-001-010 001-010-100 001-010-100
V73 100-001-010 100-001-010 001-010-100 010-100-001
V74 100-001-010 100-001-010 001-010-100 100-001-010
V75 100-001-010 100-001-010 010-100-001 001-010-100
V76 100-001-010 100-001-010 010-100-001 010-100-001
v77 100-001-010 100-001-010 010-100-001 100-001-010
V78 100-001-010 100-001-010 100-001-010 001-010-100
V79 100-001-010 100-001-010 100-001-010 010-100-001
V8o 100-001-010 100-001-010 100-001-010 100-001-010
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Abstract: The paper proposes the adaptation of the industrial plant’s power network to supply
electric vehicle (EV) fast-charging converters (above 300 kW) using renewable energy sources (RESs).
A 600 V DC microgrid was used to supply energy from RESs for the needs of variable speed motor
drives and charging of EV batteries. It has been shown that it is possible to support the supply of
drive voltage frequency converters (VFCs) and charging of EV batteries converters with renewable
energy from a 600 V DC microgrid, which improves the power quality indicators in the power
system. The possibility of implementing the fast EV batteries charging station to the industrial plant’s
power system in such a way that the system energy demand is not increased has also been shown.
The EV battery charging station using the drive converter has been presented, as well as the results of
simulation and laboratory tests of the proposed solution.

Keywords: EV battery; electric vehicles; fast battery charging; local transport; DC micro grid;
drive voltage frequency converter; big power DC/DC converter

1. Introduction

The fast development of industrial power electronics gives the opportunity to replace traditional
solutions not only in electric drives, but also contributes to the construction of scalable high-power
modular charging stations for electric vehicles, e.g., 300 kW. The authors propose the use of low-voltage
frequency converter modules, that are commonly used in electric drives, in fast-charging stations.
This approach will significantly facilitate the construction of a fast vehicle charging station and should
significantly reduce the cost of their manufacture.

The literature review shows that there are different methods and topologies for electric vehicle
(EV) battery charging. In [1], the authors present simulation models of selected topologies of EV
fast-charging systems and their research, where particularly interesting are the converter topologies
with regulated rectified voltage using a thyristor half-bridge three-phase rectifier. This solution does
not use galvanic separation between the charged battery and the converter. Other models shown
use a single-phase inverter and a high-frequency isolation transformer. In [2], the authors focus
on reviewing all the useful data available on EV configurations, battery energy sources, electrical
machines, charging and optimization techniques, impacts, trends, and possible directions of future
developments. In [3] various charging station topologies compared and evaluated based on microgrid
support, power density, modularity and other factors. The authors use full-bridge single-phase
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inverters to supply the individual phases of a three-phase high-frequency transformer that separates
the output power stages of the DC/DC converter. In [4], mainly on-board converters for charging
EV batteries powered from single- and three-phase grids are presented. Various power level chargers
and infrastructure configurations are presented, compared, and evaluated based on amount of power,
charging time and location, cost, equipment, and other factors. The paper [5] shows power electronics
converters for EV fast charging stations, where a three-branch DC/DC converter is used that uses a
half-bridge inverter structure to produce DC charging for EV batteries. The properties of the DC/DC
converter model from [5] were described by the authors of this paper on the basis of simulation tests
carried out.

The most popular charging method is constant current charging of EV battery to about 80%
of its capacity [6,7]. Whereas the reference [8] shows off-board EV fast battery charger based on a
dual-stage power converter (AC/DC and DC/DC) sharing the same DC link. Publications presenting
the possibility of application of three-phase half-bridge voltage inverters as components for DC/DC
converters in the EV charging stations are rarely seen. In particular, these three-phase Pulse Width
Modulation (PWM) inverters are used in the induction motor drives [9]. The majority part of literature
on the subject describes solutions with single-phase full-bridge PWM inverters [1,10]. Converters
for charging EV batteries mainly use single-phase inverters. Three-phase converters are required for
high charging powers. The proposals from the literature do not use the three-phase voltage frequency
drives voltage frequency converters (VECs) to obtain the charging voltage of an EV battery.

Particularly, paper [11] presents a comparison of a current-source converter and a voltage-source
converter (VSC) for three-phase EV fast battery chargers, where it is possible to control the output
voltage of VSCs in a wide range of values but no more than 560 V, which is the maximum instantaneous
value of the phase-to-phase voltage.

An important aspect is that the power supply of the EV fast-charging station should come from
renewable energy sources (RESs). The concept of powering from RES dedicated for EV fast-charging
station is described in [12]. The use of an AC/DC converter to supply a three-phase diode rectifier,
generating the charging voltage of an EV battery is presented. The elimination of distorted currents in
three-phase networks was achieved by means of a resonant LC filter. The PWM inverter is connected
to the rectifier via the differential-mode voltage filter, which additionally allows the voltage regulation
on the rectifier. In [13] the methods of supporting DC power supply to drive converters from a PV
source is presented. This solution reduces the harmonics of the current in the three-phase AC network.
The main idea in [14] is to reduce the number of DC/DC converters in an off-board DC/AC charging
station powered from a PV source. The vehicles are equipped with on-board AC/DC converters.
The [15] presents calculations of the demand for renewable energy for the needs of EV battery charging,
taking into account energy storages.

The combination of many different sources enables more efficient use of the production capacities
of systems using RES, increases the reliability and quality of power supplied to consumers and ensures
independence from the supply. This integration of different energy sources is ensured by a microgrid.
The paper [16] presents the basic assumptions of the idea of connecting various generation units of
distributed generation cooperating within the so-called “microgrids” on the example of DC microgrid,
properties of renewable energy sources and economic aspects of energy production in the DC microgrid.
The use of DC microgrids in the EV battery charging stations is described in detail in [17], as well as
battery manufacturing technologies and charging strategies. In [18], the possibility of using a hybrid
DC/AC microgrid to power an EV charging station is demonstrated.

It is also important to limit the harmonic content of low orders in the phase current caused by
rectifiers located in EV chargers. In [19] the authors analyse the operating principle of charging current
in a continuous and discontinuous mode in case of EV charger with three-phase uncontrolled rectifier
with a passive method of power factor correction (current total harmonic distortion—THD). The use of
a 12-pulse rectifier [20,21] or resonant filters [12] is justified by the low cost and significant reduction
of current harmonics for demanding industry applications, typical above 250 kW.
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The rest of the introduction contains two main sections. Section 1.1 presents a model of an
exemplary Li-ion battery pack for an EVs and its basic parameters: nominal voltage, charging voltage,
internal resistance. A proprietary method of determining the equivalent resistance of a cell and the
entire set of batteries was proposed. The aim of the paper is to demonstrate the possibility of adapting
high-power drive converters to generate a constant voltage with an adjustable value for fast-charging
with a constant current of an EV battery set. Section 1.2 presents the described in the literature and
already implemented for production of direct voltage—direct current (DC/DC) converters using the
half-bridge structure of a three-phase inverter to generate direct current charging an EV battery pack
by using appropriate PWM control and branch output chokes of the converter. The authors presented
their own models for simulation tests of such converters to show the differences between PWM control
of DC/DC converters and PWM control of a drive inverter (DC/AC converter).

Further parts present the possibilities of using DC microgrid with hybrid power supply using
RES to supply clean energy, both for drive converters operating as converters to supply AC motors
or as converters for charging EV batteries (e.g., internal transport). Simulation tests of a high-power
converter model adapted for charging a battery set with DC current were carried out. The main circuit
diagrams and the control of the converter models are given precisely to enable the reader to verify the
obtained results and to further develop the presented research. The final section of the paper presents
the results of laboratory tests in which an industrial low-power drive converter with a rectifier unit
was used, where the energy supplied from the rectifier was lost on the power resistor. The aim of this
study was to demonstrate that, according to simulation studies, it is possible to automatically maintain
a constant current at a given value, regardless of the value of the load resistance. The industrial drive
converter automatically adjusted the AC voltage of the inverter to the set rectifier load current value.
The applied rectifier load power resistor with a given value replaced the EV battery set. The obtained
experimental results confirm the possibility of using high power drive converters for fast-charging of
EV batteries. Finally, in the Discussion section, the comparison of sinusoidal and triangular modulation
was presented and the use of triangular modulation in the PWM inverter to EV battery charging was
proposed for further research.

1.1. Charging of High Capacity, High Power Batteries

For the Li-ion type LFP100AHA battery cell [22] with the following parameters: V},, = 3.2V
(from 20% to 100% State Of Charge—SOC) and Qo = 100 Ah, it is possible to build a battery pack by
connecting cells in series to determine the voltage of battery set and in parallel to increase the capacity
of set.

With a series connection of 100 cells, a set of 100 cells multiplied by 3.2 V is obtained, giving the
nominal voltage of the battery set equal to V,;, = 320 V and a capacity Q;,1 = 100 Ah. By connecting
eight chains of 100 cells in parallel (100cx8ch), the final battery set 100cx8ch with the parameters
800 Ah/320 V is obtained, which corresponds to the capacity of 256 kWh. An equivalent diagram of
an EV battery with a voltage DC/DC charging converter is shown in Figure 1.

According to Figure 1, it was assumed that a DC/DC converter with a minimum power of approx.
Picy =276 kW should be used to charge the battery set in 1 h with 1 C current or with a power
of nearly 828 kW to charge the battery in about 20 min. with 3 C current. C rate is derived from
Coulomb’s Law. The value of the charging current resulting from the battery capacity specified in
Ah, e.g., 100 Ah means 1 C = 100 A. The possibility to charge an EV battery with 3 C current depends
on its cooling capability, as the losses during charging increase three times compared to 1 C current.
For 1 C currentis Ps = R, - Izzb =125mQ - (800 A)?> = 8 kW and for 3 C current is 3 x 8 kW = 24 kW.
During continuous operation and while charging the battery, its temperature may not exceed 65 °C [22].
For customer is better, when the charging this battery current is 3 C (2400 A). The EV battery in this
case will be charge in 20 min, but it is associated with a shorter battery life.
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Ry,=125m | zb=800A
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< ' 193,
————o
vV, =335V
zbn +,
20%-100% SOC DC/DC converter
of battery charging
= Vpc= 560V
Vch 345V bc
Pmax(ic) =276kW
(Pmax(3c) =828kW)
o]
EV battery set model

800Ah/320V/256kWh

Figure 1. Model of 100cx8ch battery set made of Li-ion cells LPFI00AHA-800 Ah/320 V/256 kWh with
direct voltage—direct current (DC/DC) converter powered from 600 V DC microgrid [23,24].

Different strategies are used to charge EV batteries, e.g., Constant Current (CC) 3 C (20-80% SOC)
and Constant Voltage (CV) 80-100% SOC or charging with 10 C current pulse (20-80% SOC).
A compromise should be found between charging time and battery temperature.

The equivalent internal resistance R, of the battery pack intended to estimate charging power
loses, can be determined based on the equivalent resistance of a single cell R;,. Several methods for
determining R; are known [25]. The authors of this paper propose a method based on reading the cell
charging voltage value at 1 C (Ug,(1¢) = 3.45 V) and 3C (U3¢ = 3.65 V) charging currents, which is
given in the catalogue card [26,27]. Charging voltages for the Li-ion cells of the LFP100AHA type are
linearly approximated and presented in Figure 2. To the further simulation studies, an equivalent
resistance was used, which reflects the power given to the battery by the converter.

UB[V] | (/IBL(:‘:)) 3

AU, (lect) |
/ 1]

3.5 |

; %[SOC]
3.0— L bt
20 50 80 100

Figure 2. Linear approximated Li-ion cell voltages of the LFP100AHA type for the 20-100% State of
Charge (SOC) range when charged at 1C and 3C [22].

Based on the reading of voltages for 50% SOC from Figure 2, the equivalent internal resistance R,
of the single cell can be calculated (1) as follows:

_ AUy Upoysonsoc) — Usacysowsoc) 02V
Al Iyac)s0%soc) — Iaicysowsocy 2004

R, 1mQ (1)

where:

Ry,—equivalent resistance of a single cell,
AU,—difference of cell voltages for 3 C and 1 C charging currents,
Al,—difference of cell charging currents 3 C (300 A) and 1C (100 A), respectively.
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Then the equivalent resistance R, of the 100c8ch battery set is equal to:

Ry - 100 cells

R, = =12. Q 2
2 8 chains Sm @

1.2. Bidirectional DC/DC Converter

DC output power supplies, such as energy storages, uses a bidirectional DC/DC converter for
direct connection to DC microgrid. The type of DC/DC converter, shown in Figure 3a, allows the
converter current to be split into 3 branches, which are controlled with an 120° interleave method [28].
Figure 3b,c show switching states and waveforms of currents in operating states of boost and buck
mode, respectively.
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Figure 3. Three branches half-bridge bidirectional DC/DC converter: (a) diagram of the converter,
(b) switching states and currents in boost mode, (c) switching states and currents in buck mode [28].

Bidirectional DC/DC converters can be basically divided into isolated [29,30] and non-isolated
types. In general, an insulated bidirectional DC/DC converter has the advantage of easily controlling
voltage step-up and step-down through a transformer inside the converter, but the transformer used in
the insulated type has a large volume. It has a disadvantage that the size and weight of the transformer
are increasing with the power of the converter. On the other hand, the non-isolated bidirectional
DC/DC converter has the advantage of being relatively simple in structure, has high efficiency,
and reduced weight in comparison to the insulated type [31]. In the non-isolated bidirectional DC/DC
converter structure, various methods have been proposed to aim for higher efficiency, but among them,
the interleaved method reduces the current stress of the power element because the magnitude of
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the load current (battery storage, DC microgrid) is divided into multiple phases. It has a feature of
reducing the power device size and its current rating [29,32].

Tests of the battery (energy storage) charging current from the DC voltage line as a function
of the converter control factor D (S1) are shown in Figure 4a,b. They present the models of boost
type and buck type of DC/DC converter respectively, which are simulated in ANSYS Simplorer.
The inverter of each one is controlled by means of a state graph. Triangular modulation is based on
the analysis of waveforms controlling IGBT power transistors and is implemented for each phase
separately (TRIANG1 to TRIANG3). A constant value S1 representing the control factor D is given.
It is presented on Figure 5a.

Whereas, Figure 5b presents phase currents L1, L2, L3 and voltage waveforms at selected points
of the models from Figure 4a. The DC/DC boost converter supplies energy to the 600 V DC voltage
line (E1 source-VM1 voltmeter) from an energy storage with an initial voltage of 320 V (E2 source-VM2
voltmeter). To ensure constant charging current AM1 at different values of its voltage, the converter’s
control factor D should be changed accordingly. The operation of a buck converter is analogous (model
from Figure 4b).
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Figure 4. Model of DC/DC converter: (a) boost type—energy is transferred from energy storage to DC
microgrid, (b) buck type—energy is transferred from DC microgrid to energy storage.
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Figure 5. Waveforms in the boost mode (model from Figure 4a): (a) control, (b) currents and voltages.
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The authors proposed an alternative solution. In the same power electronic structure as the
bidirectional DC/DC converter, it was produced AC voltage instead of DC voltage, because the
different control of converter is used. The unidirectional converter used in regulated industrial drives
to control the speed and torque of induction motors was investigated. The maximum voltage of the EV
battery charging converter constructed in this way is determined by the value of the DC link voltage.

2. Drive Voltage Frequency Converters Used in the EV Charging Stations

In a typical “load sharing” drive application, each VFC normally supplies power to a motor via
the AC supply line. If one or more motors are driven in regenerative mode, they deliver power to
the common DC bus. Then this power is used by other VFC and in this way the installation is more
efficient, because in many situations the brake resistors can be omitted. In this situation the DC voltage
(intermediate voltage) can be slightly different in each converter. This is due to minor differences in
the rectifiers, different temperature, output power, etc. This small difference in DC voltage makes
it necessary to use small line reactors in the AC main supply and fuses in the DC bus. The load
sharing DC grid, which connect a few intermediate circuits of VFC, is presented in Figure 6a [33].
A large number of VFCs located in the various places of the local grid enables the location of EV
battery charging points as close as possible to places of using the autonomous electric work machines
and various types of EVs. Currently, all drives in which the engine speed is controlled, use indirect
AC/DC/AC converters.

The Ijj,; battery charging current can be set between the minimum current I,;, and the
maximum current I,y of the inverter, Figure 6b. For the maximum frequency of sinusoidal voltage
fo, the condition is f./ fo = 10 [21]. Increasing the frequency of the sinusoidal waveform fj to a value
above 50 Hz ensures a reduction of the alternating component in the rectified DC.

+, -, Frequency
Converter I[A]‘ b

|| =
Imax

+ 4%“ - Ilimi!

Il &

" Generator bl
PWM Diode |
inverter rectifier mn o
f[Hz]

Load sharing function of VFC

(a) (b)

Figure 6. Functions of drive voltage frequency converter (VFC): (a) load sharing in drive VFCs,
(b) current limiter [21,33].

An example of basic drive VFC with scalar control, which is adapted to DC/DC converter,
is shown in Figure 7a. The CC battery charging strategy can use the inverter output current limitation
function. The control systems of these converters can ensure any voltage characteristic as a function of
frequency, typically u/ f 2 = const., or u/f = const. It enables to realise a special characteristic like the
one shown in Figure 7b, which is used for battery charging. This shape of u/f characteristic limits the
frequency changing when the current limiter is active, Figure 6b. The arrows indicate the possibility of
setting any frequency and limit current values in the drive FC. When EV charger achieves the charging
current I,,;,, it means that the battery is fully charged. The sinusoidal frequency of the inverter output
voltage fj is limited by the carrier frequency f. of PWM. Frequency changes of 150 Hz causes the
voltage to change between 250 V and 400 V. It is possible to choose a battery charging characteristic
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from four variable sets of VFC parameters, Figure 7a [21].
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Figure 7. Drive VFC implemented as an electric vehicle (EV) fast charger: (a) control of industrial Pulse
Width Modulation (PWM) drive converter with output rectifier, (b) special characteristic of inverter
phase-phase voltage.

Frequently the control of a complex voltage vector in the drive VFC is used in the recuperative
DC/AC converter that transfers energy from a DC microgrid to a three-phase AC grid. Drive VFC
commonly uses the inverter current limiting function to protect motors against overload. This function
can be used to set charging current of an EV battery.

3. DC Microgrid

By connecting all DC links of the sources and loads, a DC microgrid is formed, Figure 8. The DC
microgrid does not directly connect to the prevalent three-phase AC utility grid, like the AC microgrid,
but via a bidirectional DC/AC converter for common integration. The use of this type of solution
gives wide possibilities of cooperation of various generating units, such as RES. Functional microgrids
focused on EV battery charging can become a basic element of charging infrastructure. The possibility
of eliminating many stages of AC/DC and DC/AC conversion, could significantly reduce the cost of
network components and power losses, and additionally increase the reliability of network systems.
Moreover, the lack of reactive power, absence of harmonics and asymmetry of voltages and currents in
the DC system, make the DC microgrid one of the key areas of application that contribute to significant
benefits [16,17].

The own concept of hardware integration of the EV fast-charging station with the local LV DC
microgrid (3) and the MV industrial power system (4) supplying the drive VFC (14) of the squirrel-cage
induction motor (16) is presented in Figure 8. The local DC microgrid is powered from three sources:
renewable energy (solar or wind) (1), energy storage (e.g., Li-ion battery) (9) and MV power system (4)
via LV grid (5). The hybrid DC power supply is optional, however, the extension of the power supply
system with additional RES provides “clean energy” to the production process and relieves the power
system. Reducing the so-called carbon footprint in products is now a mandatory requirement due to
the increased effort to protect the environment. The EV battery is attached to the output rectifier (11).
Implementation of the battery charging strategy, e.g., CC charging in the range of 20-80% SOC is
controlled by a PLC controller (17), which for this purpose communicates with the inverter (12) of
drive VEC (14).

A parallel resonant filter (15) is connected to the power supply of the drive VFC, which reduces
the harmonic current of the input rectifier (13). To limit the effect of capacitive reactive power of the
filter, it is switched on, if the VFC load exceeds the set value, e.g., when the drive VFC (14) load current
exceeds 50% of the nominal current. The ES (9) accumulates excess energy generated by RES and
maintains power supply for devices connected to the local DC microgrid during interruptions in the

212



Energies 2020, 13, 4791

supply of energy from other sources. The ES is coupled to the DC microgrid via a bidirectional DC/DC
converter (8). The task of this converter is to ensure charging of the ES according to the set strategy

or supplying energy to the DC microgrid in accordance with the algorithm implemented in the PLC
software (17).
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Figure 8. Hybrid 600 V DC microgrid for EV fast charging.
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The local RES power plant (1) supplies DC voltage to the microgrid (3) via a unidirectional
DC/DC converter (2). The task of this converter is to supply renewable energy to the DC grid and
minimize the energy consumed from the power system (4). During a significant deterioration of power
quality indicators in the power system or the occurrence of surplus renewable energy, it can be sent
to the system via a DC/AC inverter (7), which cooperates with the LCL filter group (6) to limit the
content of high-frequency differential-mode (DM) and common-mode (CM) voltage produced by the
PWM Active Front End (AFE) recuperative inverter (7) [34,35].

The authors carried out research showing the possibility of using drive VFC as inverter
components for fast charging of EV batteries, which is depicted in Figure 9.

1}

Control
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i

Electronic: 10%

Figure 9. Use of drive VFC to charging EV batteries.

The mathematical model of the bipolar PWM inverter of the drive VFC connected with a six-pulse
diode rectifier is presented in Figure 10. The model is written with electric symbols representing
ideal energy sources, ideal passive elements and linearized models of controlled and non-controlled
power electronics. The electrical differential equations of the DC/AC/DC converter are solved
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using an ANSYS Simplorer. The obtained results of simulation tests of the presented model confirm
the possibility of controlling the direct voltage value of the diode rectifier charging the EV battery.
Experimental tests carried out on the laboratory stand confirmed the results of simulation tests.
The battery constant voltage obtained here is characterized by stability and negligible ripple. A detailed
description of the operation of the EV battery charging rectifier and the PWM inverter is not the subject
of this study.
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Figure 10. DC/AC/DC converter model with a two-level PWM voltage inverter and a six-pulse
diode rectifier.

Drive VFCs with two-level voltage inverters are usually available with a six-pulse diode rectifier
or less often with an AFE rectifier [21]. The basic types of drive converters used in LV grid are
shown in Figure 9. The digital designations of the VFC components in Figure 9 refer to the
hardware configuration of the hybrid EV fast-charging station shown in Figure 8. Proposed hardware
combination of a hybrid EV charging station power supply system contains a significant part of the
components used in industrial drive systems.

4. Simulation and Experimental Tests of Novel EV Charger

The electrical diagram of the simulation linear circuit model of a three-phase EV charger is
depicted in the Figure 10. The EV battery is represented with a resistor R1 and voltage source E3. Using
different values of sinusoids frequency and its amplitude in the inverter PWM control (SINE1, SINE2
and SINE3 PWM control-Figure 10), it was possible to test the EV charger properties for different
values of the modulation factor M and the frequency of modulating voltages. The frequency of the
triangular carrier waveform of PWM modulation was set in the TRIANG1 module and f, = 3 kHz was
used. It is a typical carrier frequency for inverters in the industrial high power drives. The frequency
of SINE modules is 300 Hz, and it was the maximum output sinusoidal frequency of industry drive FC
used in the laboratory stand. The modulation factor M can be changed between 0 and 1.25 to control
output inverter voltage.
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The use of the PWM modulator model described by the state graph made it easy to control the
inverter IGBT transistors in relation to the sinusoidal PWM pattern. It was assumed that all model
elements used in electrical circuits had linearized parameters.

To receive the constant charging current 800 A, the control of the modulation factor value M was
used. Figure 11a,b show the obtained results of current and voltage waveforms, which are depended
on the modulation factor’s value (according to the model from Figure 10, M = 0.6935). The EV battery
charging current 1 C was used in the test. The value of the charging current results from the technical
specification of tested the Li-ion battery [22]. In the case of continuous modulation (the maximum
value of modulation factor is M = 1), the EV battery voltage increased and the current exceeded the
permissible charging value, which could destroy the EV battery. Therefore, it is important to choose
the appropriate value of the modulation factor M, which allows battery charging with constant current
for nominal pack voltages at the level to about 500 V [36].
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Figure 11. Constant-current battery charging measured in the time interval up to (a) 0.5 s, (b) 2 ms.

The tests of a diode rectifier powered by an inverter were performed under the following
conditions:

1.  without chokes of LC filters (3, 4) downstream of the inverter and in the rectifier,
2. with two types of LC filters of inverter DM voltage (3, 4),
3.  without DM filter, but with DC chocks in the rectifier.

In case 1, it was not possible to adjust the value of the rectified voltage. In case 2, the impedance
of the LC filter chokes caused an unfavourable significant drop in the rectifier supply voltage. Case 3
made it possible to control the rectified voltage in a wide range. Moreover, the elimination of the
capacitors on the DC side of the rectifier did not significantly increase the AC component in the
rectified voltage.

The specification of laboratory stand depicted in Figure 12a is presented in Table 1.

Table 1. Specification of the laboratory stand from Figure 12a.

No. Name of Component Parameters

1 Frequency converter VLT 3004 22kW,3 x400V/50Hz, Iy =5A
2 RFI filter In=16 A
3 LC filter 1 16 A,3 x L=4mH, 3 x C=3 uF-Y
4 LC filter 2 16 A,3 xL=4mH,3 x C=2uF-A
5 Capacitors battery for 3 x C2 =1 pF (connected to

CM voltage suppression supply AC phases)
6  Drive frequency converter 5.5 kW  55kW,3 x 400 V/50 Hz, Iy =12 A
7 Load resistors for drives VFC 3 x (100 O-500 Q)

in rows 2 and 6

8 Passive current harmonic filter 3x400V/50Hz, Iy =10 A

for drives VFC (rows 2 and 6)
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When the negative pole of the load (EV battery) is grounded, the CM voltage is absent in the
rectified voltage. Therefore, there is no need to filter the inverter CM voltage by using the capacitors
(No. 5, Table 1) attached to the DM filter from one side and AC phase voltages from the second side.

() (b)

Figure 12. Laboratory stand: (a) equipped with two drive VFCs with built-in rectifying units attached
to PWM inverters - the detailed specification is in Table 1, (b) with three-phase rectifier unit I, = 15 A
built into the drive VFC, (c) programmed value of the maximum output current in 5.5 kW drive VFC.

Given by the VEC drive current limitation, the rectifier load current maintained a constant value
thanks to automatically lowering the rectifier supply voltage by the inverter control system. Figure 12b
shows the programmed value of the maximum output current 8 A of low voltage (3 x 400 V/50 Hz)
and small power (5.5 kW) industrial VFC drive (No. 6, Table 1). The maximum value of the rectified
current did not exceed 10 A, which resulted from the power balance (P4c = Ppc).

Figure 12c shows the six-pulse diode rectifier built for drive VECs of the laboratory stand. Drive
VEC outputs (1) were connected to a fast six-diode rectifier (2) with ferrite anti-distortion filter (3)
and capacitor bank on the constant voltage side (4) of the rectifier, thus it was possible to charge EV
batteries with DC current (5). The DC voltage fluctuations did not depend substantially from the value
of the capacitor bank, because the inverter frequency of fundamental voltage harmonic was set to
300 Hz.

The received output DC voltages and DC currents are presented in Figure 13, for the capacitor
bank equal to C = 16 uF. By comparing Figure 13a,b, the effective operation of the EV battery charging
current stabilizer was visible. The rectifier voltage depends on the value of load resistance. A two-times
decrease of the resistance resulted in a decrease of the charging voltage from 500 V to 300 V. In Figure 13a
the DC voltage and charging current had a constant value and the output power was about 1 kW.
When the rectifier was loaded with the resistance of 30 ) (Figure 13b), the voltage supplying of the
six-pulse diode rectifier automatically decreased. The load current was at the same value of 10 A in
accordance with the set point of current limiter in the drive VFC.
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Figure 13. The DC output voltage and current of EV charger when current limiter in drive VFC is
active at different value of rectifier load: (a) R = 50 Q—the current limiter of the inverter is inactive,
(b) R = 30 O—the current limiter of the inverter is active Ij;,;; = 8.0 A.

The operation of the drive VFC could be programmed to perform expected functions of an
EV battery charger. The experimental tests done for low power setup confirmed the correctness of
performed simulation tests and the possibility of using the drive VFC as the basic DC/DC converter
component of EV fast chargers.

5. Discussion

When charging the EV battery, the voltage inverter does not use freewheeling diodes (they are
inactive), because there is a unidirectional energy flow from the DC microgrid to the diode rectifier.
Therefore, it should be assumed that the efficiency of charging system will be similar to the efficiency
of a drive VFC. The rectifier diodes cause losses similar to those in the inverter freewheeling diodes
when supplying an induction motor.

If the drive converter is powered only from the DC microgrid, then it is possible to use one
integrated circuit with an inverter and a rectifier to build a DC/DC converter for charging EV batteries.

When building a new converter for battery charging purposes, it is possible to replace sinusoidal
modulation, e.g., with triangular modulation. The advantage of using the triangular PWM Figure 14b
instead of the sinusoidal PWM (Figure 14a) is the proportional dependence of the value of rectified
voltage and modulation factor M. As the amplitude of the triangular of the modulating wave increases
linearly (TRIANG11-Figure 14b), there is a directly proportional increase of width modulated pulse.
Such proportionality does not occur if the modulating waveform is a sine wave and the modulated
waveform is a triangular wave [34]. The spectral analysis of the inverter CM voltage for sinusoidal
and triangular modulation shows that there are no significant differences in the CM voltages, in these
both kind of PWM modulations as shown in the Figure 14c,d respectively.
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Figure 14. Cont.
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Figure 14. Comparison of using different modulations: (a) sinusoidal modulation, (b) triangular
modulation, (c) harmonics spectrum in the common-mode (CM) voltage using the sinusoidal
modulation, (d) harmonics spectrum in the CM voltage using the triangular modulation.

6. Conclusions

The authors proposed a DC 600 V microgrid, which is connected to the intermediate circuits of
drive VFC used in the induction motor drives. Thanks to this solution, the efficiency of electric drives
has increased, as energy losses on brake resistors for drive converters have been eliminated. The actual
efficiency of the converter has not been experimentally tested. The efficiency can be estimated on the
basis of the efficiency of the driving frequency converters (VFCs), which reaches values of 98% [21].

In the proposed solution, there are also losses in the rectifier, but the reactive component of
the current does not flow via the freewheeling diodes of the inverter while charging the EV battery.
The reactive component of the current flows via the freewheeling diodes of the inverter while supplying
induction motors. Therefore, the authors conclude that the efficiency of the proposed converter for
charging EV batteries will be similar to the efficiency of the drive converter.

The bidirectional converter is an adjustable current source for battery and it was used as an
example of fast charging battery converter in this paper. The authors’ solution is a converter with
adjustable EV battery voltage source. Using of the drive frequency converter as an EV battery
charging converter is a novel solution where EV battery is charged via a constant voltage source
with regulated value.

The energy supplied by the generator is transferred to the energy storage or other converters
connected to the microgrid (load sharing). RES and ES cooperate with the microgrid, which has a
hybrid DC converter power supply system for fast charging of EV batteries. Scheduled EV battery
charging was used, which is carried out in such a way that when the motor is powered by a frequency
converter, it is used to charge an EV battery or a mobile electric work machine. The battery charging
converter has been developed through the adaptation of drive VFC, consisting of the attachment of a
diode rectifier. The VFC drive is used to set the rectifier DC voltage value. The phase voltage value
and frequency are controlled by the PWM drive parameters of the drive VFC inverter.

The use of a microgrid provides the opportunity to integrate a hybrid power supply system for
fast EV charging stations in such a way that the battery charging energy does not increase the load
of the power system and in addition has an impact on worsening the power quality indicators in the
power system.

7. Patents
There are three patent applications resulting from the work presented in this manuscript:

1. Power electronic converter with the conversion of alternating voltage into regulated direct voltage
for fast charging of batteries in electric vehicles. Patent application no. P-434784 dated 24 July 2020.
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Power electronic converter with inverter and rectifier for fast charging of electric vehicle batteries.
Patent application no. P-434786 dated 24 July 2020.
Power electronic converter with a mobile rectifier set for fast charging of electric vehicle batteries.
Patent application no. P-434787 dated 24 July 2020.
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Abbreviations

The following abbreviations are used in this manuscript:

AFE
CcC
cv
M
DM
ES
EV
PLC

Active Front End

Constant Current

Constant Voltage
Common-mode Voltage
Differential-mode Voltage
Energy Storage

Electric Vehicle

Programmable Logic Controller

PWM  Pulse Width Modulation

RES Renewable Energy Sources

SOC  State of Charge

THD  Total Harmonic Distortion

VFC  Voltage Frequency Converter

VSC  Voltage Source Converter
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Abstract: The reported research aims at improving the quality of three-phase rectifier supply currents.
An effective method consists of adding properly formed booster voltages to the fundamental supply
voltages using a series active filter. In the proposed solution, the booster voltages are generated
by three single-phase systems consisting of inverters, LC filters, and single-phase transformers.
The application of LC couplings ensures low emission of disturbances, but may provoke compensator
stability problems. The article presents the current control system for a series active filter designed to
suppress the dominant harmonics in the supply currents of an 18-pulse rectifier, without interference
into fundamental current components. A proportional control is proposed in combination with
integral terms implemented in the orthogonal coordinate systems, which synchronically rotate with
frequencies equal to those of the harmonic components to be eliminated. The use of complex gains in
integral terms allows a simple phase correction of the output signals. A description is given of the
method to determine controller parameters based on the mathematical model of the control object.
Sample results of experimental tests performed in steady-state and transient conditions are included
to illustrate the quality of performance of the series active filter as compared to the results recorded
for the rectifier alone, and for the rectifier with additional line reactor. The applied control method
of active filter significantly reduces harmonic distortion of the grid current, which is particularly
advantageous at nonideal supply voltage and low loads.

Keywords: series active power filters; multipulse converters; power conditioning; coupled reactors

1. Introduction

Diode rectifiers are frequently used in industry, because of their low cost, high reliability,
and low-level emission of disturbances. Unfortunately, the simplest rectifier solutions usually draw
a highly distorted current from the electrical grid. However, after many years of deploying them
in the industry, effective methods have been developed to improve the quality of the input current.
One of these methods is the use of multipulse rectifiers [1-4], whose supply line current has a multistep
shape which is characterized by a lower content of higher harmonics. If the galvanic separation
is not required and there is no need to adjust the voltage between the supply line and the load,
then the multipulse diode rectifiers with coupled reactors are a good solution. The main advantage,
in comparison to multipulse converters with transformers, is the much smaller limiting power of
the required electromagnetic elements, resulting in the smaller dimensions and weight of the entire
rectifying device [5,6]. The downside is that when the supply voltage is unsymmetrical with higher
harmonics it results in distortions of the supply current [5]. In such cases, it is advisable to use
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an additional smaller rated Series Active Power Filter (5-APF), which further improves the power
quality [7].

Several control methods of the S-APF connected to the input of a multipulse rectifier are presented
in the literature [8-12]. The first developed control algorithms were implemented using analogue
control techniques [8,9]. The fundamental harmonic was removed from the supply currents, and the
remaining signal was properly amplified and added to the rectifier supply voltages, thus reducing
current distortion. However, in the case of digital control, due to unavoidable delays in the S-APF
control system, this method did not bring satisfactory results [10]. That is why a DFT (discrete
Fourier transform) based control algorithm [10] has been proposed, in which only dominating
harmonics of the supply current are extracted and suppressed. Unfortunately, the authors did not use
a switching-ripple filter in the S-APF system and provided only general guidelines for the selection of
the regulator parameters.

Digital control of S-APF as a current source based on the hysteresis controller was proposed
in [11] by the authors of this article. In [12] instead of current controllers with a large bandwidth,
proportional-integral controllers in multiple reference frames were used for selective line current
harmonic suppression. Both solutions ensure very good quality of rectifier supply currents,
but insufficiently suppress current and voltage ripples caused by transistor switching. This article
presents the research results of the S-APF system additionally equipped with the LC ripple filter,
and the current controller with a simple structure, which enables additional phase correction of the
outputs of integral terms.

2. Converter System Characteristic

A simplified schematic diagram of the analyzed ac/dc supply system is shown in Figure 1.

S-APF 18-pulse rectifier (15kVA)

r
: Rl Current | e
; . hronisati

: PWM =uf” harmonic - & Syr;cl :)231;;10“ e :
| L controller g Us, |
| l
[T of sl sl o

! §T §T RS RS S-APF Controller |

Figure 1. Schematic diagram of the proposed ac/dc supply system based on 18-pulse rectifier and series
active power filter with LC output stage.

Three-phase supply is modeled by the voltage source es, resistance Rg, and inductance Lg, which
also represents the leakage inductance of a rectifier’s magnetic circuits. The system is composed of
two separate modules: an 18-pulse rectifier, and a series active filter. Three system configurations
are possible: (1) only 18-pulse rectifier, (2) rectifier with additional series reactor, and (3) rectifier
with the series active filter. The main element of the system is the 18-pulse rectifier based on current

224



Energies 2020, 13, 6060

dividing transformer (CDT) for preliminary current division, and the set of coupled three-phase
reactors (CTR) [5]. The above magnetic elements compose three 3-phase voltage systems, shifted
by 20° in relation to each other. Six-pulse rectifiers with a shared output capacitor are connected to
CTR outputs. The 18-pulse rectifier enables reduction of undesired higher harmonics from the supply
network currents, mainly of the order of 5, 7, 11, and 13.

The series active filter consists of three single-phase circuits, each composed of a voltage source
inverter (VSI) with IGBTs transistors. The dc circuits of these inverters are connected to the output of
the 18-pulse rectifier. The ac sides of the inverters are series-connected to the supply voltage via LC
filters and step-up transformers (Tr) with voltage ratio 1:12. During system start-up and operation
only with the rectifier, the S-APF is bypassed by a contactor.

The parameters of the converter system are given in Table 1. The supply resistance and inductance
were measured using the loop impedance meter. The series injection transformer (Tr) was selected
through simulation research, based on the results presented in [8,13]. The transformer is represented
by its classical circuit model, excluding a magnetizing branch. The transformer parameters listed in
Table 1 were determined on the basis of a short-circuit test.

Table 1. Parameters of the proposed ac/dc supply system.

Symbol Description Value
Eg Phase voltage of the supply (50 Hz) 230 V
Lsp Supply inductance referred to the primary side of the transformer 7.2 mH
Rgp Supply resistance referred to the primary side of the transformer 57.6 Q)

PRrec Nominal output power of the 18-pulse rectifier 15 kW
CL Rectifier output capacitance 10 mF
St Nominal power of the series injection transformer (Tr) 800 VA
Urp Nominal primary voltage of the transformer Tr 300 V
Itp Nominal primary current of the transformer Tr 29A
Nt Turns-ratio of the series injection transformer Tr 12
Lt Leakage inductance of the win.dings of. the transformer 3.46 mH

referred to the primary side
R Resistance of the windings of the transformer 370
T referred to the primary side '

Ltg Equivalent inductance, sum of Lt and Lgp, 10.66 mH
Rts Equivalent resistance, sum of Ry and Rg, 61.3Q)
Ly Inductance of the switching ripple filter inductor 20 mH
Rp Resistance of the switching ripple filter inductor 050
Cr Capacitance of the switching ripple filter 0.56 uF
Ty Delay introduced by control system and VSI 75 us
fs Sampling and PWM switching frequency 20 kHz

The inductance (Lg) and capacitance (Cr) of the switching ripple filter were selected assuming the
maximum ripple of the inductor current and the capacitor voltage. Figure 2a shows a simplified circuit
diagram of the VSI and its output filter to define the signals, the waveforms of which are presented
on Figure 2b. It shows the branch voltages 1, 1, and the output voltage u, of the VSI, as well as
the capacitor voltage uc and its averaged value over the sampling period uc 4. In addition to the
voltages, the figure also shows, in an idealized way, the VSI output current i, and its averaged value
over the sampling period /o 4. In the case of unipolar modulation with the double update mode the
largest ripples of inductor current occur when the duty cycle m = uy/ugq. is equal to 0.5. The simplified
waveforms in Figure 2b apply to this case.
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Figure 2. Simplified circuit diagram of the VSI and switching ripple filter (a) and waveforms of the
characteristic signals in the case of maximum ripples of capacitor voltage and inductor current (b).

Taking into account the time interval of length T/2 (Figure 2b), in which the current i, increases
from the minimum value to the maximum, the peak-to-peak value of the current ripple Ai, can be
calculated from the formula [14]:

Aiy =

ALefs’ @)

where Uy, is the maximum dc link voltage equal to 500 V.

Lower current ripple reduces inductor high frequency losses and for this reason a choke with
a relatively high inductance Lr = 20 mH was selected. The maximum current ripple is at 11% of
the peak nominal input current of the 18-pulse rectifier current, referred to the primary side of the
transformer Tr.

Considering the time interval Ts/2, in which the capacitor voltage uc varies from the minimum to
the maximum value (Figure 2b), the maximum capacitor voltage ripple Auc can be estimated by the
equation [14]:

_ Ai _ Uge
 8Cefs  32LpCrf2’

It was assumed that the capacitor voltage ripple should not exceed 1% of the peak output voltage
of the VSI, which is equal to Uy, in the worst case. Finally, the value of Cr = 560 nF was selected,
for which maximum Auc equals 3.5 V (0.7% of the Ug,).

The control algorithm was implemented in the microprocessor controller based on the digital
signal processor TMS320C6713 and the programmable system FPGA Cyclone IV. To execute the
control algorithm, measurements were performed of the supply network phase voltages (us,, Usp, Usc),
transformer phase currents (ig,, i, ifc) On the inverter side, and the rectifier output voltage u4c.

AMC

@

3. The Structure of Multiple Reference Frame Current Controller

The task of the series active filter is to improve the quality of the supply current by suppressing
higher harmonics and compensating the asymmetry of the fundamental components. A simplified
schematic diagram of the S-APF control system is shown in the lower part of Figure 1. Three functional
blocks are singled out in this part: pulse width modulator (PWM), synchronization algorithm [12,15],
and the current controller, which will be described in detail further in the article. It was developed on
the basis of the research results reported in [12,16-18].
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In order to implement the control system, the three-phase quantities x,, x,, and x. were converted
using the space vector defined as:

) 2 ) »
Xop = Xap +)Xap = g(xg + %673 4 xee ]2”/3). 3)

In steady state, the current space vector i, ap €N be approximated by a complex Fourier series
given by the formula:

o
H _ jmawit ~ jmo
Yrap = Z lFaﬁme] o = Z lFaﬁme] t @
m=—o0 meM
where [, apm = |Ipa;3m|ej‘9m is the complex-valued amplitude of m-th current harmonic belonging to the
set of M dominant harmonics to be suppressed; w; is the frequency of the fundamental component,
and 0 is its instantaneous phase.
The 18-pulse rectifier draws the distorted current from the supply source. The dominating

frequencies in this current are of the order of m = -17, 19, =35, 37, ... while the harmonics of the
space vector of supply network voltage are usually of the order of m = -1, -5,7, -11,13, ... , where
the component m = —1 represents the asymmetry of fundamental components of phase voltages.

Suppressing the harmonics of the above orders is the basic task of the proposed current controller.
Additional S-APF functions, requiring the adjustment of the fundamental harmonic of the rectifier
supply voltage, such as the power factor compensation or stabilization of the rectifier’s output voltage
are not implemented in considered system. They require the use of a series transformer with a higher
rated power and an appropriate voltage ratio and also increase the S-APF power losses [13].

The block diagram of the current controller is shown in Figure 3. To limit the S-APF power
losses related to the first harmonic, the proposed current controller should not affect the fundamental
component of the current taken from the supply network. Consequently, this harmonic was removed
from the space current vector ir. ap USING the fundamental component filter [12] based on recursive
discrete Fourier transform. The signal ¢, B created in the above way is the control error, assuming that
the reference value for all compensated current harmonics is zero.

€,
=il K

it

Iy abe u,F /u
— - ——

tre off Uy,
— = | —

U,
de

Figure 3. Simplified block diagram of the current harmonic controller.

The error signal is given to the input of the proportional term of the current controller, and to the
inputs of the integral terms implemented in the synchronous coordinate systems dg;;;, the number of
which is equal to the number of compensated current harmonics. The error signal is converted to m
synchronous coordinate systems by multiple Park transformations defined by the formula:

— —jmo
ng[]m - gFaﬁe s, ®)

where ep; qm 1 the error signal converted to the coordinate system dg,, rotating with frequency mws, ws is
the estimated frequency of fundamental component, and 05 = wst is the estimated instantaneous phase.
After transformation, the control error harmonic of the order m becomes a constant component in dg;;,
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frame and is amplified by the integral term of current controller which corresponds to this harmonic.
Simultaneously, the remaining harmonic components in the output signal U, dqm Y€ suppressed:

k
Upggld = Y, Ki(m01)eggq 1], ©)

n=ky

where kg is the time of control algorithm activation, and K, (jmw1) is the complex-value gain of the
frequency-dependent integral term of the controller.

In the proposed controller implementation, the integral gain is a complex number which also
determines relevant phase shift of the output signal of this block after its reconversion to the coordinate
system af using the inverse Park transform:

— —jmo
EFaﬁm - ngqme . @)

The sum of output signals from particular integral terms and from the proportional part is the

controller output signal in the coordinate system af.

Upag = Kpepag + ZA‘AZFa/Sm' ®)
me.

when it is too large, the modulus of the output voltage space vector u ap 18 limited to the voltage in

the dc circuit. The calculated output signal from the current controller is passed to the input of pulse
width modulator.

4. Selection of Controller Settings

When selecting controller settings, the magnetizing branch in the transformer model was omitted.
Then, the transfer function of the circuit coupling the inverter with the supply network takes the form:

1

= e~Ta, 9
s3LpLtsCr + SZCF(LFRTS + LTSRF) + S(LF + Lrs + CFRFRTs) + Rr + Rrs ©)

Go(s)

Selection of controller settings started with determining the gain of the proportional part of the
controller. This setting was calculated based on the assumed gain margin for the open-loop system
working only with the proportional controller. For the assumed gain margin of 10 dB, the calculated
proportional coefficient was equal to Kp, = 44.

To select the integral gains, the current control system was treated as a multiloop scheme, the inner
feedback loop of which consists only of a proportional term [18]. Then, the integral gains were selected
in such a way as to compensate the remaining errors for the frequencies of dominant harmonics.
The error which should be compensated by the integral terms is given by the following transfer function:

_ Erap(s) — Gos) 1
o Ui(s)  1+K,Go(s) Ky

Ge(s) Gep(s), (10)

where Lr,(s) is the Laplace transform of the control system error, Uj(s) is the Laplace transform of
the output signal of the integral part (corresponding to the sum of output signals from individual
integral terms), and Gp(s) is the transfer function of the closed-loop system when only the proportional
controller is used:

KpGD(s)

GCp(s) = 1—‘—I<}7—Go(s)

1)
Figure 4 shows the Bode plots of the open and closed-loop control system with only the proportional

term. The proportional controller with fixed setting is not able to suppress harmonics effectively.
The task of the integral terms is to increase controller gain for selected frequencies. Considering the
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formula (8), the transfer function of the integral term of the proposed controller in the stationary
coordinate system af is as follows:

Ginls) = %(S) = K)o (12)
in which the complex-value integral gain, shown in the scheme in Figure 3, is given by:
Ki(jmawr) = L (13)
TiG,, (jmaw1)

where the controller integration time was assumed equal to T; = 0.5f1 = 10 ms.
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Figure 4. Bode plots of open-loop and closed-loop control systems with proportional controller.

The gains of the integral terms have complex values and ensure proper phase correction of
particular output signals ur,g,,, without additional trigonometric function calculations.

5. Laboratory Results

To verify the operation of the S-APF control algorithm, a series of experimental tests were
performed. The task of the current controller was to suppress current harmonics of the following
orders: -1, +3, +(6n = 1) forn =1,2, ..., 6. Firstly, the steady-state operation of the current control
system was tested. The obtained results were compared with the data recorded for two remaining
configurations of the converter system. Figure 5 shows sample oscillograms of supply currents and
their amplitude spectra recorded at nominal load: (1) for only 18-pulse rectifier (Figure 5a,b), (2) for
rectifier with additional series reactor Lg (Figure 5¢,d), and (3) for rectifier with series active filter
(S-APF) (Figure 5e,f). The waveforms of the phase currents with their amplitude spectra and THD (total
harmonic distortion) values were recorded and calculated using the Precision Power Analyzer LMG670
made by Zes Zimmer. The amplitude spectra of the supply currents are given in logarithmic scale.
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Figure 5. Oscillograms and spectra of converter supply currents at nominal load: (a,b) system without
reactor Lg and S-APF; (c,d) system with reactor Lr and without S-APF; (e,f) system without reactor L
and with S-APE.

The amplitudes of the dominant harmonics are the lowest when using S-APF. In each spectrum
shown in Figure 5, the amplitudes of the 17-th harmonic (about 850 Hz) are marked for three phase
currents. The application of the series reactor reduced the values of this harmonic from the level
of 1.433 A to 0.525 A, while the use of S-APF to the level of 0.180 A. In general, all dominating
harmonics considered in the current controller with S-APF were reduced, as compared to the
remaining configurations.

Figure 6 shows the results of measurements of supply current THD and output voltage for three
system configurations. The introduction of a series reactor alone has already reduced significantly
the harmonic distortion of supply currents as compared to the autonomous operation of the 18-pulse
rectifier. Replacing the reactor Ls with the S-APF system improves the quality of supply currents
within the entire output power range. For the configuration with S-APF operating at nominal load,
the THD of supply currents remains at the approximate level of 2%. Significant improvement in quality
of supply currents can be observed during converter system operation at low load. Compared to
the configuration with additional series reactor, the system with S-APF also ensures slightly higher
output voltage.
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Figure 6. THD of supply currents (top) and rectifier output voltage (bottom) as functions of input
power for three converter system configurations.

Figures 7-9 show sample results of converter system examination in dynamic states. The values of
supply network currents were measured and recorded in the converter control system unit. To illustrate
the quality of the controller’s performance, THD values of the supply current are shown, which were
obtained from harmonic values calculated in moving window with fixed width corresponding to
frequency 50 Hz:

-1 2 40 2
\/mgm‘lSaﬁm [k]' + mzzz‘l&xﬁm [k]'

‘lSaﬁl [K] |

where [ apm [k] is the amplitude of m-th harmonic of the supply current converted to the coordinate
system af, calculated in the moving window, and Ig,s [k] is amplitude of fundamental harmonic of
the supply current.

Figure 7 shows the waveforms of supply network currents and THD values after control algorithm
activation when the system is loaded with half of the nominal power. During two supply network
voltage periods, significant reduction in the level of harmonic distortion is observed, from about 36%
to 14.5%, with further slower reduction to the approximate level of 3.7%.

Figures 8 and 9 show sample transient states related with load change at converter system output.
Figure 8 presents the step increase of load from 33% to 100%, while Figure 9 shows the reverse situation,
i.e., rapid load drop.

In both situations, the converter system operation is stable and leads to the reduction of supply
current harmonic distortions after the transient state. Unfortunately, during transients the THD values
are not a meaningful indicator and reach disproportionately high values in relation to the level of
distortion visible in the current waveforms.

THDI[k] =

, (14)
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Figure 8. Supply current waveforms and THD values recorded after load increase from 33% to 100%.
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Figure 9. Supply current waveforms and THD values recorded after load decrease from 100% to 33%.
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6. Conclusions

The article proposed a current harmonic controller for a series active filter integrated with 18-pulse
diode rectifier with coupled reactors. The ac sides of S-APF inverters were coupled with booster
transformers via LC filters, which enables significant reduction of booster voltage ripples, but may
lead to unstable operation of the converter system.

To suppress undesired harmonics in supply currents, a proportional controller was used with
integral terms implemented in multiple coordinate systems, rotating synchronously with angular
frequencies of the dominant harmonics. The use of integral gains with complex values, ensures proper
phase correction of integral’s output signals and stable operation of the converter system.

The proposed current controller suppresses dominating harmonics up to the order of 37.
For nominal load, the controller can reduce the THD coefficient from 22% to about 2%.
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Abstract: This paper proposes a new control method for a Unified Power Quality Conditioner
(UPQCQC). This method is based on the load equivalent conductance approach, originally proposed by
Fryze. It can be useful not only for compensation for nonactive current and for improving voltage
quality, but it also allows one to perform some unconventional functions. This control method
can be performed by extending the orthodox notion of ‘static” load equivalent conductance into a
time-variable signal. It may be used to characterize energy changes in the whole UPQC-and-load
circuitry. The UPQC can regulate energy flow between all sources and loads being under compensation.
They may be located as well for UPQC’s AC-side as DC-side. System works properly even if they
switch their activity to work either as loads or generators. The UPQC can operate also as a buffer,
which can store/share the in-load generated energy amongst other loads, or it can transmit this energy
to the source. Therefore, in addition to performing the UPQC’s conventional compensation tasks,
it can also serve as a local energy distribution center.

Keywords: power quality; power distribution; reverse power flow; compensation for nonactive
current; voltage regulation; UPQC

1. Introduction

It is well known that distortions of supply voltage and load current cause power quality
degradation, diminish the power factor of the supply system and may result in disruption of sensitive
loads [1]. Shunt and series active power filters can alleviate these problems. Shunt filters are intended
to compensate for load non-active current whereas series ones can improve supply voltage quality.
The Unified Power Quality Conditioner (UPQC) can integrate advantages of both shunt and series
active filters in order to achieve control over load voltage and source (line) current [2,3].

A wide review on UPQC configurations can be found in [3]. According to this classification
the discussed UPQC can be classified as intended for a single-phase supply system that is based
on a two-H-bridge converters employing the same DC-link capacitor. Depending on the point of
injecting the compensating current with respect to the injecting transformer (Figure 1), the UPQC
under study can be implemented as well in the UPQC-R (right-side shunt) as UPQC-L (left-side shunt)
configuration. It is also classified as UPQC-P—It compensates source voltage sags using active power
of supply sources. UPQCs can obtain reference signals on the base of frequency or time domain
detection methods. Some researchers argue that “Harmonic current estimation is the key technology
of power electronics systems to generate a harmonics reference current for harmonic control” and
propose extensive and flexible solutions in this field [4]. Other researchers develop time-domain
techniques [5,6]. Since the considered UPQC calculates references for load voltage and line current
directly on the base of time variable quantities it can be classified as operating using time-domain signal
analysis. In particular, this method refers to Fryze’s concept of the load equivalent conductance [7].

Energies 2020, 13, 6298; d0i:10.3390/en13236298 235 www.mdpi.com/journal/energies



Energies 2020, 13, 6298

Ve

Source Load
+
| c
I
| | G >—O
! |
| | gml
| Serics Shunt | N - - =2
L cony ctncr converter N syne SH

Figure 1. UPQC power circuitry diagram and scheme of obtaining conductance signal on the base of
DC-link capacitor voltage v, according to Equation (6). The S/H block is an sample-and-hold module
that is synchronized with source voltage waveform using sync block.

Commonly used control methods of UPQC involves continuous measurement of source voltage and
load voltage and current in order to calculate reference signals for UPQC action. Such control methods
are known as direct control techniques. However, UPQC can be steered using a somewhat different
scenario, which may be classified as the indirect control method [8-12]. A type of the indirect method,
which has been dubbed the conductance signal control method, has been successfully implemented to
control the shunt active power filter (SAPF) action [9]. However, there is no implementation of this
technique for UPQC so far. Applying the conductance signal control method references required to
control the UPQC operation are obtained on the base of measuring the voltage across the UPQC'’s
DC-link capacitor. Since for this method the capacitor is employed as “a sensor” of load active power
its voltage must not be controlled to be constant. On the contrary, the “freewheeling” capacitor voltage
is measured and processed in order to obtain an equivalent (or hypothetical) conductance element that
characterizes the consumption of the total active power taken from the source [8]. Since the load active
power may vary in time, this conductance element should also be considered as time-dependent one.
The ongoing information on conductance of this element may be referred to as the conductance signal.
The first part of this paper shows that the conductance signal can be used to control the UPQC action.

As itturns out, if the conductance signal method is used some noteworthy additional functionalities
of UPQC can be obtained. In particular, the UPQC can also be used to control the flow of energy
between the supply source and the AC or DC passive or active elements of the network being connected
with the particular UPQC. It can be said that in addition to perform the UPQC’s conventional tasks,
it can also serve as a local energy distribution center operating with high power factor. This center may
serve as a spot improving grid’s energetic efficiency. The second part of this paper describes these
extra UPQC’s functionalities.

There are many other technical problems related to UPQC extended operation in smart grids.
From this perspective problems of UPQC real-time control [13-16] and their optimal sizing and siting
are considered very important [13-19].

2. Control of UPQC with the Use of Signal of Load Equivalent Conductance

2.1. Basic Scheme of UPQC

From the point of view of the studied control method the UPQC can be considered as composed
of: (1) the shunt converter, which shapes source current is to be active and of amplitude required
to supply the load with the required active power and maintains the UPQC’s DC-link capacitor
voltage in the assumed range, and (2) of the series converter, which tracks the supply voltage vs
and—If needed—injects suitable voltage corrections v,4 (Figure 1). As the result load voltage vy is
shaped to be sinusoidal and of nominal amplitude. In the vast majority of cases the control circuitry
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of the UPQC’s shunt converter steers also the operation of the entire UPQC filter. The same rule is
applied in this paper. A comprehensive review on the possible shunt converter control techniques can
be found in [20,21].

2.2. Principle of UPQC’s Shunt Converter Control

The control unit of the shunt converter processes the voltage signal of the UPQC’s DC-link
capacitor Cy., Figure 1, in order to obtain the conductance signal. This signal gives crucial information
needed to produce the reference for the source current. The conductance signal can be used to obtain the
current reference signal as well for the shunt active power filter (SAPF) as for UPQC’s shunt converter.

In general, the compensated load may be nonlinear, time variable, passive or active, of single or
polyphase structure with or without the neutral conductor, unbalanced, etc. From this perspective
applying an universal method for obtaining the signal of equivalent conductance would be beneficial.
Such an universal method, which allows this signal calculation as a function of amount of energy
stored in the active filter’s reactance elements, has been proposed in [8]:

~ (Wapro — wapr(t)) (Nsp 4 1)
g(t) = TaV2 M

where: g(t) is the instantaneous load equivalent conductance signal; W4pr is initial amount of energy,
which has been stored in all UPQC’s reactance elements during UPQC initialization procedure; wpr(t)
is amount of energy stored in these elements at instant ; Ngr is the ratio of amount of energy delivered
to the load from the supply source with respect to energy that is simultaneously delivered to the load
from UPQC’s reactance elements—After each instant of change of load active power until the moment
of achieving a new stead state by UPQC; T is a user dependent parameter that may be utilized to
define UPQC time response on change of load active power; Vg is source voltage rms.

The Equation (1) can be simplified to the form that only information on a part of total amount of
energy stored in the UPQC is taken into account: namely that is stored in its DC-link capacitor:

Cae(V2y =% (1)) (Nsp +1)
_ _ 2 2
t) = T = Ky(VZy = 02.(t))(Nsr +1) 6)
where C, is capacity of DC-link capacitor, V¢ is its initial (i.e., after UPQC initialization procedure,
see also Wpro in Equation (1)) voltage and v,.(f) is its voltage at instant f, and where:

Cdc

Ky = —dc_ 3
T ©)

It is characteristic for the discussed control technique that the DC-link capacitor voltage is not
controlled to be constant. On the contrary, the “freewheeling” capacitor voltage is an input signal
for obtaining the conductance signal. The Ky factor gives a proportion between a signal related to
the DC-link capacitor voltage and the conductance signal. The Ky factor has a practical meaning:
it may be used as the gain coefficient of a simple P-type regulator in the active filter’s control unit.
No other signal converters of DC-link capacitor voltage are needed to obtain the conductance signal
(Equation (2)).

There is a parameter T in the denominator of Equation (3). By changing this parameter the
user can control the UPQC’s shunt converter inertial response on any change of load active power.
By increasing/decreasing magnitude of this parameter more/less energy of each change of load active
power can be buffered by DC-link capacitor. In other words, the Ts parameter can be used to
regulate the energy flow between the source and the load in order to stabilize (or average) the source
active power.
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Having the conductance signal the reference for source current can be determined by
the relationship:

(1) = g(Burs (1) @

where v15(t) is fundamental component signal of source voltage. This component can be obtained in
many ways (e.g., using filtration or PLL based techniques).

A variable component may appear in conductance signal (Equation (2)) if the load current contains
a non-active component. Since UPQC compensates such component with the use of energy stored in
its reactance elements (Equation (1)) this cause an oscillating component in DC-link capacitor voltage
(Equation (2)). This component can distort the reference (Equation (4)). In order to eliminate impact
of this component on the reference (Equation (4)) the continuous signal (Equation (2)) should be
transformed into the stepwise waveform. To do this the signal (Equation (2)) is sampled at the very
end of each subsequent period T}, of source voltage cycle. Then each sample is hold for the next period
Tm+1, [8]. Application of such sample-and-hold procedure causes a “step-by-step” UPQC’s shunt
converter action in that every change in load active power is practically entirely buffered with energy
stored in the DC-link capacitor. For such method of full-buffering of energy flow the Ngr parameter,
see Equations (1) and (2), should be set to zero. As the result the source-to-load flow of energy is
delayed for one period T and the stepwise form of the conductance signal applied for a T, period is
given by:
Cdc(véo - vczic (Tim-1 ))

2T V2

Gr, = ®)
where: v4.(Ty-1) is capacitor Cy. voltage at the end of (m-1)th period T.
Finally, on the base of Equations (4) and (5) the source current reference signal ig" for period T, is:

is . (t) = Gr,v15(t) (6)

It should be emphasized that during compensation the following inequality has to be satisfied:

v (t) >> vs(t) ?)

If this condition is not satisfied the UPQC dynamics can be insufficient. In an extreme case,
when v;.(t) < vs(t), the UPQC action may become even harmful.

2.3. Principle of UPQC'’s Series Converter Control

Source voltage waveform may deviate from its fundamental component due to wide range of
physical phenomena existing in the grid. They may be considered as voltage harmonics, flicker, swell or
sag, or pulse transients. There are specialized devices to overcome power quality problems that are
related to voltage disturbances. The dynamic voltage restorer (DVR) seems to be the most economical
solution in this field, [22]. However, UPQC'’s series converter can maintain the load voltage v to be
close to the fundamental component v;5 of the source voltage vs.

Independently of the reason of voltage distortion its shape bettering can be performed with the
use of the same conductance signal-based control method considered. In other words, there is no need
to identify the reason or spectrum of the source voltage distortion. In any case it is sufficient to inject the
adequate voltage correction v,44 in series with the source voltage vs (Figure 1). To produce appropriate
voltage correction v,y the series converter generates (using energy stored in the DC-link capacitor)
the current flow through the converter’s side winding of the injecting transformer. The hysteresis
controller compares load voltage to its reference, i.e., the source voltage fundamental component,
and steer switches action of the series converter in order to keep this voltage near this reference. As the
result the required voltage v,44 appears across the grid side winding of the injecting transformer.
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Voltage and current distortion components may be considered as nonactive ones. Therefore,
while compensating and being in the steady state, both UPQC converters impact the compensated
voltage/current runs using nonactive power only, i.e., without change of mean magnitude of DC-link
capacitor energy (if skip energy loss in the UPQC circuitry). In such situation the load conductance
signal is still constant and, consequently, source current amplitude is constant as well. This observation
is important from the perspective of the considered control method.

However, for the control method considered each change of load active power cause change of
the conductance signal. Also energy losses in UPQC circuitry influence the total load-and-UPQC
active power, so they impact the conductance signal (Equation (5)). It can be then said that there are
no changes of signals (Equations (5) and (6)) when load active power is constant and the UPQC’s
series converter compensates only for higher harmonics of source voltage. On the contrary, the signals
(Equations (5) and (6)) get new magnitude when the series converter counteracts change of source
voltage rms, or if there is a change in source voltage harmonic content. As a result the source is loaded
higher/lower in order to maintain constant voltage rms across load terminals.

Finally, as an important conclusion it can be said, that all energy relations between the UPQC’s
series converter and the rest of the system considered can be supervised by the control unit of the
UPQC’s shunt converter and there is no operational incompatibility between both converters.

3. Studies for UPQC Standard Operation

The considered control method has been extensively verified by means of computer simulation.
The IsSpice software (Intusoft, San Pedro, CA, USA) has been used. During some analyses performed
the deformation of source voltage and load current often went beyond the voltage and current runs
encountered in practice. They caused strong overload of UPQC circuitry. This approach, attractive in
simulation studies, allows to assess the usability area of the considered UPQC control method.

In this paper simulation studies are divided into two parts. The first one, Section 3, considers UPQC
standard operations, i.e., compensation for nonactive current and improving the voltage waveform on
load terminals. The second part, Section 4, describes additional UPQC functionalities that arise if the
conductance signal control method is used. In particular, this section considers the possibility of using
UPQC as a distribution center for locally generated power.

For all analyses performed the same supply source characteristic and UPQC circuitry were used:

(1)  Supply source. Supply voltage waveform, vg in Figure 1, is composed of fundamental harmonic
of rms 230 V/50 Hz and of two higher harmonics: rms 32 V/250 Hz and rms 32 V/350 Hz.
Internal resistance and inductance of the supply voltage source is 2 m() and 100 uH, respectively.

(2) UPQC’s shunt converter. Energy phenomena related to DC-link capacitor are essential for
obtaining the UPQC reference signal. The capacity of UPQC’s DC-link capacitor Cg, is rated
with respect to the maximal magnitude Py, of the load active power and the C,4. capacitor
maximal-to-minimal voltage ratio (compare Equation (7)). Thus, on the base of Equation (5)
the needed capacity can be estimated as C;. = 2P max/ (Vo2 = aeri12)- Finally, the initial voltage
Vo of 600 V and the Cy. capacity of 8 mF were used. A band-bang regulator operating with Al
loop equal to 1 A has been used to force the reference current (Equation (6)). The inductance
of shunt converter series inductor is set to 5 mH in order to limit the converter’s switching
frequency to about 40 kHz. Switching elements of the converter are modeled to work similarly to
IGBT transistors.

(3) UPQC’s series converter. A hysteresis bang-bang regulator operating with AV equal to 5 V
has been used to shape the load voltage waveforms near its reference signal: The fundamental
harmonic component of source voltage. The inductance and capacity of the series converter’s
LC(R) smoothing filter are designed so that the switching frequency of the serial converter is
about 15 kHz.

(4) Switching elements of the shunt converter are modeled in such a way that they work similarly to
IGBT transistors.
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(5) A high-pass passive LC(R) filter has been added in parallel to the UPQC’s shunt converter in
order to diminish flow of high-frequency component of the compensating current into the supply
source branch.

3.1. Basic Examination of the Control Method. Turning UPQC and Load On and Off

Achieving the steady state after turning the UPQC or load on and off is considered in this
Subsection. Analyses of selected signals of the network after switching the load on and off gives
information on correctness of source-and-load energy balancing performed by UPQC. This energy
balancing is crucial for the studied UPQC control method.

For all analyses carried out in this subsection the load is a thyristor power controller. It is
composed of a 10 Q) resistor in series with two thyristors in antiparallel connection. Both thyristors are
fired symmetrically with phase angle of 71/2. This load brings in abrupt load power changes and wide
harmonic spectrum for load current that can be difficult to compensate by SAPF and UPQC devices.

3.1.1. Turning UPQC’s Shunt Converter On

Since the shunt converter controls the source current it is also responsible for the total power
delivered to the whole UPQC-and-load network. In particular, it controls also the source current
component that is related to energy dissipated in all UPQC’s circuitry. For this reason the shunt
converter should be turned on no later than the series one. The process of turning the shunt converter
on is shown in Figures 2 and 3, and then characterized with the use of basic electrical load and UPQC
parameters collected in Tables 1 and 2.

In Figure 2 source voltage vs(t), source current is(t) and the conductance signal G(T};)—According to
Equation (5), are shown as waveforms 1, 2 and 3, respectively. Before the time instant f = 400 ms
the source-and-load circuit acts in the steady state. The UPQC is inactive yet and does not impact
the source-load energy transmission. Then the shunt converter is turned on at instant t = 400 ms.
Until this moment the DC-link capacitor voltage is of its initial magnitude V¢, so the conductance
signal (Equation (6)) is null. For that reason for the whole period T starting at this moment the load is
powered using energy stored in UPQC reactance elements, practically solely from its DC-link capacitor.
Therefore the source current is practically null. At the end of this period T, i.e., at t = 420 ms, the load
equivalent conductance related to this period can be calculated and then used to produce the reference
signal (Equation (6)) for the next period T, i.e., for time period 420 ms—440 ms.
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Figure 2. Shunt converter turning on. Source voltage: run 1, source current: 2, conductance signal: 3.
Y scale for conductance signal is 45 mS/div.
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Figure 3. Shunt converter turning on process. DC-link capacitor voltage: waveform 1, and load
equivalent conductance signal: waveform 2.

Table 1. Compensated load basic electrical parameters just before (for 380 ms—400 ms) and after
(for 400 ms—460 ms) the instant (at 400 ms) of turning the shunt converter on.

Time (ms)
Parameter 380-400 400-420 420-440 440-460
Vioad (V) 229 234 234 234
T oad (A) 15.6 16.6 17.0 17.0
Stoad (VA) 3572 3884 3978 3978
P oad (W) 2439 2743 2885 2879
PFload 0.68 071 0.73 0.73
Wioad () 488 549 57.7 57.6
Gload (mS) 46.6 50.1 527 526

Vioad and Ijaq are voltage and current rms on load terminals, Sygag and Ppoaq are load apparent and active powers,
PFpoad is load power factor, Wiaq is energy consumed by load, Groag is load equivalent conductance equal to
PLoad/(VLoad)z-

Table 2. UPQC-and-load subcircuit basic electrical parameters before (380 ms—400 ms) and after
(400 ms—460 ms) the instant (at 400 ms) of turning the shunt converter on.

Time (ms)
Parameter 380-400 400-420 420-440 440-460
Vsource (V) 232 232 232 232
Isource (A) 15.5 2.8 12.1 129
Isource THD (%) 59 146 17 14
SuPQC+Load (VA) 596 650 2807 2993
Pyupgc+Load (W) 449 277 2717 2899
PFypQc+Load 0.68 0.42 0.97 0.97
WurQc+ioad () 49.0 55 54.3 58.0
AWpccap () 0.0 —49.5 —4.2 0.0
Gsignal (mS) 1.2 1.2 423 59.0

Vsource and Isource are voltage and current rms on UPQC terminals, Isgyree THD is source current THD factor,
SUPQC+Load @nd PupQc1oad are UPQC-and-load apparent and active powers seen on UPQC terminals, PFypQc+1.oad
is UPQC-and-load subcircuit power factor, WypgcLoad is energy delivered to UPQC-and-load subcircuit from
source, AWpccap is change of energy stored in DC-link capacitor, Gsignal is signal of load equivalent conductance
calculated accordingly to Equation (5).

The whole “static” change of the capacitor voltage takes place in two steps: the first step from
599.7 V (sample taken at time t = 400 ms), down to 589.3 V (sample taken at ¢ = 420 ms) and then the
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second step from 589.3 V for sample taken at t = 420 ms down to 588.4 V at t = 440 ms. There are two
main reasons of this two-step process of energy balancing:

e the first reason is due to intentional increasing the Ty parameter, see Equation (5). Setting this
parameter to be longer then the period T introduces some inertia to the UPQC response on a
change of source voltage or load power, making the UPQC action more stable. Here Ts; has been
fixed as increased by 2.2% with respect to the period T = 20 ms.

e the second reason is that energy stored only in the DC-link capacitor has been taking into
account when calculating the conductance signal. In such case a comparatively small amount of
non-considered energy, which is stored in other UPQC’s reactance elements, affects the conductance
signal making it a little oscillating. This effect can be neglected because of possible load power
changes for time-variable loads as well as possible random variations in source voltage.

Finally, after the two-step updating of the conductance signal magnitude the whole network
achieves the steady state.

There are basic electrical parameters characterizing load and UPQC action, related to waveforms
shown in Figures 2 and 3, collected in Tables 1 and 2. They characterize the load and source
work, respectively.

The load work is buffered through the UPQC. Therefore, variations in load action are “seen modified”
from the perspective of the supply source. In particular, there are two major changes, which are seen
from this perspective, that occur in whole load-and-UPQC circuitry action at ¢ = 400 ms and then 20 ms
later. These changes are related to the periodical updating of the conductance signal, see Equation (5)
and comments to Figures 2 and 3.

It is noteworthy, that there is no difference in UPQC operation if the order of turning on the load
and UPQC is reversed, that is, when UPQC is already active at the moment when the load begins
its work. Similarly, at this moment the DC-link capacitor voltage equals its initial magnitude and
the going magnitude of the conductance signal is zero. Consequently, the energy flow is buffered by
UPQC with all consequences on UPQC action already described above.

3.1.2. Turning UPQC’s Series Converter On

The series converter starts its action at ¢ = 800 ms (Figure 4), when the network operates in the
steady state and the shunt converter is already active. Since for the control method considered no
time is needed for analysis of source voltage spectrum its distortion can be compensated immediately.
This compensation cause change in harmonic components of DC-link capacitor voltage, waveform 2 in
Figure 4. Although compensation for harmonics does not require the use of active power an increase of
mean magnitude of the capacitor voltage can be observed. This is due to change of load active power
being result of elimination of higher harmonics power from the total active power of the load.

Change in mean value of capacitor voltage causes change in magnitude of conductance signal
(Equation (5)). Therefore, appropriate change of source current amplitude can be also observed. Changes of
source-UPQC-load system parameters, related to Figures 4 and 5, are collected in Tables 3 and 4.

Just after turning the series converter on, at f = 800 ms, there is a drop of load active power
resulting from eliminating load voltage distortion. As a consequence a part of source current turns
out to be “excessive” with respect to going load and UPQC energy demand. Energy of this excessive
current is stored in the DC-link capacitor increasing its voltage/energy. Therefore, on the base of
Equation (5) the conductance signal is recalculated to a new magnitude at the beginning of the next
T period. From this instant, i.e., for t = 820 ms, possibly delayed by the corrections described in the
commentary next to Figure 2, the whole network reaches a new steady state.
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Figure 4. Series converter turning on. Load voltage: waveform 1, and DC-link capacitor voltage:

waveform 2.
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Figure 5. Series converter turning on process. Source current: waveform 1, and conductance signal:

waveform 2.

Table 3. Basic parameters describing load action before (780 ms-800 ms) and after (800 ms-860 ms) the
instant (800 ms) of turning the series converter on.

Time (ms)
Parameter 780-800 800-820 820-840 840-860
Vioad (V) 234 229 229 229
Vioad THD (%) 15 33 3.1 35
T oad (A) 16.9 16.1 16.1 16.0
Stoad (VA) 3955 3687 3686 3664
Proad (W) 2873 2589 2608 2563
PFLoad 073 0.86 071 0.70
Wioad () 575 51.8 522 513
Groad (mS) 524 495 499 49.0

Vioad THD [%] is load voltage THD factor and other parameters are defined as for Table 1.
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Table 4. Basic parameters describing load action before, (780 ms-800 ms) and after (800 ms-860 ms) the
instant (800 ms) of turning the series converter on. All parameters are defined as for Table 2.

Time (ms)
Parameter 780-800 800-820 820-840 840-860
Vsource (V) 232 232 232 232
Tsource (A) 12.9 13.1 12.0 12.1
Isource THD (%) 14 13 14 14
SUPQC+Load (VA) 2993 3039 2784 2807
PupQC+Load (W) 2908 2919 2659 2692
PFUPQC+Load 0.97 0.96 0.96 0.96
Wurqc+Load () 58.2 58.4 53.2 53.8
AWpccap () 0.5 5.2 -0.9 1.9
Gsignal (mS) 51.0 50.8 45.8 46.3

3.1.3. Turning the Load Off

Before the load is turned off the whole network operates in the steady state. Then, at the moment
t = 1400 s, the load is turned off (Figure 6).
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Figure 6. Load turning off process. Load voltage: waveform 1, and load current: waveform 2.

Just after the load turning off moment the load current stops immediately. However, because of the
energy flow buffering the flow of source current has been extended for the next period T, i.e., for the time
1400 s-1420 s (Figures 7 and 8). As the result the whole circuit achieves zero steady state, i.e., with no
load current/power, and UPQC is ready to the next compensation if load is turned on again.
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Figure 7. Load turning off process. Load voltage: waveform 1, and source current: waveform 2.
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Figure 8. Load turning off process. DC-link capacitor voltage: waveform 1, and load conductance
signal: waveform 2.

3.2. Compensation for Source Voltage and Current Distortions

Beside compensation for voltage deformation from higher harmonics the UPQC should maintain
sinusoidal load voltage even if source voltage is influenced by irregular or unexpected distortions.
Source voltage swells and sags, flicker, and pulse-type distortions can be enumerated in this context.

In Section 3.2. the load consists of two branches in parallel. The first one contains a thyristor
power controller, consists of a 15 (2 resistor in series with two thyristors in antiparallel connection
operating with phase angle equal to 7/4. The second one consists of 15 () resistor in series with 32 mH
inductor. This load branch introduces reactive power into the network.

3.2.1. Compensation for Source Voltage Swell

The source voltage is composed initially of fundamental frequency component of rms 230 V and
also of two harmonics: 32 V/250 Hz and 32 V/350 Hz. Then, beginning from t = 120 ms there is a swell
of the source voltage fundamental component by 50%. The most important waveforms and electrical
quantities are shown in Figures 9-11, and then in Tables 5 and 6.

The load operates in the steady state when at instant ¢t = 80 ms UPQC’s shunt and series
converters are activated simultaneously. For the first period T of UPQC operation, i.e., for time period
80 ms—100 ms, the load is powered practically solely with the use of energy stored in the DC-link
capacitor, i.e., without drawing energy from the supply source. This cause decrease of DC-link capacitor
voltage. Then, the first non-zero magnitude of conductance signal (Equation (5)) can be obtained at the
very end of this time period, i.e., at instant f = 100 ms, waveform 3 in Figure 10.
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Figure 9. Source voltage swell compensation. Source voltage: waveform 1, and load voltage:
waveform 2.
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Figure 10. Source voltage swell. Load current, source current and conductance signal: waveforms 1, 2 and 3.
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Figure 11. Source voltage swell. DC-link capacitor voltage and series converter current: waveforms 1 and 2.

Table 5. Basic parameters characterizing load work before and during source voltage swell.
The parameter definitions are the same as for Table 3.

Time (ms)

0-80 80-100 100-120 120-140 180-200 240-260
Parameter
Vioad (V) 225 229 228 247 248 247
Iioad (A) 223 224 223 24.6 24.6 24.8

Stoad (VA) 5018 5130 5084 6076 6101 6126
Proad (W) 4203 4278 4241 5145 5147 5214

PFl oad 0.84 0.83 0.83 0.85 0.84 0.85
Wioad () 84.0 85.6 84.8 1029 1029 1043
Gload (mS) 83.0 81.6 81.6 84.3 83.7 85.5

Table 6. Basic parameters characterizing UPQC-and-load subcircuit operation for the voltage swell.
The parameter describing is the same as for Table 2.

Time (ms)
Parameter 60-80 80-100 100-120 120-140 180-200 240-260
Vsource (V) 231 232 232 346 346 346
Tsource (A) 22 26 18.2 19.0 17.7 17.7
SUPQCsLoad (VA) 5128 603 4222 6574 6124 6124
Pyupqc+Load (W) 4210 254 4146 6458 6014 6009
PFUPOC+ Load 0.82 042 0.98 0.98 0.98 0.98
WUPQC+Load () 842 5.1 82.9 1292 1203 1202
AWpccap (1) -10  -81.8  -28 7.0 —05 0.0
Gsignal (mS) 02 03 74.4 76.8 71.1 71.4
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At t = 120 ms the amplitude of source voltage fundamental component rises from 325 V up to
487V, Figure 9. Since for the control method considered there is no time needed for analysis of source
voltage spectrum this source voltage increase can be compensated immediately. The load voltage
amplitude rises, but only to 349 V, Figure 9 and Table 5.

In order to compensate for this voltage increase a voltage correction is generated using energy
stored in the DC-link capacitor. Depending on the voltage swell magnitude the current of the converter
side of the series converter can reach significant values. This can result in significant increase of energy
loss in this converter (Figure 11) and compare Py 4,4 and Pypgc+road in Tables 5 and 6.

3.2.2. Compensation for Source Voltage Sag

The load operates in the steady state when the UPQC is turning on at t = 80 ms. At t = 120 ms the
amplitude of source voltage fundamental frequency component decreases to 163 V. Due to the UPQC
action the load voltage can be maintained on the amplitude about 295 V, Table 7 and Figure 12.

Table 7. Basic parameters characterizing load work before and during source voltage sag. The parameter
describing is the same as for Table 3.

Time (ms)
60-80 80-100 100-120 120-140 200-220 380-400
Parameter
Vioad (V) 225 229 228 214 209 208
T oad (A) 22.3 224 223 20.9 20.7 20.2

Sioad (VA) 5018 5130 5084 4473 4326 4121
Proad (W) 4203 4278 4241 3735 3653 3487

PFioad 0.84 0.83 0.83 0.84 0.84 0.85
Wioad () 84.1 85.6 84.8 74.7 73.1 69.7
Groad (MS)  83.0 81.6 81.6 81.6 83.6 83.4
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Figure 12. Source voltage sag compensation. Source voltage: waveform 1 and load voltage: waveform 2.

The source voltage drop is compensated with the use of energy drown from the supply source.
This is performed as follows. The deficiency of source energy, caused by voltage sag, is balanced using
of energy stored in the DC-link capacitor. As the result its voltage decreases. It causes an increase in
the conductance signal (Equation (5)) and an increase in amplitude of the source current reference
(Equation (6)). Source current rises increasing source active power (Figure 13). This “additional” source
power is utilized to increase load voltage to be near its nominal magnitude.

Similarly to the case of voltage swell the compensation for voltage sag may require large current
of the series converter. This imply a high magnitude of variable component of the DC-link capacitor
voltage. If the instantaneous capacitor voltage falls close to the source instantaneous voltage, then UPQC
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may lose the possibility of correct operation. Therefore it can be said that in the analyzed case UPQC
operates at the limit of its capabilities. This is illustrated in Figure 14, waveform 1.
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Figure 13. Source voltage sag compensation. Source current: waveform 1, load current: waveform 2,
and conductance signal: waveform 3.
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Figure 14. Source voltage sag compensation. DC-link capacitor voltage and load series converter
current: waveform 1 and 2, respectively.

It should be also noticed a problem of energetic cost of compensation for the source voltage sag.
During compensation high current of the series converter causes a large dissipation of energy in its
power circuitry. Such power loss can be estimated on the basis of a comparison of the active power at
the load terminals against the active power at the UPQC’s input terminals: compare the parameter
Pjoqq in Table 7 with the parameter Pypgcyroad in Table 8.

Table 8. Basic parameters describing UPQC-and-load subcircuit action before and during the source
voltage sag. The parameters shown were defined in Table 2.

Time (ms)
Parameter 60-80 80-100 100-120 120-140 140-160 200-220 280-300 380-400
Vsource (V) 231 232 232 120 120 120 120 120
Tsource (A) 2.2 26 18.2 18.1 303 447 465 46.6
SuPQC+Load (VA) 5128 603 4222 2172 3636 5364 5580 5592
Pyupqc+toad (W) 4210 254 4146 2086 3492 5123 5364 5369
PFUPOC+ Load 0.82 0.42 0.98 0.96 0.96 0.96 0.96 0.96
Wopocstoad ) 842 5.1 82.9 417 69.8 1025  107.3 1074
AWpccap (1) 048  -828  -23  -576  -330  -7.1 -105 04
Gsignal (mS) 02 03 74.4 76.8 1296 1926 2000 2000
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3.2.3. Compensation for Source Voltage Fluctuations

Compensation for source voltage fluctuations within the range of magnitude of 0.9 to 1.1 of
its nominal value and at frequency of 8 Hz is considered in this section. Such voltage fluctuation
may be classified as flicker. Flickers cause a number of adverse effects in electrical circuits operation,
for example for electric motors action electronic devices operation or lighting installations.

For the discussed UPQC control method, the way and effect of reducing flicker-type of source
voltage fluctuations is identical with the method of compensating for source voltage swells and
sags. In addition, because of smaller disturbances in source voltage amplitude they are easier for
compensation. However, the flicker-type voltage oscillations can be considered as repetitive run in a
narrow range of low frequencies. Therefore, it seems to be convenient to present here a distinctive
way of the UPQC action which can be useful for such periodical-like voltage or current disturbances.
In particular, the option of choosing a convenient value for the Ts; parameter, see Equations (1) and (5),
is utilized here. This possibility has been used to increase the inertia in UPQC operation against
changes in load active power. Voltage fluctuations cause changes in this power. In general, the greater
the magnitude of the Ts; parameter the closer the conductance signal (Equation (5)) run with respect
to its multi-period mean. As a result the source current (and load voltage) can be stabilized, so that
flicker is easier to be reduced in the whole grid.

It should be noted, that if increase the Ty time the DC-link capacitor operates with lowered
voltage. For this reason the condition (Equation (7)) may not be met. This can reduce UPQC dynamics
or even cause UPQC operation to failure.

The UPQC operation when the time T; is set to be equal to the source voltage period T, and then
when it has been increased to 3T is analyzed. The conductance signal (Equation (5)) and DC-link
capacitor voltage are shown in the same scale in Figure 15, respectively. It can be observed that for the
Ts; parameter increased to 3T fluctuation of conductance signal is reduced: Waveform 3 in contrast with
waveform 1. Simultaneously the UPQC operates with lowered DC-link capacitor voltage: waveform 4
with respect to waveform 2.
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Figure 15. Source voltage flicker compensation. DC-link capacitor voltage for Tg; = T and for T = 3T:
waveforms 2 and 4, respectively, and conductance signal for Tg; = T and for Tg; = 3T: waveforms 1 and
3, respectively.

The effect of flicker (and still existing harmonics) compensation for Ts; = 3T is shown in Figure 16.
The compensation can be considered sufficient. Taking into account that the load voltage amplitude is
maintained to be constant, it can be concluded that the flicker compensation is sufficient.
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Figure 16. Source voltage flicker compensation. Source voltage: waveform 1, and harmonics-compensated
and amplitude-levelled load voltage: waveform 2.

4. Studies for UPQC Extended Operation

The extended functionality of UPQC is understood here as the possibility of using it also to control
the energy exchange between all—Being influenced by given UPQC device action—Elements of the
network. These elements may be of passive or active type or may be changeable from this point of view.
There is no restriction on location in the network of these elements. They may be covered by UPQC
extended action as well being located on the AC-side as on the DC-side of UPQC device. Therefore,
beside compensating for undesirable components of grid voltage and current runs the UPQC can
also serve as a local energy distribution center that can operate with high power factor. There is no
change in UPQC circuitry parameters and in source voltage waveform components with respect to
those introduced in Section 3. However, in order to highlight UPQC’s extended capabilities the load is
composed to be nonlinear, time variable and of changeable passive or active kind.

4.1. UPQC Operation with Switched Passive/Active Work of AC-Side Load Elements

In general, there are two main possibilities of energy flow management when some nominally
passive elements of load become generators and the amount of energy being generated in the load
exceeds energy being consumed there:

(a) the “excessive” amount of energy is transmitted up stream to the supply source or
(b) the “excessive” amount of energy is stored in the DC-link capacitor.

The case (a) may be realized in a full form, when all amount of the “excessive” energy is
transmitted up stream to the source, or in a partial form, when some portion of the “excessive”
energy is accumulated in the DC-link capacitor. Waveforms related to the (a) strategy are shown
in a general outlook in Figures 17-19, and then, in more precise look and with detailed comments,
are presented in Figures 20-22. Then, waveforms related to the (b) strategy are shown in general
outlook in Figures 23 and 24, and then are detailed in Figures 25-29.
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Figure 17. Source voltage: waveform 1, load voltage: waveform 2 and load current: waveform 3.
Whole network action, general view.
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Figure 18. DC-link capacitor voltage: waveform 1, conductance signal: waveform 2 and source current:
waveform 3 with Y scale of 54 mS/div. Whole network action, case 4.1 (a).
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Figure 19. DC-link capacitor voltage: waveform 1, conductance signal: waveform 2 and source current:
waveform 3 with Y scale of 10 A/div. Whole network action, case 4.1 (b).
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Figure 20. Load voltage: waveform 1, load current: waveform 2 and source current: waveform 3.

g, 000
? 20.00 g
< T
= o €
3 3
8 000 2
-40.00
é 40.00 "
< 20.00 E
£ <
o
§ 2000 5
4000

60.00
20.00
-20.00
-60.00

-100.00

WO

UMWV

90.00M

110.0M

130.0M 150.0M 170.0M
TIME in Secs

Figure 21. Load current: waveform 1 and source current: waveform 2.
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Figure 22. Load current: waveform 1 and source current: waveform 2.
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Figure 23. Source voltage: waveform 1 and load current: waveform 2.
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Figure 24. DC-link capacitor voltage: waveform 1, source current: 2 and conductance signal: 3 with Y

scale of 27 mS/div.
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Figure 25. Source and load voltages: waveform 1 and 2. Theirs RMS and THD parameters are 348 V
and 14.7%, and then 268 V and 7.7%, respectively.
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Figure 26. Source and load voltages: waveform 1 and 2. Theirs RMS and THD parameters are 162 V
and 32.7%, and then 219 V and 4.1%, respectively.

252



Energies 2020, 13, 6298

400.0 400.0
0
£ 2000 £ 2000
9 >
< E
= 0 0 5>
8 2 2
> |
2000 > -200.0
-400.0 -400.0
342.0M 346.0M 350.0M 354.0M 358.0M
TIMEin Secs

Figure 27. Source and load voltages: waveform 1 and 2. Theirs RMS and THD parameters are 235 V
and 21.4%, and then 231 V and 4.3%, respectively.
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Figure 28. Source and load voltages: waveform 1 and 2. Theirs RMS and THD parameters are 235 V
and 21.7%, and then 231 V and 4.7%, respectively.
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Figure 29. Source and load voltages: waveform 1 and 2. Theirs RMS and THD parameters are 162 V
and 32.6%, and then 219 V and 4.2%, respectively.

Figure 20 shows load voltage and current, and then source current during the first 100 ms of
whole network action. This time period corresponds with the same time interval in Figures 17-19,
and then in Figures 23 and 24.

The waveform 2 in Figure 20 is formed to represent total current of several loads, where some of
them are nonlinear and time variable. The current is highly distorted, having also an inductive and DC
components. Initially, in the time period T of 0 ms—20 ms the load active and apparent powers are
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2.8 kW and 3.0 kVA, respectively, and 2.7 kW and 2.9 kVA during time period T of 20 ms—40 ms when
UPQC starts its action.

Then, during the time interval 100 ms-300 ms, a new load-sided element was activated and
therefore the load current run changes, see waveform 1 in Figure 21 (and waveform 3 in Figure 17).
The load current is now composed to be almost unrealistically strongly distorted in order to show high
and extended performance of UPQC. In particular a relatively large negative constant component of
17-28 A appears in the load current spectrum, so the fundamental frequency component is inverted
relative to the fundamental component of the source voltage. Thus, the load, taken as a whole,
works now as a source of energy. Because the in-load generated power exceeds both the power
consumed in the load and dissipated in the UPQC the instantaneous DC-link capacitor voltage
rises above its initial magnitude. As a result, the conductance signal changes its sign to negative,
see waveform 3 in Figure 18. Consequently, the source current, still being purely active, begins to be
controlled by the UPQC’s shunt converter in order to carry some amount of the in-load generated
power to the source, waveform 2 in Figure 21.

Estimation of energy balance in the network when it is practically in the steady state (here in
the time period 200 ms—220 ms, when there is no change in the load power and in the static DC-link
capacitor voltage, see Figures 17 and 18) is as follows: in-load generated power: 7.85 kW, in-load
consumed power: 2.72 kV, power transmitted from the load to the source: 5.07 kW, power dissipated
in UPQC’s shunt converter: 43 W and power dissipated in UPQC’s series converter: 226 W. From this
energy balance results that the in-load generated power feeds passive elements of the compensated
load and covers UPQC’s energy loss. The remaining “excessive” amount of in-load generated power is
transmitted to the source.

After switching off the in-load generating element the DC-link capacitor voltage diminishes below
its initial magnitude. For this reason the conductance signal becomes positive, consequently source
current polarity has been inverted and load draws energy from the source again. This is shown in
Figures 18 and 22.

During the time period about 100 ms-350 ms the UPQC operates as a compensator as well as
an energy distributor. Note, during this time load voltage and source current were maintained to be
sinusoidal, irrespective of energy flow direction (Figures 17 and 18).

4.1.1. Split Storing/Distributing of the In-Load Generated Energy

As it was already stated the energy generated in the active part of load may be decomposed into
the portion consumed immediately and into the “excessive” portion. In turn this “excessive” portion
may be split into a piece to be transmitted immediately to the grid and a piece to be stored in the
DC-link capacitor. In other words, a power limit may be imposed on energy transmission to the grid
(or, if needed, a voltage limit may be imposed on maximal DC-link capacitor voltage).

Such possibility of limited back-transmission is illustrated in Figure 19. In this example the
maximal back-transmission power is bounded to 2.7 kW. Because the in-load generated power is
greater than the allowed power limit of the back-transmission the DC-link capacitor voltage (energy)
rises. It lasts till the moment of switching-off the generating element that is located in the load. Then the
“excessive” energy portion, which were stored in the capacitor, is discharging partially to the source
and partially to UPQC—Being dissipated in its power circuitry. After achieving the balance between
load and source active powers, what can be seen in Figure 19 about t = 380 ms, the source takes over
powering the load.

4.1.2. Full Storing of the In-Load Generated Energy

Characteristic waveforms of currents and voltages for the case of the full energy-storing mode
(without upstream energy transmission) are shown in general outlook in Figures 23 and 24, and then
some critical time areas are zoomed in Figures 25-29.
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The waveform 1 in Figure 24 demonstrates the process of accumulating/discharging the in-load
generated “excessive” energy in the DC-link capacitor. The energy accumulation process takes place
in time periods 180 ms-340 ms and then 540 ms—620 ms, whereas the energy discharging can be
seen during time periods 340 ms-520 ms and 620 ms-940 ms. These time intervals fall within the
wider 180 ms—940 ms range in which UPQC’s shunt converter blocks any current flow to-or-from the
supply source. In other words, during the time 180 ms-940 ms the load works in an energetically
autonomous way, that means without any energy drawing from or giving to the supply source.
Power fluctuations of all elements of the network are buffered by UPQC. Simultaneously all UPQC’s
conventional compensation tasks are fully fulfilled.

The most critical areas occurs about 200 ms-300 ms and then about 550 ms-600 ms. There is a
cumulation of strong source voltage harmonics distortions with voltage swell and later with voltage sag.
There are also large load current deformations, including high energy negative pulses that generates
“asymmetrical” active power, occurring only during positive half-waves of source voltage.

The 240 ms—260 ms T period was chosen to show the effect of UPQC action (Figure 25).

For this period the RMS and THD parameters of source voltage run have been reduced at load
terminals from the “swelled” magnitude of 348 V down to 268 V and from 14.7% to 7.7%, respectively.
Unfortunately, it can be said that despite a significant improvement of load voltage parameters,
the voltage quality requirements have not been met.

Within the second critical area the 580 ms—600 ms T period was chosen to show the effect of UPQC
action (Figure 26). For this period the RMS and THD parameters of source voltage waveform have
been improved at load terminals from the “sagged” magnitude of 162 V up to 219 V and from 32.7%
down to 4.1%, respectively. It can be said that these parameters may be considered satisfactory.

The source and load voltages for non-critical areas are presented in next three figures.
The 340 ms-360 ms, 440 ms—460 ms and 680 ms-700 ms T periods were chosen to show these
waveforms in Figures 27-29, respectively. The load voltage RMS and THD parameters can be accepted
as sufficient from the voltage quality point of view. In particular, there is no significant difference in
the content of harmonics when working with or without compensation for source voltage sag.

4.1.3. A Side Effect of Conductance Signal Control Method: Alleviating and Catching Energy of Source
Voltage Spike Distortion

From time to time an impulsive voltage transient (voltage spike) can appear in the grid, e.g., as a
result of lighting stroke. Lighting arresters can be used to stop the transient. Fortunately, it follows
from the principle of the considered control method that UPQC can alleviate, or even store and then
utilize some amount of energy of such voltage distortion.

The network operates in the steady state when a voltage spike appears at t = 105 ms, Figure 30.
Parameters characterizing this spike are 3.3 kV in magnitude, 1.2 us rise time, 10 us peak voltage
duration and 200 us fall time.
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Figure 30. Source voltage with spike distortion: waveform 1 and DC-link capacitor voltage: waveform 2.
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Energy of this source spike increases amount of energy, which flows through UPQC input
terminals, from 89.9 ] during the stead state T period 80 ms-100 ms, up to 141.6 J for the next (i.e., hit by
the spike) 100 ms-120 ms T period. Some amount of energy of the spike impacts the load immediately,
what can be seen as load voltage distortion shown in waveform 2 in Figure 31. As the result, the energy
consumed by the load rises from 88.2 ] for the 80 ms-100 ms time period up to 125.4 J for the next
one. However, some portion of energy of the spike has been caught by UPQC. This energy portion
increases energy stored in the DC-link capacitor: note the difference in capacitor voltage between
instants t = 120 ms and ¢ = 100 ms in waveform 2 in Figure 30.
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Figure 31. Source voltage: waveform 1 and load voltage: waveform 2.

Because UPQC buffers energy variations between the supply source and the load the energy of
the pulse distortion, which reaches load terminals, is lower than the distortion of energy that appears
on UPQC input terminals. This is 125.4 ] with respect to 141.6 ], respectively. This energy difference
increases electric charge stored in the DC-link capacitor and, at the same time, increases its static voltage
from 581 V at t = 100 ms up to 584 V at t = 120 ms, waveform 2 in Figure 30. This “additional” voltage
(or energy) decreases the conductance signal (Equation (1)) from 82.3 mS for T period 100 ms-120 ms
down to 65.7 mS for the next T period 120 ms-140 ms, waveform 1 in Figure 32. This fall of conductance
signal (Equation (1)) causes decreasing in source current amplitude from 26.6 A down to 21.3 A,
waveform 2 in Figure 32 during the T period 120 ms-140 ms. In other words, during this T period
UPQC uses the from-the-distortion energy to power both itself and the load.
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Figure 32. Conductance signal: waveform 1 and source current: waveform 2.

Just after the moment at which energy of the pulse distortion stored in the DC-link capacitor is
discharged, the network returns to the steady state, waveform 2 in Figure 30 and both waveforms
in Figure 32.
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4.1.4. UPQC Operation During Switched Passive/Active Work of DC-Side Load

In order to extend the UPQC usefulness a load as well as a source of energy may be connected
to the UPQC’s DC-link capacitor. In such a case UPQC can perform some extra tasks. In particular,
depending on direction of energy flow, UPQC can act as a high power factor rectifier, which can power
DC-side loads with the use of AC-side generated energy, or as an inverter, which can supply AC-side
loads with the use of energy generated by DC-side sources. Therefore, UPQC may also serve as an
energy bridge and buffer that can control energy flow between all UPQC’s AC-side and DC-side loads
and sources. Figures 33 and 34 illustrate such extended mode of UPQC operation.
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Figure 33. DC-side load current: waveform 1, DC-link capacitor voltage: waveform 2 and conductance
signal: waveform 3 (Y scale for this signal is 25 mS/div).
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Figure 34. AC-side source voltage: waveform 1, AC-side load voltage: waveform 2, AC-side load
current: waveform 3, AC-side source current: waveform 4 and conductance signal: waveform 5,
where Y scale for the conductance signal is 57 mS/div.

In Figure 33 UPQC operates in the steady state when a DC-side current of 10 A magnitude begins
to charge the DC-link capacitor at the moment = 60 ms, waveform 1 in Figure 33. Due to the increase in
DC-link capacitor voltage, the conductance signal changes both its magnitude and sign to be negative,
waveform 3 in Figure 33 and waveform 5 in Figure 34.

As a result energy of this charging DC-side current is transferring to the AC-side network.
This energy can power AC-side loads and, concurrently, its surplus may be transmitted upstream to
the grid. This to-the-grid energy transferring process starts at t = 80 ms, waveform 4 in Figure 34.

Then, at time instant ¢ = 120 ms, the DC-side current begins to discharge the DC-link capacitor.
The conductance signal is recalculated into a new magnitude that depends on sum of AC-side and
DC-side active powers. As a result the UPQC, still compensating for voltage and current disturbances,
operates concurrently as a high power factor rectifier, i.e., a rectifier with sinusoidal input current,
waveform 4 in Figure 34.

Figures 35-39 characterize the UPFC work for when voltage/current runs to be compensated
are highly and variously distorted. An additional element, which can operate either as a load or a
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source of energy and which power can vary in time both in magnitude and in sign, is connected on the
DC-link capacitor. Such a network can be considered as generating a kind of worst case of voltage and
current runs to be improved. Parameters of these voltage/current runs are specified in the comment
that follows Figure 36.

The distorted AC-side source voltage and then the compensated AC-side load voltage are shown in
Figure 35. The AC source voltage is distorted by the same higher harmonics and swell/sag disturbances
compared to that shown in Figure 23, but this time the whole system is also influenced by energy
consumption/generation by the DC-side circuitry. The current run of the DC-side load/source element
is shown in Figure 36. Positive polarity of this current means that this element generates energy and

vice versa.
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Figure 35. Global view on AC-side source voltage: waveform 1 and on AC-side load voltage:

waveform 2.
, 3™ 20.00
s i Bl

c

£ 1500 g7 -60.00
f\ 5.000 % -100.00 ]f”

-5.000 -140.0 )

100.00M 300.0M 500.0M 700.0M '900.0M
TIVE in Secs

Figure 36. Global view on AC-side load current: waveform 1 and on DC-side load current: waveform 2.
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Figure 37. Global view on DC-link capacitor voltage: waveform 1, AC-side source current: waveform 2
and conductance signal: waveform 3 with Y scale of 56 mS/div.
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Figure 38. Critical time period 100 ms-300 ms. AC-load voltage: waveform 1 and AC-source current:

waveform 2.

258



Energies 2020, 13, 6298

120.0 400.0
: o ! W\/\/\/
£ c
g 000§ 4000 ral
N —
hil 0o > 8000 \/W\/\/\@)
-40.00 -1.200K
580.0M 620.0M 660.0M 700.0M 740.0M
TIME in Secs

Figure 39. Critical time period 560 ms-760 ms. AC-load voltage: waveform 1 and AC-source current:
waveform 2.

DC-link capacitor voltage, AC-side source current and conductance signal (shown as the envelope
of source current) are presented in Figure 37. These signals are essential for discussing the UPQC
extended operation. In particular, energy balancing between all sources and loads of the network
as well as UPQC’s “internal energy effort” in order to compensate for nonactive voltage and current
components can be identified when analyzing the waveform of DC-link capacitor voltage. This voltage
run contains the in-T-period oscillations that relate to compensation for nonactive components of
AC-side current and voltage. In the same time the DC-link capacitor voltage increases or decreases
statically, i.e., from T}, period to T+ one, when UPQC balances active powers of all loads and energy
sources of the network.

The most critical conditions for UPQC action appear around 200 ms-300 ms and 500 ms-700 ms.
They may be treated as a base for a general assessment of UPQC performance.

(a) The first critical time period 200 ms-300 ms: There exist a 50% increase in the amplitude
of fundamental component of AC source voltage, a large harmonic deformation with heavy
DC-component in AC-side load current and successive energy generation/consumption with
variable power on UPQC’s DC-side circuitry. The related UPQC’s output runs, i.e., AC-side load
voltage and AC-side source current, are shown in Figure 38. For the steady state of the grid
waveforms, T period 220 ms—240 ms, parameters of UPQC’s input and output runs are:

e source voltage RMS/THD of 348 V/14.5% have been transformed into load voltage
247 V/3.8%, respectively;

e load current THD of 82.3% and its DC component of magnitude —28.2 A have been
transformed into source current THD and DC component of 1.9% and 0.0 A, respectively.

(b) The second critical time period 500 ms-700 ms. There is a 33% decrease in the amplitude source
voltage fundamental component, other parameters are the same as in (a). The UPQC output
signals are shown in Figure 39. For the steady state of grid runs within this region, T period
660 ms-680 ms, parameters of UPQC’s input and output signals are as follows:

e  source voltage RMS of 162 V and THD of 33.2% have been transformed into load voltage
RMS and THD of 218 V and 4.6%, respectively;

e load current THD and DC component of 79.5% and —28.5 A has been transformed into
source current THD and DC component of 2.6% and 0.1 A, respectively.

It can be stated that in both critical areas of the UPQC operation the disturbed input voltage and
current runs have been compensated satisfactory.

5. Conclusions

The paper presents the possibility of compensation for nonactive voltage/current components with
the use of compensators that are controlled using a conductance signal. In general, the conductance
signal results from the active power of the compensated load. This signal can be calculated based on
two variables to be measured:
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(a) signal of load power—But obtained indirectly, by measuring energy stored in the reactive elements
of the compensator;
(b) signal of supply voltage.

By using the conductance signal as the reference for the compensator action it is possible to omit
the technically complicated methods of analysis of voltage/current waveforms by their decomposition
into plurality of components. The same idea of avoiding the harmonic analysis is visible here if one
compares the considered method to the p-q instantaneous power theory and its use to compensators
control. Depending on planned purpose of compensation, such a solution may well be an advantage
or a disadvantage.

The conductance signal is obtained based on observation of energy balance in the circuit consisting
of the source, the UPQC compensator and the load. Any energy imbalance between the power required
by the load and supplied by the source is buffered by the UPQC. In other words the network aims the
steady state under control of the UPQC.

Using the conductance signal control method extends the functionality of UPQC. There is the
possibility of controlling the flow of energy between all active and passive components of the network.
This can help to increase the efficiency of the network.

The use of conductance signal in order to control the UPQC action enables bi-directional energy
transmission with unity power factor both from the source to the load and in the opposite direction
when the load can also generate energy. Both UPQC’s AC- and DC-side generated or consumed
energy may be handled and exchanged in such bi-directional way. This opens the possibility of using
UPQC also as a local energy buffering-and-distribution center that can be useful for smart microgrids,
increasing their energy efficiency.

Funding: This research received no external funding.

Conflicts of Interest: The author declares no conflict of interest.

References

1. Singh, B,; Chandra, A.; Al-Haddad, K. Power Quality: Problems and Mitigation Techniques; John Wiley & Sons:
Hoboken, NJ, USA, 2014.

2. Akagi, H.; Watanabe, E.; Aredes, M. Instantaneous Power Theory and Applications to Power Conditioning;
IEEE Press: Piscataway, NJ, USA, 2017.

3. Khadkikar, V. Enhancing electric power quality using UPQC: A comprehensive overview. IEEE Trans.
Power Electron. 2012, 27, 2284-2297. [CrossRef]

4. Chen, D.; Xiao, L. Novel Fundamental and Harmonics Detection Method Based on State-Space Model for
Power Electronics System. IEEE Access 2020, 8, 170002-170012. [CrossRef]

5. Harirchi, F; Simoes, M.G. Enhanced instantaneous power theory decomposition for power quality smart
converter applications. IEEE Trans. Power Electron. 2018, 33, 9344-9359. [CrossRef]

6.  Pinto, ]J.O.; Macedo, R.; Monteiro, V.; Barros, L.; Sousa, T.; Alfonso, J. Single-phase shunt active power filter
based on a 5-Level converter topology. Energies 2018, 11, 1019. [CrossRef]

7. Fryze, S. Wirk-, Blind-, und Scheinleistung in Elektrischen Stromkreisen mit nichtsinusformigem Verlauf von
Strom und Spannung. Elektrotechnische Z. 1932, 25, 33.

8.  Szromba, A. Conductance-controlled global-compensation-type shunt active power filter. Arch. Electr. Eng.
2015, 64, 259-275. [CrossRef]

9.  Szromba, A.; Mysinski, W. Voltage-source-based conductance-signal controlled shunt active power filter.
In Proceedings of the 2017 European Conference on Power Electronics an Applications, Warsaw, Poland,
11-14 September 2017.

10. Orts-Grau, S.; Gimeno-Sales, EJ.; Segui-Chilet, S.; Abellen-Garcia, A.; Alcaniz-Fillol, M.; Masot-Periz, R.
Selective compensation in four-wire electric systems based on a new equivalent conductance approach.
IEEE Trans. Ind. Electron. 2009, 56, 2862-2874. [CrossRef]

11. Montero, M.I; Cadaval, E.R.; Gonzalez, F.B. Comparison of control strategies for shunt active power filters
in three-phase four-wire systems. IEEE Trans. Power Electron. 2007, 22, 229-236. [CrossRef]

260



Energies 2020, 13, 6298

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

Moreno, V.; Pigazo, A. Modified FBD method in active power filters to minimize the line current harmonics.
IEEE Trans. Power Deliv. 2006, 22, 735-736. [CrossRef]

Hafezi, H.; D’Antona, G.; Dede, A.; Giustina, D.D.; Faranda, R.; Massa, G. Power quality conditioning in LV
distribution networks: Results by field demonstration. IEEE Trans. Smart Grid 2017, 8, 418-427. [CrossRef]
Panda, A K.; Patnaik, N. Management of reactive power sharing and power quality improvement with
SRF-PAC based UPQC under unbalanced source voltage condition. Int. J. Electr. Power Energy Syst. 2017,
84, 182-194. [CrossRef]

Ambeati, B.B.; Khadkikar, V. Optimal sizing of UPQC considering VA loading and maximum utilization of
power-electronics converters. IEEE Trans. Power Deliv. 2014, 29, 1490-1498. [CrossRef]

Ye, J.; Gooi, H.B.; Wu, E. Optimization of the size of UPQC system based on data-driven control design.
IEEE Trans. Smart Grid 2018, 9, 2999-3008. [CrossRef]

Moghbel, M.; Masoum, M.A.; Fereidouni, A.; Deilami, S. Optimal sizing, siting and operation of custom
power devices with STATCOM and APLC functions for real-time reactive power and network voltage quality
control of smart grid. IEEE Trans. Smart Grid 2018, 9, 5564-5575. [CrossRef]

Campanbhol, L.B.; da Silva, S.A.; de Oliveira, A.A.; Bacon, V.D. Power flow and stability analyses of a
multifunctional distributed generation system integrating a photovoltaic system with Unified Power Quality
Conditioner. IEEE Trans. Power Electron. 2019, 34, 6241-6256. [CrossRef]

Kaur, A.; Kaushal, J.; Basak, P. A review on microgrid central controller. Renew. Sustain. Energy Rev. 2016,
55,338-345. [CrossRef]

Asiminoaei, L.; Blaabjerg, F.; Hansen, S. Detection is key. Harmonic detection methods for active power filter
applications. IEEE Ind. Appl. Mag. 2007, 13, 22-33. [CrossRef]

Tareen, W.; Mekhilef, S.; Seyedmahmoudian, M.; Horan, B. Active power filter (APF) for mitigation of
power quality issues in grid integration of wind and photovoltaic energy conversion system. Renew. Sustain.
Energy Rev. 2017, 70, 635-655. [CrossRef]

Farhadi-Kangarlu, M.; Babaei, E.; Blaabjerg, F. A comprehensive review of dynamic voltage restorers.
Electr. Power Energy Syst. 2017, 92, 136-155. [CrossRef]

Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional
affiliations.

® © 2020 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution
[

(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

261






energies MBPY

Atrticle

Effective Permeability of Multi Air Gap Ferrite Core
3-Phase Medium Frequency Transformer in Isolated
DC-DC Converters

Piotr Dworakowski /%, Andrzej Wilk 2 Michal Michna 2, Bruno Lefebvre 1, Fabien Sixdenier 3
and Michel Mermet-Guyennet !

L Power Electronics & Converters, SuperGrid Institute, 69100 Villeurbanne, France;

bruno.lefebvre@supergrid-institute.com (B.L.); michel. mermet-guyennet@alstomgroup.com (M.M.-G.)

Faculty of Electrical and Control Engineering, Gdansk University of Technology, 80-233 Gdansk, Poland;

andrzej.wilk@pg.edu.pl (A.W.); michal. michna@pg.edu.pl (M.M.)

3 Univ Lyon, Université Claude Bernard Lyon 1, INSA Lyon, ECLyon, CNRS, Ampeére, 69100 Villeurbanne,
France; Fabien.sixdenier@univ-lyon1.fr

*  Correspondence: piotr.dworakowski@supergrid-institute.com

Received: 4 February 2020; Accepted: 11 March 2020; Published: 14 March 2020

Abstract: The magnetizing inductance of the medium frequency transformer (MFT) impacts the
performance of the isolated dc-dc power converters. The ferrite material is considered for high power
transformers but it requires an assembly of type “I” cores resulting in a multi air gap structure of
the magnetic core. The authors claim that the multiple air gaps are randomly distributed and that
the average air gap length is unpredictable at the industrial design stage. As a consequence, the
required effective magnetic permeability and the magnetizing inductance are difficult to achieve
within reasonable error margins. This article presents the measurements of the equivalent B(H) and
the equivalent magnetic permeability of two three-phase MFT prototypes. The measured equivalent
B(H) is used in an FEM simulation and compared against a no load test of a 100 kW isolated dc-dc
converter showing a good fit within a 10% error. Further analysis leads to the demonstration that
the equivalent magnetic permeability and the average air gap length are nonlinear functions of the
number of air gaps. The proposed exponential scaling function enables rapid estimation of the
magnetizing inductance based on the ferrite material datasheet only.

Keywords: average air gap length; dc-dc power converters; gapped magnetic core; magnetic
permeability; magnetizing inductance; medium frequency transformer

1. Introduction

The medium frequency transformer (MFT) is one of the key components in the isolated dc-dc
converters [1-4] related to: smart grids [5], photovoltaic power plants [6], wind power plants [7], and
electric vehicle charging [8,9]. The three-phase topology is considered for high power applications
where the high power density and high efficiency are required. In [10,11], an analytical approach
was proposed to compare multi-phase dc-dc topologies. In [12], the single-phase and three-phase
topologies were compared. A 10 kVA 1 kHz three-phase MFT prototype was reported in [13], and a
2 kVA 100 kHz three-phase MFT was reported in [14]. A 5 MW three-phase converter was presented
in [15] but using three single-phase MFTs. The general circuit diagram of the three-phase isolated dc-dc
converter is composed of two voltage source converters (VSC), and an MFT is presented in Figure 1.
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VSC1 MEFT VSsC2

Figure 1. Three-phase isolated dc-dc converter circuit diagram; C, is the optional resonant capacitor.

The performance of the converter highly depends on the MFT and its equivalent circuit parameters.
The leakage inductance has a significant influence on the operation of the converter and the specified
value is usually well achieved in the MFT development process. In the LLC resonant dc-dc (LLC)
converter [1,16,17], the magnetizing inductance has a significant effect on the zero voltage switching
(ZVS) [18-20], but it may be difficult to achieve within reasonable error margins [21]. The maximum
value of the magnetizing inductance should take into account the drain-source capacitance Cys of the
MOSEFET (or other power semiconductor switch). It should ensure the magnetizing current sufficient
to charge and discharge the C4; during the dead time of a VSC leg. In the dual active bridge (DAB)
converter [2,22], the magnetizing inductance should not increase the VSC current and it should be
considered at low operating power.

The operating frequency of the 100 kilowatt class isolated dc-dc converters is considered in the
range from few kilohertz to tens of kilohertz [23-25]. The voltage and current fundamentals and
harmonics influence the design of the MFT magnetic core and windings. The choice of MFT magnetic
core material should be done according to the material properties and cost. The performance factor,
which is defined as a product of the frequency and flux density at a specified core loss density, is used
to compare different types of core materials [26,27]. The amorphous and especially nanocrystalline
materials are preferred in the low and medium frequencies due to the high flux density [28,29]. On
the other hand, the main advantage of ferrite cores is their low power loss, which makes them an
attractive material for the construction of medium and high frequency transformers [30,31]. The ferrite
also offers low cost in terms of material and transformer assembly. In [32], the ferrite core MFT was
considered for an optimized dc-dc converter operating at a few kHz. Finally, the ferrite seems as a
good candidate for the short term industrialization of the high power three-phase MFT. However, the
construction of a ferrite magnetic core for high power MFT requires an assembly of type “I” cores since
the C-cores or E-cores do not exist for large transformers. This results in a multi air gap structure of the
magnetic core.

The influence of the air gap on the transformer magnetic properties in LLC converters was
analysed in [33,34]. It was assumed that the air gap length was known and controlled in the MFT
design process. The considered air gaps had relatively large size in order to reduce the slope of the
B(H) curve and to minimize the influence of magnetic saturation on the magnetizing inductance value.
The influence of the air gap length on the equivalent magnetic permeability, magnetic reluctance and
magnetizing inductance in ferrite core transformers was analysed in [35-38]. The influence on the
core and winding power loss was studied in [39—41]. All the analysed cases considered a single and
uniform air gap of a known length. The analysis of a single but non-uniform air gap in toroidal cores
was presented in [42,43]. The influence of the number of uniform air gaps with a controlled size on the
magnetic properties and transients in a current transducer was considered in [44].

In the transformer core structure characterized by a construction periodicity (ferromagnetic
material—air gap, ferromagnetic material —diamagnetic material, etc.), it is possible to utilize the
homogenization technique or multiscale methods in the description of magnetic properties (reluctance

264



Energies 2020, 13, 1352

of homogenized core, equivalent magnetic permeability, equivalent B(H), etc.). The use of the
homogenization technique in the finite element method (FEM) analysis of step-lap joints in steel sheet
transformers was proposed in [45]. The homogenization technique was further developed in 2D FEM
of steel sheet cores [46-48] and amorphous cores [49]. The multiscale methods were proposed in the
analysis of the magnetic properties of transformer cores in [50]. In order to increase the accuracy of
magnetic computations, a higher order FEM [51] and a step-wise method were proposed [52].

In all the presented references, it was assumed that the air gap length or the diamagnetic material
dimensions were known. However, during the core assembly, the core experiences different mechanical
constraints, which are required to ensure its integrity. This impacts the magnetic properties [53] and
changes the core structure near the air gaps. In many cases, these changes are difficult to determine,
especially once the core is assembled.

According to the authors” knowledge, a study of multiple air gaps in the ferrite core transformers,
enabling an efficient MFT design for the isolated dc-dc converters, has not been reported. In this
article, it is proposed the analysis of the number of air gaps on the equivalent B(H) and the equivalent
magnetic permeability. It is considered that different MFTs have a similar probability distribution of
the average air gap length. The authors propose an experimental approach to the determination of
the equivalent B(H), implying that the physical phenomena as: nonlinearity, fringing effect, structure
dissymmetry, technological aspects, etc. are taken into account.

The novel aspects of this work includes:

e Determination of the equivalent B(H) and the equivalent magnetic permeability in a three-phase
multi air gap ferrite core MFT.

e  Demonstration that the equivalent magnetic permeability and the average air gap length of the
multi air gap ferrite core MFT are nonlinear functions of the number of air gaps.

e  Proposal of an exponential scaling function, enabling a rapid estimation of the magnetizing
inductance based on the ferrite material datasheet only.

The multi air gap medium frequency transformer prototype is presented in Section 2. The
measurement of the magnetic flux in the function of the magnetizing current and the calculation of the
equivalent B(H) and the equivalent magnetic permeability are presented in Section 3. The finite element
simulation of the MFT no load test, using the measured equivalent B(H), is presented in Section 4. The
FEM simulation result is compared with an experimental measurement on a 100 kW 1.2 kV 20 kHz
dc-dc converter in Section 5. The results are analysed and discussed in Section 6, where the influence
of the number of air gaps on the equivalent permeability and the average air gap length are presented.
A scaling function enabling a rapid estimation of the magnetizing inductance is proposed.

2. High Power Medium Frequency Transformer

2.1. MFT Prototypes

The authors have developed two three-phase MFT prototypes for a 100 kW 1.2 kV 20 kHz dc-dc
converter. The dc-dc converter is presented in details in [54]. The three-phase structure is still novel in
the MFT applications with very little demonstrators. The specifications of two MFT prototypes T1 and
T2 are presented in Table 1. The MFT T1 can operate in delta and star vector groups whereas the T2 in
star only. The winding of both transformers is made of the same litz wire composed of 3870 strands of
0.1 mm diameter.

265



Energies 2020, 13, 1352

Table 1. Specification of the medium frequency transformer prototypes for the nominal operating conditions.

Parameter T1Dd T1Yy T2 Yy
Phase voltage (V) 980 566 566
Phase current (A) 36 65 65
Core flux density (T) 0.22 0.15 0.27
Winding current density (A/mm?) 12 2.1 2.1
Dimensions of active parts (cm) 67 x 20 x 35 45 x 20 x 30
Total weight (kg) 57 36

The MFT T2 is presented in Figure 2 and its design is detailed in [55]. In particular, a significant
difference between the calculated and measured magnetizing inductance is highlighted. This shows
the important influence of the parasitic air gaps on the magnetizing inductance.

AUX1 AT

Figure 2. Medium frequency transformer prototype T2 showing primary winding terminals: 1*-1, 2*-2,
3*-3, secondary winding terminals: 4*-4, 5*-5, 6*-6, three columns A, B, C, and additional auxiliary coils
AUX1 and AUX2 for flux measurement (blue wire around the yoke).

2.2. Magnetic Core

The magnetic core of the MFT prototypes is made of MnZn ferrite 3C90 from Ferroxcube. The core
is assembled with I-cores measuring 25 mm X 25 mm X 100 mm each. The core assembly is presented
in Figure 3. In this core design, the I-cores are not interleaved. It can be seen that the core involves
multiple parasitic air gaps. Moreover, due to manufacturing tolerances, the I-core is not an ideal
rectangular cuboid and its dimensions vary from one sample to another. This causes the non-uniform
parasitic air gaps in the core. There are at least two types of parasitic air gaps: perpendicular and
longitudinal to the axis of the magnetic flux path. The authors claim that the parasitic air gap size is
unpredictable at the industrial design stage and that it cannot be modelled precisely. In Appendix A,
some example views of the ferrite core assembly are presented. It can be seen that the air gap length
varies from almost zero to about 0.5 mm. Consequently, the use of material datasheet in the calculation
of effective magnetizing inductance leads to significant errors. However, the magnetizing inductance
or the equivalent B(H) can be measured on the transformer prototype. Such a measurement can be
helpful in a new transformer design with a similar core assembly.
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Figure 3. Medium frequency transformer core assembly composed of elementary I-cores: T1 (left) and
T2 (right).

3. Equivalent B(H) Measurement

3.1. Measurement Setup

The nonlinear magnetic properties of core material are represented by the magnetic permeability,
which relates the magnetic flux density B with the magnetic field strength H. The nonlinear magnetic
properties of a transformer core can be described by the current-dependent flux linkage characteristics
(i) using the experimental approach. From the flux linkage characteristics, the B(H) curve can be
determined under certain simplifying assumptions. The measurement of (i) hysteretic characteristics
for inherently asymmetric three-phase transformer with three columns was proposed in [56]. In
this approach to determine V(i) characteristics for each winding, only two phases are excited in a
special manner.

A dedicated static B(H) measurement setup was developed as presented in Figure 4. It is composed
of a high current AC power supply, oscilloscope and probes. The primary and secondary windings
of each phase were connected in series in order to achieve a high magnetomotive force (MMF). The
windings of two columns were connected in anti-parallel so that their MMFs add together. Two
additional auxiliary coils (AUX1 and AUX2) were placed on the yoke allowing the measurement of the
magnetic flux in the core (see the blue wire in Figure 2) and minimizing the magnetic coupling in the
air. The voltage of the remaining winding (so-called zero-coil) is measured in order to verify that the
magnetic flux coupled with this winding is close to zero.

Uaux

AC
power | |Us

supply

Figure 4. Circuit diagram of the equivalent B(H) measurement setup where the windings C and A
are supplied.
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For each MFT prototype, three measurements were performed according to the winding
configurations presented in Table 2. The frequency of the power supply in the static B(H) measurement
setup was set to 100 Hz. This value was considered in order to minimize the effect of eddy currents
(considering a high frequency material as ferrite) and to achieve good performance of the available

power supply.

Table 2. Winding configurations of the equivalent B(H) mearement circuits.

Us Ugux ug Magnetic Flux Path
1 1
i AUX1 i AUX2
A+B AUX1 C —PA I PB C
' 1
| Y
| I | I |
e |
AUX1 I AUX2 i
B+C AUX2 A A —pB Ca1
' 1
| y
- | I 7 I
e |
| |
; AUX1 AUX2 I
C+A AUX1 or AUX2 B I A B C !
| |
1 t

The waveforms of the magnetic flux density B(t) and the magnetic field strength H(t) were
calculated with: ) )
_ Nexc[ia () +i2(t)]

I

H(t) @)

T
Ot) = | tgux(t)dt )
/

()
B(t) = % 3)

where 71 and ip are the current of the first and second excitation winding respectively, N, is the
number of turns of each excitation winding, /,; is the average magnetic circuit length (visualized in
Table 2), ua,y is the voltage of the auxiliary coil placed on the yoke, T is the period of the excitation
voltage, @ is the core magnetic flux, Ngyy is the number of turns of the auxiliary coil, and A, is the
average cross-section of the core.
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3.2. Measurement Results

The measured waveforms for the example case where the C and A windings of T2 are supplied
are presented in Figure 5a. The measurement was performed with the transformer temperature equal
to ambient at 25 °C. It can be observed that the supply voltage is close to sinusoidal. The currents in
two excitation windings show the core saturation. Their amplitudes are slightly different due to a
difference in winding impedance. The amplitude of the zero-coil voltage is relatively low.
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Figure 5. Waveforms of the T2 supplied with C and A windings: (a) measured supply voltage s,
excitation currents i; (C) and i, (A), auxiliary coil voltage 4,y (AUX1) and zero coil voltage ug (B);
(b) magnetic flux of the auxiliary coil @y, (AUX1) and magnetic flux of the zero coil @ (B).

Figure 5b presents the waveforms of the magnetic flux calculated according to (2). The Dy
correspond to the main magnetic flux in two side columns and two yokes. The @, corresponds to the
magnetic flux in the central column. It is observed that the magnetic flux in the central column is below
5% of the main flux so it seems fair to neglect it.

Thanks to (1) and (3), the magnetic field strength H and the magnetic flux density B are calculated.
In Figure 6, the resulting B(H) is plotted for the positive values of H. The B(H) is separated into the
upward and downward curves, which are then interpolated with piecewise linear functions in order to
facilitate the data analysis. The anhysteretic B(H) curve is calculated as the average of the interpolated
upward and downward curves and further filtered to achieve a smooth curve adequate for further
processing. Moreover, the coercive field H. and remanent flux density B, can be captured.
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Figure 6. Measured equivalent B(H) of the T2 supplied with C and A windings: upward curve (red),
downward curve (green) and interpolated anhysteretic curve (blue).
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3.3. Synthesis of Equivalent B(H) Measurement

The measurement process presented in the previous section was repeated for the MFT T1 and T2
for the cases with the supply of windings: A and B, B and C, and C and A, according to Table 2. The
measured equivalent anhysteretic B(H) and relative permeability 1,(H) are presented in Figure 7. The
3C90 datasheet curves [57] are plotted for comparison. As expected, a significant difference between
the datasheet and the measurement is observed. There is a difference between T1 and T2 since they
have a different core assembly, T1 having more parasitic air gaps than T2 (see Figure 3). For each MFT,
the equivalent B(H) differs slightly for different measurement circuits. This proves that the parasitic air
gaps are randomly distributed in the core assembly. For each transformer, the authors arbitrarily select
the solid line curve (CA) as the reference B(H) for the whole core.
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Figure 7. Synthesis of equivalent B(H) measurement: (a) equivalent anhysteretic B(H); (b) equivalent
relative permeability u,; curves based on 3C90 datasheet (black) and measurement: T2 supply of A and
B windings (red), T2 supply of B and C windings (green), T2 supply of C and A windings (blue)—the
same as in Figure 6, T1 supply of A and B windings (cyan), T1 supply of B and C windings (yellow), T1
supply of C and A windings (magenta).

4. Finite Element Simulation

4.1. Finite Element Model

A 3D MFT T2 model was developed in Ansys Maxwell. A simplified transformer geometry
was considered. The model was divided into three computational domains as shown in Figure 8.
The ) domain is the volume of the windings, the () domain is the volume of the core, and the (3
domain consists of the air surrounding the MFT. In this model, it is assumed that the magnetic core is
homogenized. It means that the core components: ferrite, air gaps and also glue, impregnation resin,
etc. form a homogenous material. In a similar manner, the winding is also homogenized.

The Maxwell’s equations for the defined domains have the form:

jin ()
VxH={ GEin( )
OinQ3
VxE:—%—?;V.B:O;B:VXA ®)
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where o is the electrical conductivity tensor:

oxx(x,1,2) 0 0
o= 0 ayy(x, Y,z) 0 (6)
0 0 Ozz (x/ Y, Z)

The permeability tensor, which for nonlinear properties describes the relation between dB and dH
in the constitutive equation, can be expressed as:

Ho in Oy
B =19 Rerein 7)
to in O3

where Hcm is the magnetic permeability tensor:

. tx (%, Y, 2) 0 0
Heore = 0 Hyy (x' Y, Z) 0 ®)
0 0 Hzz (X, Y, 2)

It was assumed that the ferrite core has isotropic electrical and magnetic properties. Hence, the
electrical conductivity and magnetic permeability tensors have the form:

g 0 0 e 0 0
o=|0 o 0 legre=| 0 pu 0 9)
0 0 oc 0 0 e

where 0. = 0.25 S/m (at 25 °C) and . = dB/dH are defined in the previous section (Figure 7b, curve
T2 CA). In Ansys Maxwell, the material conductivity enables the calculation of eddy current effects.
However, it can be noticed that the ferrite conductivity is low so the eddy current effects do not have a
significant impact on the magnetic field and core power loss.

Figure 8. 3D MFT model divided into three computational domains: ; volume of the windings
(orange), () volume of the homogenized core (grey) and Q3 air surrounding the MFT (white).

4.2. Magnetic Simulations

In order to perform a magnetic transient simulation, the finite element model was coupled with
an equivalent circuit model. A no load test was considered, as presented in Figure 9. The coupling

271



Energies 2020, 13, 1352

between the finite element model and the equivalent circuit model is done through the nonlinear
inductances Lj, L, and L3, which correspond to the primary winding. The voltage sources model the
VSC square output voltage, and Ry, is the primary winding resistance.

vscl | | MET primary winding

I
ua | | Ry La(i, 12, i3) !
o

Figure 9. MFT no load test equivalent circuit model coupled with the finite element model through the
nonlinear inductances Ly, L, and Ls.

The magnetic transient simulation result is presented in Figure 10. The MFT phase voltage is
presented, being a typical VSC output voltage waveform. The MFT primary current is presented in
steady-state. This result will be further used to validate the measured equivalent B(H).
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Figure 10. MFT no load test magnetic transient simulation result: primary phase voltage

(top) and primary current (bottom); the dashed vertical line indicates the time instant for the
magnetostatic simulation.

In Figure 11, the magnetostatic simulation result corresponding to the time instant defined by the
dashed line in Figure 10 is presented. The magnitude of the flux density is plotted on the core surface
and the maximum value of 0.27 T is observed, as expected. In Figure 12, the magnetic field strength
and the magnetic flux density are plotted along the path defined by the dashed line in Figure 11. The
different values of quotient B/(ugH) in the central and the right column can be observed due to the
nonlinearity of the B(H) curve.
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Figure 11. Magnetic flux density B magnitude on the core surface with the current excitation iy
A,ip =-193 A, i3 = 4.69 A; the dashed line indicates the magnetic flux path in the centre of the core.
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Figure 12. Magnetic field strength H and magnetic flux density B along the path in the centre of the
core passing through the central column, top yoke, right column, and bottom yoke; the values of static

permeability B/(uoH) are presented.

5. Experimental Verifications

5.1. Converter Test Bench

The power converter test bench was developed for the 100 kW dc-dc converter, as presented in
Figure 13. A MFT no load test was considered in order to evaluate the magnetizing inductance. In the
no load test, the VSC1 operates normally with 1200 Vdc input voltage and the AC terminals of the
VSC2 are disconnected. The circuit diagram of the experimental setup is equivalent to the one used
in the simulation that is presented in Figure 9. The test was performed at an ambient temperature
of 25 °C. The MFT temperature was measured nearly equal to the ambient as the test lasts for a few

minutes only.
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Figure 13. 100 kW three-phase isolated dc-dc converter test bench implementation.

5.2. No Load Test Experimental Results

The measured waveform of the MFT T2 no load current is presented in Figure 14. The simulated no
load current from the previous section is plotted for the comparison. Generally, quite a good fit between
the simulation and the measurement is observed. Some minor differences are discussed hereafter.

i1 meas
i2 meas
i3 meas
———-ilsimu
i2 simu
— — — i3 simu

current (A)
o

0 05 1 15 2 25 3 35 4 45 5

time (s) %10°°
Figure 14. MFT T2 no load test primary current: experimental result (solid line), magnetic transient
simulation result (dashed line).

There are some high frequency oscillations present in the measurement. They are due to the
parasitic capacitance of the windings that have not been modelled. This could be improved by adding
the winding self and mutual capacitances into the model. However, the simulation time would
increase significantly.
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There are some differences in the current amplitude of different phases. As it has been presented
in Figure 7, the B(H) is not strictly the same for the whole core. Since in the simulation, the authors
have assumed a single equivalent B(H), then it seems normal to observe some differences in the
measured currents.

Moreover, there might be some differences due to the fact that the simulation model assumes
the anhysteretic B(H). In Figure 6, one can see that the measured equivalent B(H) is hysteretic, thus
it may influence the shape of the current waveform, in particular, the corresponding ascending and
descending slopes of the current.

Finally, the RMS current error is within 10% and the authors consider this acceptable. If the
datasheet B(H) was used (Figure 7), then the RMS current error would reach approximately 500%. This
experimental result proves the validity of the measured equivalent B(H).

6. Scaling of Relative Permeability

The approach presented in the previous paragraphs has limited usage in the MFT design
process since it is based on the measurement on a physical device. This limits the practical usage to
post-manufacturing analysis or to a new design of a similar transformer. In this section, an approach
based on a simple count of perpendicular parasitic air gaps is proposed.

In the MFT design process from scratch, when evaluating the performance of isolated dc-dc
converters, one is usually interested in the magnetizing inductance at the nominal B(H) operating point.
This is usually below the B(H) saturation, so the anhysteretic curve from Figure 7 can be linearized as
presented in Figure 15.
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Figure 15. Equivalent anhysteretic B(H): datasheet and measurement (solid line), linear interpolation
(dashed line).

From Figure 3, we can count the number of perpendicular parasitic air gaps along the magnetic
path. This equals to 10 and 14 for T2 and T1 respectively. The core used for the datasheet measurement
had zero air gaps. The value of datasheet linearized relative permeability, which equals 1o = 5300, is
read from Figure 15. Thus, the equivalent relative permeability ratio K}, of the multi air gap core can be
calculated with:

Ky=— (10)

where (i, is the equivalent relative permeability defined in Figure 15 for T1 or T2. The equivalent
relative permeability ratio is plotted in Figure 16 as a function of a number of parasitic air gaps.
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Figure 16. Equivalent relative permeability ratio K, in the function of a number of parasitic air gaps n:
datasheet, T2 and T1 measurement (stars), exponential interpolation (red dashed line), and single-phase
multi air gap transformer MAG4 and MAG6 measurement (circles).

In addition, an exponential interpolation is proposed allowing to estimate the equivalent relative
permeability for any high power ferrite core MFT with a similar core assembly. The exponential
interpolation function is defined as:

K'u(l’l) _ 6—0415511 (11)

where 7 is the number of perpendicular parasitic air gaps along the magnetic flux path.

This function was validated with the experimental B(H) measurement on two single-phase multi
air gap (MAG) transformers presented in Appendix B. The MAG4 transformer has four air gaps and
MAGS has six air gaps. Both use the same I-cores as T1 and T2. The resulting ratios are displayed in
Figure 16 and it can be seen that for MAG4 the ratio is slightly higher than the exponential interpolation.
This is normal because for this transformer the I-cores were carefully selected to minimize the parasitic
air gaps and the core assembly is simpler compared to the three-phase MFT. However, a general trend
of the equivalent relative permeability ratio is clearly observed even if the four MFT prototypes involve
different technologies and different manufacturers.

Furthermore, a simple reluctance model of the magnetic core neglecting the fringing effect is
considered according to [35]. The total magnetic circuit reluctance can be related to the sum of the
I-core and air gap reluctances as:

lm ZI la

[J'O[JrAc HOHrOAC ,UOAC

(12)

where I, is the average magnetic circuit length, /; is the length of the I-core, [, is the average air gap
length, and A, is the average cross-section of the core. Assuming that the average magnetic circuit
length I, is equal to n-j, then it can be found the relative average air gap length /I, defined as:

la 1 1

A4 - 13
I My HrO (13)

Considering an ideal core assembly, where the average air gap length I, equals  times the known
individual air gap length ,, the relative average air gap length I,/ is a linear function of n:

L _k
lm lm

(14)
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In Figure 17, these linear functions are presented for four transformers T2, T1, MAG4, and MAGS6.
It was verified that the individual air gap length I, changes between prototypes. However, considering
the proposed exponential interpolation (11), the effective relative average air gap length is a nonlinear
function of n as presented in Figure 17. This is due to the fact that the I-core is not an ideal rectangular
cuboid and its dimensions vary from one sample to another. As a consequence, the mechanical
assembly of the core gets more difficult when a large number of I-cores is assembled.
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Figure 17. Relative average air gap length [;/l;, in the function of a number of parasitic air gaps n:
T2, T1, MAG4 and MAG6 measurement (stars/circle), the corresponding idealized reluctance model
(solid lines), and the relative average air gap length calculated based on the proposed exponential
interpolation (red dashed line).

The proposed approach can be used in scaling the datasheet B(H) for a finite element simulation,
in the rapid estimation of transformer magnetizing inductance or in evaluating the size of the average
air gap length. The magnetizing inductance can be estimated based on the magnetic reluctance model
according to:
totroN*Ac

L

Ly = Ku(n) (15)

where N is the primary/secondary number of turns. It shall be mentioned that the proposed estimation
is meant to provide an order of magnitude of the magnetizing inductance. This shall be sufficient when
evaluating the performance of isolated dc-dc converters. However, the proposed scaling function
could be further validated with a large number of MFT prototypes with different types of I-cores and a
different number of parasitic air gaps.

7. Conclusions

The analysis of the effective permeability and average air gap length in multi air gap ferrite
core three-phase medium frequency transformer was presented. The calculation of the magnetizing
inductance in multi air gap ferrite core MFT based on core material datasheet leads to significant errors.
This may impact the design of isolated dc-dc converters as the magnetizing inductance influences
their performance.
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The measurement of the equivalent B(H) and the equivalent permeability for two three-phase
MFT prototypes was presented. The measured equivalent B(H) was used in a finite element simulation,
giving good results when compared to a 100 kW dc-dc converter no load operation. The use of the
anhysteretic B(H) gives satisfactory results within 10% error compared to the experiment.

This article demonstrates that the equivalent magnetic permeability and the average air gap length
of the multi air gap ferrite core MFT are nonlinear functions of the number of air gaps. An empirical
scaling function is proposed for the rapid estimation of the magnetizing inductance in the multi air
gap MFT. In fact, the relative average air gap length increases with the number of parasitic air gaps
due to the increasing difficulty in mechanical assembly of the core. The proposed scaling function can
be used in the design of isolated dc-dc converters using 25 mm X 25 mm X 100 mm I-cores or similar,
based on the core material datasheet and a number of parasitic air gaps.

The measured or scaled equivalent B(H) can also be used in the equivalent circuit simulation
instead of finite element simulation. This would allow more convenient simulations as well including
the winding capacitance. The measured B(H) can be further utilized in the simulations taking into
account the hysteresis. This work shall be further extended taking into account the influence of the
temperature since the ferrite relative permeability depends on the temperature. The proposed scaling
function could be further validated with a large number of MFT prototypes with different types
of I-cores and a different number of parasitic air gaps in order to determine the uncertainty range.
The experimental validation of the influence of the magnetizing inductance on the performance of
three-phase isolated dc-dc converters is recommended.
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Appendix A

In Figure A1, two example views of the ferrite core assembly are presented where the perpendicular
and longitudinal parasitic air gaps can be observed up to about 0.5 mm. In each assembly, 4 randomly
selected I-cores are aligned along a calliper on a flat surface. The I-cores are assembled tight together so
that even if there is an air gap on the visible surface then there is somewhere a direct contact between
the neighbour I-cores. In the 3-phase MFT core assembly, composed of tens of I-cores, the air gaps are
even larger due to the cumulating I-core misalignments.
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Longitudinal

air gap

Mo v

Perpendicular

Figure A1. Two assemblies of 4 randomly selected 3C90 ferrite I-cores showing the perpendicular
parasitic air gap and the longitudinal parasitic air gap measuring up to about 0.5 mm.

Appendix B

The core assemblies of the single-phase multi air gap MFTs are presented in Figure A2. The MAG4
has 4 and the MAG®6 has 6 perpendicular parasitic air gaps along the magnetic flux path. The MAG4 is
detailed in [58].

MAG4 MAG6

Figure A2. Single-phase multi air gap MFT core assembly: MFT4 with 4 air gaps (left) and MFT6 with
6 air gaps (right).
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Abstract: The design of rolling stock plays a key role in the attractiveness of the rail transport.
Train design must strictly meet the requirements of rail operators to ensure high quality and
cost-effective services. Semiconductor power devices made from silicon carbide (SiC) have reached
a level of technology enabling their widespread use in traction power converters. SiC transistors
offering energy savings, quieter operation, improved reliability and reduced maintenance costs have
become the choice for the next-generation railway power converters and are quickly replacing the
IGBT technology which has been used for decades. The paper describes the design and development
of a novel SiC-based DC power electronic traction transformer (PETT) intended for electric multiple
units (EMUs) operated in 3 kV DC rail traction. The details related to the 0.5 MVA peak power
medium voltage prototype, including the electrical design of the main building blocks are presented in
the first part of the paper. The second part deals with the implementation of the developed SiC-based
DC PETT into a regional train operating on a 3 kV DC traction system. The experimental results
obtained during the testing are presented to demonstrate the performance of the developed 3 kV DC
PETT prototype.

Keywords: silicon carbide; dual active bridge dc-dc converter; power electronic traction transformer;
3 kV DC railway traction; electric multiple unit

1. Introduction

Rail is among the most efficient and lowest emission modes of transport. It is under constant
pressure to increase the accessibility of connections and quality of passenger services to enhance
their competitiveness with other transport modes. For rail to compete more effectively with other
modes of transport and attract more passengers, it needs the next generation of passenger trains that
will be lighter, more energy-efficient and cost-effective. Traditional passenger trains consisting of
a locomotive and several carriages penalize performance in terms of acceleration since they have a
limited number of available drive wheelsets. Modern electric multiple units (EMUs) do not require a
locomotive, as hey consist of several self-propelled units in a fixed assembly. Traction is distributed
along the length of the train and the motors are housed by bogies of different carriages [1]. The demand
for EMUs used for local, regional and intercity transport, grows globally every year. Thanks to the
use of common bogies for the central wagons, EMUs are shorter and lighter than trains pulled by
locomotives. This translates into lower movement resistance, better acceleration and lower energy
consumption [2]. Moreover, EMUs better implement the specificity of passenger traffic and station
service as they have a greater number of doors and provide better exchange of travelers.

Quantitatively, the most important part of energy drawn from the overhead traction line by an
EMU is consumed by the traction propulsion systems. Traction drive is crucial for the EMU’s efficiency,
reliability and availability. The on-board propulsion converters, which for years have been traditionally
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installed in separate technical compartments, are currently mounted on the roof [3] or under the
floor [4,5] of the EMU train. This corresponds to the growing requirements for the number of passenger
seats due to the limited length of the passenger train.

The most common R&D works carried out by the manufacturers of traction drives are focused
on improving efficiency and reducing the size of the on-board propulsion and power systems [3-6].
Another important topic is the reduction of noise emission [3]. Noise from mechanical and electrical
components is troublesome to the human ear and significantly reduces travel comfort. A noticeable
source is the working traction motor, whose noise depends on the frequency of switching transistors
and the control method used in the drive inverter [7,8].

In the case of a drive inverter for rolling stock for 3 kV DC traction, it would be difficult to find any
significant changes in the construction and control technology in the last decades [2,9,10]. The 3 kV
dc-line voltage is a challenging task for power electronics. Due to a significant voltage drop on the
overhead line, the traction power supply works at a higher voltage, usually 3.6 kV or even higher.
This results in a requirement where the operation of a vehicle is often expected from 2.4 kV up to more
than 4 kV, with the nominal power available from 2.8 kV or 3 kV DC [9]. A power conversion chain
operating under direct current catenary is reduced to a bulky input filter and a voltage source inverter
(VSI). Nowadays, EMUs powered by 3 kV DC voltage are equipped with two-level VSIs constructed
of six 6.5 kV insulated gate bipolar transistors (IGBTs) generating pulse width modulated (PWM)
voltage for supplying medium voltage asynchronous traction motors.

A small number of EMUs are equipped with three-level neutral point clamped (NPC) VSIs using
3.3 kV IGBTs [11]. A typical traction drive with a two-level VSI is shown in Figure 1a. In such a system,
the LC filter capacitor also takes on the role of energy storage and is cyclically charged and discharged
with impulse currents. The line filter choke, which is the most massive element of the inverter and
weighs several hundred kgs, serves to limit high frequency, high di/dt pulse currents flowing between
the catenary and the traction vehicle when the capacitor is recharged.

The power supply of the inverter has a large impact on both noise and the electromagnetic and
thermal properties of traction motors. Table 1 shows the switching frequencies of HV IGBTs used in
propulsion inverters for 3kV DC traction.

The harmonic voltages caused by PWM inverters operated with frequency ranging from individual
hundreds of Hz to 2 kHz are the cause of significant current heat losses in the traction motor winding
resistances [7,8]. The additional losses due to inverter supply can amount in the range of a few percent
of the rated motor power and also occur in the laminated core of the traction motor. The winding
and core losses most notably entail thermal problems, increasing the traction motor temperature by
an average 30-50 K compared with a sinusoidal supply [8], but also lead to reductions in efficiency.
Moreover, the negative effects of the low frequency PWM operation of the inverter feeding the
traction motor are increased mechanical loads and increased noise emission. Typical voltage and
current transients during the switching of the 6.5 kV IGBT are shown in Figure 1b. The main reason
for low IGBT switching frequency are the relatively long switching times of the order of several
microseconds and a characteristic current tail during turning off. The increase in the switching
frequency of IGBTs would be at the expense of an unacceptable increase in the switching losses.
Due to the above-mentioned reasons, current research and development conducted by manufacturers
of the traction drives for rolling stock are focused on the utilization of new generation power
transistors made of silicon carbide (SiC). Thanks to the exceptional properties, such as: significant
achievable energy savings, quieter operation, improved reliability, and reduction in maintenance costs,
SiC MOSFETs are ideal for traction power converters new designs instead IGBTs—which were in
use in the rolling stock industry for decades [3-6,10]. The most obvious benefit of SiC metal-oxide
semiconductor field-effect transistors (MOSFETs) compared to IGBTs is a significant reduction in
switching losses, up to 55%, and total power losses, up to 80% [6].
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Figure 1. Conventional electric drive of 3 kV DC traction rolling stock with asynchronous traction motor
and 6.5 kV IGBT-based two-level inverter: L, C;—inductance and capacitance of the traction line filter;
TM&G—traction motor and gear, w—wheels (a); Typical collector-emitter voltage (1) and collector
current (2) transients during switching of the 6.5 kV IGBT, 4us/div (b); Typical drain-source
voltage (1) and drain current (2) transients during switching of the 10 kV SiC MOSFET, 500 ns/div
(c) (comparison in the text).

Table 1. Switching frequencies of HV IGBTs used in rail inverters for 3kV DC traction.

Inverter Type Manufacturer Topology IGBT Ratings Switching Frequency Brochure Publication Year
BORDLINE® CC750 ABB three-level 3.3kV/1200 A 2 kHz 2018
FT-800-3000-LQC MEDCOM two-level 6.5kV/600 A 1kHz 2018
TF09 Traction converter ~INGETEAM two-level 6.5 kV/600A 500 Hz 2012

Typical voltage and current transients during switching of the 10 kV SiC MOSFET are shown in
Figure 1b. As it can be seen from Figure 1, in the case of an SiC-MOSFET there is in principle no tail
current, and so without this contribution, clearly the switching loss is extremely smaller. Table 2 shows
the overall losses distribution between the switching and conductive losses for HV SiC MOSFET and
HV IGBT technology [12].
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Table 2. Loss comparison between IGBT and SiC MOSFET: 5 kV, 33A/cm?, 50% duty [12].

Device Breakdown Voltage P;‘ggcll_‘li;‘g Psswli(‘;_}l‘izng P;‘(')""]:I}_‘Ii;g Pci’(’)‘g‘ftcio“

Si IGBT 5SMX 12M6500 2X65kV* 725W/jem? 725 W/em? 2900 W/em? 182 W/cm?
SiC n-IGBT CREE 12kV 6.5 W/cm? 65 W/em? 260 W/em? 100 W/cm?

SiC MOSFET CREE/Powerex 10kV 4 W/cm? 40W/em? 160 W/em? 100 W/cm?

* two 6.5 kV IGBTs in series have been selected as device closest to HV SiC IGBT and SiC MOSFET.

The IGBT switching frequency is limited by the power dissipation, which increases the IGBT
junction temperature. To preserve the reliability of operation, the total power dissipation density is
limited at the value of 200 W/cm? which maintains the chip temperature of 125 °C. The packaging
technology further reduces the switching losses of the IGBT to 100 W/cm?, which is the reason for
limiting the operating frequency of the 6.5 kV IGBT-based two-level inverters to below 1000 Hz.

Lower switching losses of HV SiC MOSFETs give the possibility of increasing the PWM frequency
of the propulsion converters towards tens of kilohertz. This, in turn, makes it possible to reduce the
size of passive components of the traction inverter-primarily the bulky traction line filter. The weight of
the filter inductor for the conventional traction inverter shown in Figure 1a is about 500 kg. The unique
properties of SiC transistors allow to reduce the weight of the input filter inductor proportionally
to the increase in the switching frequency. The issue supporting the reduction of dimensions of the
input filter is the use of an additional high-efficiency active-front end (AFE) stage at the input of the
traction inverter, which provides regulation of the current drawn from the grid. Due to the lower
losses of SiC devices, the need for cooling is also substantially reduced [5]. Reducing the size of the
cooling system leads to a reduction in the volume, weight and costs of the entire traction drive [6,8-10].

The higher resolution of the PWM generation in SiC-based traction inverters has a positive effect
on reducing harmonic losses of the traction motors-making the whole traction systems more efficient.
As stated in [4], the use of SiC power modules combined with expanding the control region outputting
regeneration torque have made it possible to reduce the energy consumption rate of the railbound
vehicle operated on suburban line by more than 37% compared to conventional systems. By increasing
the PWM frequency above 20 kHz the acoustic noise level on the platform and in the cabin may be
pushed beyond the audible range. In the case of railway inverters, the switching frequency of high
voltage (3.3 kV and 10 kV) MOSFET SiC transistors is several kHz [4-6]. In order to obtain noiseless
operation of MV drives, multi-level topologies are used with the use of low-voltage (1.2 kV or 1.7 kV)
SiC transistors. Among others, power electronic traction transformers (PETTs), built with power
electronic building blocks (PEBB) with built-in input/output isolation, realized by small size and high
power density medium frequency transformers (MFT) are of particular interest [13-19].

So far, the primary purpose of SiC-based PETTs were primarily traction drives powered from
the AC lines: 15 kV/16.7 Hz [13,14,18,19] and 25 kV/50 Hz [15-17]. AC powered locomotives and
EMUs have a complex and voluminous conversion chain including a step-down transformer, rectifier,
low-frequency filter and traction inverter. Conventional line frequency transformers (LFTs) used in AC
EMUs occupy up to 12% of the weight of rail vehicle and a corresponding part of the train space [2].
Lightweight PETTs using MFT5, if they replaced bulky LFTs, could be easily installed on the roof,
resulting in more space for passengers inside the train. AC PETTs offer not only a way to reduce the
weight of the on-board electric equipment, but also to add additional functionalities and improve
energy efficiency [19].

Strictly speaking, the AC PETT replaces the system of an LFT and an active rectifier and the AC
PETT topology does not include a propulsion inverter, which stays the same as in a classical propulsion
system and is connected to DC output terminals of the PETT [3,13-19].

As it has been highlighted in [13], the presently most promising medium frequency MF topologies
for traction feature on their input-side a large number of series connected four-quadrant converters,
with an overall switching frequency in the range of 5-8 kHz, modulated with Phase-Shifted PWM.
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The results presented in [13] have shown that the use of a passively-damped LCL filter for the input-side
results in a significantly lighter solution, compared to a single-pole type (single inductor) reported in
most cases. The work [14] shows the benefits of using the originally 15 kV/16.7 Hz-type PETT in a
traction drive supplied from a 3kV DC network. The main innovation aspect of the PETT proposed
in [14] is the possibility to be operated with a HV-AC electric system, as well as after reconfiguration
on a MV-DC catenary. A three-stage technology have been studied. Four-quadrant converters (4QC)
connected in cascade and forming the PETT input stage provide, via insulated dual active bridge
(DAB) DC-DC converters, voltage stabilization at the output DC terminals of the PETT, while limiting
the ripple of current drawn from the DC traction network. Two solutions have been presented:
the first solution using hard switching techniques, using a three-times silicon-conversion, and a second
solution based on ZVT/ZCS switching of silicon semiconductor devices. The DC PETT described
in [14] provides a higher quality of drive operation during DC voltage disturbances which normally
occur in 3 kV DC traction, than conventional propulsion systems with two-level and three-level
inverters. Prototype modules have been realized with association of diodes and IGBTs in order to
provide reverse-blocking devices. However, the concept was verified only on a small scale test rig.
The works [15] and [16] present the method of optimal sizing of 25 kV/50 Hz-type PETTs using 3.3 kV
SiC MOSFETs that leads to the best efficiency at rated power in a given volume. The authors emphasize
that the efficiency cannot be the only parameter to make a clear choice of an isolated DC-DC converter
included in a PETT. An important parameter should be also the acoustic noise, even if it is difficult to
take it into account in preliminary studies. The results obtained in [16] for 3.3 kV SiC MOSFET-based
resonant DC-DC converters show that designing converters with a switching frequency in the range
of 20 kHz would not lead to a dramatic reduction of the PETT efficiency. In [19] the design and
development of the 1.2 MVA medium voltage PETT prototype for 15 kV/16.7 Hz traction applications
have been presented. The use of MFTs developed in [19] allows for weight reduction and power
density improvement (0.5-0.75 kVA/kg) compared to conventional traction chains (0.2-0.35 kVA/kg).
The authors highlight the new possibilities in terms of management of the railway networks due
improved power quality and grid compliance due to the multilevel input voltage waveform and high
apparent switching frequency seen from the grid side. The application of PETT to 3 kV DC rail traction
means that the entire modular converter operates at much lower maximum voltage than in the case
of the AC PETT, which encourages the integration of the propulsion inverter within the structure
of the DC PETT with the use of unified low-voltage cells. The use of low-voltage (1.2 kV or 1.7 kV)
SiC devices for this purpose seems to be an excellent solution.

The presence of built-in galvanic isolation in low voltage cells, realized utilizing MFTs, allows for
series connection of the cells on the catenary side to obtain DC rail traction voltage and, independently,
the configuration of the output terminals of the cells as a three-phase medium voltage multi-level
inverter on the traction motor side. However, the use of low voltage power devices and electronics in
combination with high insulation requirements, imposed by the application to 3 kV DC rail traction,
is a challenging research topic regarding the insulation strength of the cells, in particular SiC power
devices and MFTs.

The world’s first and only traction unit equipped with the roof-mounted SiC-based 3 kV DC PETT
is shown in Figure 2. It is the PESA 308 ENB81 series electric passenger railcar (construction number
308B-007) with an originally rated power of 560 kW that operates in Polish regional passenger rail
transport since 2007. The work presented in this paper covers some of the recent research and
development efforts to develop, design, test, commission, and install of the 335 kVA (500 kVA peak)
SiC-based 3kV DC PETT on the PESA 308 test traction unit for a field trial.
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NN

Figure 2. The EN81 series 3 kV DC electric passenger railcar used for the field trial with the roof-mounted
SiC-based DC power electronic traction transformer (PETT) prototype.

2. Configuration of the 3 kV DC PETT Topology

The general description of the 3kV DC traction propulsion system with the SiC-based DC PETT is
shown in Figure 3.

The key parts of the system include: nine power electronic cells (1) each consisting of eight
commercially available 1.2 kV SiC MOSFET power modules (2) and medium frequency transformers
(3) placed in separate air-cooled chambers; a compact input traction LCL filter of a small size has an
area of a small chamber (4); a medium voltage asynchronous traction motor integrated with the gear
unit (7). The DC PETT has, essentially, a three-stage construction: (1) DC input conversion stage;
(2) AC output conversion stage and (3) AC-link, which is an especially designed medium frequency
power transformer. The DC input conversion stage is used to adapt constant frequency DC traction
voltage to a medium frequency required for conversion, while the AC output stage adapts medium
frequency of the AC link to the output AC voltage useful for controlling the traction motor. The input
terminals of the nine power electronic cells are connected in series which means that the DC PETT input
stage is configured as a 19-level cascaded H-bridge four-quadrant converter (4QC) supporting the 3 kV
DC railway traction network. The output terminals are connected in series, three pairs of terminals
per phase, creating a three-phase output stage, which means that the traction motor is supplied by a
three-phase seven-level cascaded H-bridge (CHB) traction inverter. Table 3 lists the overall system
requirements and specifications.

The proposed SiC-based DC PETT takes full advantage of the SiC technology while meeting the
requirements of train manufacturers. During DC PETT operation, the energy drawn from the 3kV
overhead contact line is processed in discrete portions, with full DC voltage divided into 19 levels,
which helps meet stringent electromagnetic compatibility (EMC) standards, including EN 50121-2,
EN 50121-3-1, EN 50121-3-2 and EN 50238. The use of a cascade system of series-connected 1.2kV SiC
MOSFETs to switch the full voltage of the railway traction enables a much higher operating frequency
of the power converter than using HV counterparts. At the same time, the selection of low-voltage
transistors with high switching frequency can provide noiseless operation with comparable or even
smaller total switching losses of the power converter [19]. The internal terminals of the power electronic
cells are configured as nine DAB DC-DC converters connected in series and forming the insulation
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stage of the DC PETT. Each of the nine 4QC-DAB-DC/AC power electronic cells assembled in this
configuration is rated for 38 kVA (56 kVA peak). Each cell, in addition to the galvanic isolation realized
with the MFT, contains two energy storage elements, which is a characteristic feature of PET devices

and enables the independent implementation of various control tasks at the input and output of
the device.

3 kV DC Power Electronic Traction Transformer

7-level traction inverter @

3000V DC

@ Integrated

traction filter

25 kHz transformers

®

@ 1.2 kV SiC MOSFETs

&)

@ Basic 4QC-DAB-DC/AC cell with two energy storage elements

Figure 3. General scheme of the SiC-based 3 kV DC PETT: (1) Basic 4QC-DAB-DC/AC power electronic
cell with two energy storage elements; (2) 1.2 kV SiC MOSFET power modules assembled in a
9 kV insulation frame; (3) medium frequency transformers; (4) compact input LCL traction filter;
(5) output stage configured in the form of seven-level CHB inverter; (6) medium voltage traction motor
integrated with the gear; (7) distributed air cooling system; U, V, W—traction motor phases.

Table 3. 3kV DC PETT system specification.

Parameter

Description

Input stage circuit structure
Output stage circuit structure

19-level 4QC
3 phase seven-level CHB inverter

Rated input voltage 3kV Vpc/2.2kV Vac
Operating DC traction voltage 2kvDC... 39kVDC
Operating power 335 kVA
Rated output current 88 A (RMS)
Rated output frequency 60 Hz
LCL traction filter parameters Lif=2mH, Ly =1 mH, C; = 10 uF
Filter inductors total weight 60 kg
MFT and DAB cells switching frequency 30 kHz
4QC cells switching frequency 20 kHz
CHB inverter cells switching frequency 20 kHz
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As the heat generation is concentrated around the MFTs and SiC power modules, a distributed air
cooling system (6), when uses PWM controlled fans and eighteen cooling ducts is provided in order
to deal with the heat. The use of low voltage SiC MOSFETs makes the construction of the DC PETT
more competitive in price than two-level traction inverters using HV SiC MOSFETS due to very high
costs of high voltage semiconductor power devices, high voltage capacitors and other high voltage
electronic components. The price of CAS120M12BM2-type 1.2 kV/193 A SiC MOSFET power module
starts at about $300, the price of CAB450M12XM3-type 1.2 kV/450 A SiC MOSFET starts at about $700,
while for the 3.3 kV nHPD2-type SiC MOSFET modules prices start at about $9500. The 10 kV and
6.5 kV SiC MOSFET power modules are not available on the market yet.

The modular construction of the DC PETT ensures even weight distribution on the roof of the
EMU train. The center of gravity of the device is distributed symmetrically on both sides of the
longitudinal axis of the vehicle. The distribution of the basic cells of the PETT on the EMU roof surface
is shown in Figure 4. The operation of current-controlled nine-level four-quadrant converter connected
to the 3 kV DC traction enables the minimization of the integrated input LCL traction filter and the
mitigation of the resonances coming from the railway grid at a level that cannot be obtained in a
conventional two-level inverter. As it can be seen from Table 3, for the investigated EN81 railcar,
the weight of the traction filter chokes was reduced by nearly 10 times.

(o)

Figure 4. Assembly of power electronic cells of the DC PETT on the roof surface: (a) overall view of the
whole device from the CAD program; detailed view of the 4QC-DAB-DC/AC power electronic cells
and the LCL filter in the middle at the bottom (b); photos of the prototype (c) and (d).

Moreover, modular construction enables quick replacement of individual cells in case of failure.
Therefore, the minimization of the MTTR (Mean Time to Repair), which is one of the basic indicators of
reliability required in the railway industry [20,21] can be provided.
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3. Low Voltage SiC Power Modules

According to numerous recent publications, e.g., [20,21], cascaded cells converter systems, such as
the CHB topology, are a very attractive solution to interface power electronic systems to MVA-scale
medium voltage applications. For the systems connected to medium voltage grids the choice of fast
switching and low voltage drop 1.2 kV or 1.7 kV devices (giving up to 15 cells per phase stack) can be
the most suitable trade-off between efficiency and power density, with efficiencies above 99% at a
power density of about 5 kW/dm? [22].

Higher switching frequency obtainable at lower blocking voltages allows to reduce loss and
volume contributions of the grid filter inductances and the cooling system.

With the wide availability of low voltage SiC MOSFET power modules on the market their
performance in the range of maximum working currents offered is constantly increasing along with
the progressive heat dissipation capacity. Figure 5 shows a comparison of the dimensions of the
1.2 kV SiC MOSFET power module, part no. CAS120M12BM2, used in this project, with a rated drain
current of 138 A (Tc =90 °C), Rps(on) = 23 m(), junction to case thermal resistance Rg,jc = 0.125 °C/W,
maximum dissipated power Pp = 450 W (Tc = 90 °C) characterizing commutation circuit series
inductance of 15nH and a base surface of 65.4 cm?, and new generation 1.2 kV SiC MOSFET power
module, part no. CAB450M12XM3, available on the market from mid-2019, with 3 times higher rated
drain current Ip = 409 A (Tc = 90 °C), Rps(on) = 4.6 mQ), Rygyc = 0.11 °C/W, Pp = 750 W (T = 90 °C),
and characterizing commutation circuit series inductance more than twice as low, Lstray = 6.7 nH and
36% less footprint.

Figure 5. The 1.2 kV SiC MOSFET power module, part no. CAS120M12BM2, used in the
project, with a rated current of 138 A (left) and a 36% smaller 1.2 kV SiC MOSFET power module,
part no. CAB450M12XM3, with a rated current of 409A, available on the market from mid-2019.

The use of SiC MOSFET 1.2 kV power modules in the design of the proposed 3 kV DC PETT
requires higher insulation strength than the original housing offers to withstand the full operating
voltage of the converter. To increase the voltage strength, an additional frame made of insulating
material has been developed and mounted between each transistor module and the heat sink, which is
shown in Figure 6. A flexible, thermally conductive silicone film with thermal conductivity of 5 W/mK
and a breakdown voltage of 9 kV AC was used between the base of the power modules and the
heat sink.

There are several design challenges associated with switching performance of the SiC power
modules which need to be carefully addressed including the minimization of ringing and overshoots
caused by the parasitic loop inductance. These loop inductances together with SiC MOSFET output
capacitance create a resonant tank, which is the source of unwanted EMI emissions [23,24]. To overcome
the ringing, parasitic parameters converter should be minimized by a careful converter design.
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() (b)

Figure 6. General view and cross-section of the frame of insulating material, ensuring increased voltage
strength of the SiC MOSFET transistor module housing and heat sink insulation: (a) overall view from
the CAD program; (b) photo of the prototype.

Figure 7 shows the drain-source voltage (Upg) of the SiC MOSFET and the primary side transformer
current of the developed DAB DC-DC converter measured in the developed SiC-based 3 kV DC PETT
during commutation of 700 V DC voltage within 80 ns. A single standard PPA2124150-type, 1.5 uF
snubber capacitor was attached to the DC bus of each SiC MOSFET power module. As can be seen
in Figure 7, thanks to the obtained minimization of the switching loop inductance the measured
magnitude of the voltage ringing is about 40 V (5.7%), which is an acceptable level.
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Figure 7. SiC MOSFET drain-source voltage (1), 100 V/div and the primary MFT current (2), 25 A/div
of the developed DAB DC-DC converter during commutation of 700V DC voltage, 400 ns/div.

4. Design of MFT for 3kV DC PETT

The proposed 3kV DC PETT topology requires individual isolated DC-DC converters for the
feeding of each H-bridge of the three-phase seven-level traction converter. The primary function is to
provide galvanic insulation of each supply voltage [17]. The isolation stage is ensured by nine DAB
DC-DC converters [25-32], which, in the same time, are core elements of the entire system (Figure 3).
The main idea of the DC-DC DAB converter design is to combine the advantages of hard-switching
pulse-width modulation (PWM) topologies characterizing a large dynamic range and no (reactive)
circulating power operation and resonant topologies, which can operate in a soft-switching manner
with a reduced electromagnetic interference (EMI) and effective utilization of transformer parasitics but,
with strongly increased circulating power and a limited dynamic range.

The performance of DAB DC-DC converters and the entire DC PETT system is strongly affected
by the design of the MFTs [26]. The key element enabling each DAB DC-DC converter to transfer
energy between input DC stage and output AC stage is the series inductance Ls, which acts as a
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decoupling element between the square-wave voltages and influences the conducted currents and
switched currents of all the semiconductors of the active bridges of the DAB DC-DC converter.
Series inductance can either be implemented as a separate component, using its own magnetic core,
or can be built into the MFT. Using the MFT leakage inductance as the series inductance, Ls = L,
simplifies the mechanical design, eliminates the losses and volume resulting from the interconnection
of the external inductor, and enables the achievement of higher power densities. However, in some
justified cases, the use of additional auxiliary inductance may be unavoidable [33].

The insulation between the primary and secondary side of the MFT must withstand the rated
voltage of the DC railway overhead line. Achieving the desired MFT design that will maximize
power density and efficiency while maintaining space and weight restrictions requires a complicated
optimization procedure [25]. Therefore the following considerations have been taken into account at
the design stage:

e Interleaving of windings was not considered in order to avoid voltage isolation problems,

e  The windings have been designed to provide very low coupling capacity between primary and
secondary side to avoid capacitive coupling currents,

e The coil-formers have been designed in order to implement the required leakage inductance L,
at the same time to comply with minimum clearance and creepage distances to the core and to
maximize the cooling surface of the windings.

The working principle of the DAB DC-DC converter lies in the phase-shift §, introduced between
the rectangular AC voltages generated by the two active bridges [26,28]. The AC current flowing
through the MFT is introduced by the phase shift of the active bridges AC voltages and depends on
the difference of the primary and secondary DC voltages V4.1 and Vg4 and the value of the series
inductance Ls. For rectangular AC voltages characterizing the same duty cycle D = 0.5, the transferred
power Ppap is adjusted by controlling the phase angle 5, according to the following formula:

_ Vg1 Viaealdl (e = 10])

p
DAB 22 fL

@
where L; is the primary-referred leakage inductance [26]. In principle, the designed transformer had
to meet the thermal requirements and insulation distances required to achieve the desired leakage
inductance. To design and manufacture of two prototype transformers, two types of magnetic material,
i.e., amorphous material characterizing high saturation level and N87 ferrite core have been used.
Both materials, amorphous and ferrite, are suitable for high power and high-frequency applications
and it can be of interest to investigate their performance on two transformer prototypes.

Figure 8 shows the dimensions of the windings and view of the first developed MFT prototype
consisting of two high performance iron-based amorphous alloy (Fe-Cu-Nb-Si-B) wound cores with a
rectangular shape (core length 222 mm, core width 118 mm, core height 30 mm, core build 35 mm).
The classical shell-type structure with two uniform, concentric windings has been selected for the design.
The leakage inductance has been set by arranging the position of the primary and secondary windings.

Uncut cores have been used, which can help reduce noise emissions from the transformer [27]
and are valuable for rail vehicles. Moreover, the absence of an interlayer impregnation, which can be
found in cut cores, eliminates additional mechanical stress to the lamination. Both, the primary and
secondary windings consist of 1400 X 0.2 mm Litz-wire with 14 turns. As can be seen from Figure 8b,
to facilitate the construction of the winding, plastic formers have been used. Since the magnetic core
is uncut, an insulating tape was used to assemble the fragments of the former—so that they can be
mounted around the central limb of the core.
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(a) (b)

Figure 8. Main dimensions (a); and the overall view (b) of the first developed MFT with concentric

windings of cylindrical shape (auxiliary inductor visible in the right top corner).

The leakage inductance of two uniform, concentric windings, of equal height, for which the
leakage field inside the windings can be assumed to be axial, can be determined from Rogowski
approximation method [34] using the mean length per turn for the whole arrangement of coils /i

lm d143rd2 + 50
L, = MON%#% )

where g = 47t X 107° H/cm is the vacuum magnetic permeability, Np is the number of turns in one
winding, d; and d, are the radial sizes of internal and external windings, 5 is the width of the channel
between the windings, &y is the windings height and k¢ is Rogovskii’s coefficient:

d1+dy + o
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®3)
or, alternatively, using the area of reduced leakage channel S :
S
L; = yolejh—LkU 4)
w

The area of the reduced leakage channel for concentric windings from Figure 8 can be calculated

from [34]: .

6
where D; and D; are mean diameters of the primary and secondary winding and Dy is mean diameter
of the clearance ring between windings. Using k, real concentric windings with height /1, are replaced
by conditional windings of height h/k,, which reach the yokes. This permits one to replace a real
leakage field that is not convenient for calculations with an ideal one in which all field lines are parallel
to the winding axis [34]. For the developed prototype Np = 14; Iy, = 14.6 cm; D1 =9 cm; D = 13.7 cmy;
Dy =114 cm; dy =dy= 0.9 cm; 69 = 1.5 cm; ks = 0.92. Specifications of the first MFT prototype are
listed in Table 4.

The first MFT prototype from Figure 8 has been operated with a DAB DC-DC converter. The dual
phase-shift (DPS) control which uses the phase-shift between output voltages of the bridges along
with the pulse width variation of both bridges output voltages has been applied to the DAB DC-DC
converter. Although the applied DPS modulation helps to minimize the reactive power and thus

S1 = —(D}- D% +260Dy), 5)
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maximize the active power transmitted by the DAB DC-DC converter, the desired output active
power of 40 kW could not be achieved due to too low obtained leakage inductance of the prototype
transformer of about 5.5 uH per side. Hence, two auxiliary series inductors of 5 uH have been added
to increase the resultant series inductance value and keep the transformer running at rated power.

Table 4. First MET prototype specification.

Parameter Description
Feeding voltage Vbcin = Vbean = 700 VDC
Output current Ipc2 >70 A
Rated output power 40 kW
Operating frequency 20 kHz
Magnetic material Amorphous alloy (Fe-Cu-Nb-Si-B)
Maximum induction Beat =156 T
Specific Losses @ 0.1 T, 100 kHz 0.2 kW/kg
Diameter of a strand of a Litz wire 0.2 mm
Number of strands in a Litz wire 1400
Effective surface of a Litz wire 44 mm?
Number of windings N; =N, =14
Leakage inductance (sum of primary and secondary) Ls=11.5uH
Auxiliary series inductors 5 uH (x2)

Thermal management to dissipate power losses is key to achieving high power density strongly
required in the roof-mounted power electronic converters. During laboratory tests, particular attention
was paid to the mechanism of formation of local temperature hot spots. In order to carry out transformer
thermal measurements a thermal camera has been used to show the temperature distribution in the MFT.
Figure 9a shows experimental waveforms of the developed first prototype transformer operating
at half rated power: primary current and the collector-emitter voltage of the SiC MOSFET of the
DAB DC-DC converter operating with 20 kHz switching frequency and the DPS modulation while
Figure 9b describes the thermal characterization of the transformer operating without forced cooling at
rated power of 40 kW. Excessive heating of the core was measured, which can be seen in Figure 9b.
Local temperature increase far above 100 °C was observed during the tests, even at partial load,
which was associated with: local heat-up of the core and the proximity effect losses in the transformer
windings. The used laminated amorphous cores are wound from a strip of material of several tenths
of micrometric thickness. Local heating of the amorphous alloy core was observed in the strip-end
area, which was attributed to eddy current losses due to normal flux components in the zone of the
amorphous strip-end. On the other hand, the reason for the observed proximity effect in windings was
the time-varying flux density field in a conductor caused by a current flowing in another conductor
nearby. Non-uniform current density of a conductor section, caused by the proximity effect, leads to
higher effective resistance which in turn increases winding losses and the total MFT losses and is
directly responsible for the hot-spot temperature gradients. The hottest observed places of the first
prototype transformer occurred around the middle limbs of the transformer core and in the center of
the primary winding, inside of the leakage layer. The maximal temperature of windings exceeded
109 °C while the maximum measured temperature of the core reached 200 °C in the strip-end area.
Additionally, a disadvantageous fact was that the presence of two additional auxiliary inductors
has significantly increased the volume of the magnetic circuit of the DAB DC-DC converter. For the
above reasons, an improved version of the MFT was produced with a split planar litz-wire windings
placed coaxially one above the another in the disc arrangement. Split windings construction enables
obtaining a higher leakage flux density and correspondingly higher leakage inductance compared
to the cylindrical transformer with the same number of turns [35]. In the disc type transformer the
winding height &, is measured in the direction of the core window width, while windings width d;
and d; are in the direction of the core window height [26], which is shown in Figure 10. Therefore,
the trapezoidal field distribution occurs in a direction perpendicular to the direction that occurred in
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the first prototype with the concentric windings. In the second prototype the N87 ferrite material with
four times lower saturation level was used, which required increasing the core cross-section A, of the
second prototype, according to the relationship below:

Vrmsl
A= —ml 6
© 7 kgkeN1Bu fs ©)

where V51 is the RMS value of the primary voltage, k. is the filling factor of the core, N is the number
of primary turns, and f; is the fundamental frequency. The coefficient k¢ in Equation (6) depends on the
duty cycle D of the phase shift modulation of the DC-DC DAB converter:
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Figure 9. Primary MFT current itg (25 A/div) and drain-source voltage vpg (100 V/div) of the SiC
MOSEFET of the DAB DC-DC converter operating with 20 kHz switching frequency and the DPS
modulation (20 ps/div) (a); temperature measurement of the amorphous alloy core and observed
heating of individual coils as a result of the proximity effect at rated power (b).
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Figure 10. Main dimensions (a); and the overall view (b) of the second developed MFT with a split
planar litz-wire windings placed coaxially one above the another in the disc arrangement.

To minimize the desired A, of the second MFT prototype, the switching frequency of the DC-DC
DAB converter has been increased from 20 kHz to 30 kHz. Six pairs of U126/91/20 and 1126/20 cores,
i.e., three core stacks and litz wires comprised of 700 strands with a thickness of 0.2 mm have been used
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in the second MFT prototype. The effective surface of the used litz wires is 22 mm?. The transformers
were placed in separate chambers inside the DC PETT housing and are cooled by air blown by fans.
The used forced cooling enables the maximum permissible current density of 4 A/mm? [26] and the
windings of the second prototype can carry a maximum current of 88 A. The used planar winding
technology enables to adjust the leakage inductance of the transformer very precisely and reproducibly
by using insulation distances between the primary and secondary windings.

The application of standard U-type and I-type ferrite core profiles for the core construction enables
the use of prefabricated windings and supporting trays made of insulation material. To achieve
isolation level of 9 kV, which is two times of the maximum DC-rail traction voltage level, casting the
windings by the epoxy resin has been applied. The primary and secondary coils of the second prototype
have the same height 1y, measured in the direction of the core window width. Hence it fulfils the
precondition for the application of the method of Rogowski (Equation (2)) for prediction of leakage
inductance [36]. Specifications of the second MFT prototype are listed in Table 5. Figure 10 shows the
dimensions of the windings and view of the first developed MFT prototype.

Table 5. Second MFT prototype specification.

Parameter Description
Feeding voltage Vpcin = Vbean = 700 VDC
Output current Ipcr >70 A
Rated output power 38 kW
Operating frequency 30 kHz
Magnetic material NB87 ferrite
Maximum induction Bsat =04T
Specific Losses @ 0.1 T, 100 kHz 0.009 kW/kg
Diameter of a strand of a Litz wire 0.2 mm
Number of strands in a Litz wire 700
Efective surface of a Litz wire 22 mm?
Number of windings N;=N, =8
Leak'age inductance o =245 uH
(sum of primary and secondary)
Isolation voltage Uni =9kV*

* The isolation voltage is defined as two times of the maximum DC-rail traction voltage level.

The windings were cast with a resin of good thermal conductivity and high mechanical strength,
thanks to which the transformer can be placed in the so-called dirty area of the DC PETT housing.
The final volume of the whole transformer is:

Vi = 307 mm x 270 mm X 131 mm = 10.85 dm®

With a power density of 3.5 kW/dm? (~5 kW/dm? peak). In order to carry out transformer thermal
measurements a thermal camera has been used to determine the core and winding temperature distribution.
The transformer has been running for 2 h at rated load. Figure 11 describes the thermal characterization
of the transformer operating at a power of 45 kW without forced cooling.

In of the second MFT prototype, with the split windings, the dimension of both the primary and
the secondary windings are equal, which provides presenting equal dc resistances, while in the first
prototype with the concentric windings the length difference between interior and exterior windings
was considerable. The realized 30 kHz MFT prototype has been successfully tested at various operating
conditions in a full power rated DAB DC-DC converter, which will be presented in detail in Section 5.3.
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Figure 11. Temperature measurement of the second developed MFT with split windings at power of
45 kW without forced cooling.

5. Control Strategy and Controller Hardware

5.1. Main Control Tasks

As mentioned in Section 2, DC PETT carries out independent control tasks at its output and input,
which consist in precisely generating the PWM voltage supplying the traction motor and maintaining
full control over the current drawn from the railway overhead contact line. The PWM voltage which
feeds the asynchronous motor must be generated in accordance with current tasks of the drive system:
control of the electromagnetic torque, which determines the driving dynamics, and control of the
magnetic excitation of the motor, which determines the energy consumption.

5.2. Control of the 19-Level H-Bridge 4QC

The presence of galvanic isolation in the DC intermediate circuit and two energy storage elements
in each of the power electronic cells, enables independent control of the SIC MOSFET H-bridges on
the primary (railway traction) side and secondary (traction motor) side. As mentioned, the nine SiC
MOSFET H-bridges of the DC PETT input stage are connected in series and configured as 19-level
H-bridge 4QC ensuring a low ripple amplitude of the current drawn from the 3 kV DC overhead
contact line. Each H-bridge of the input stage has a capacitor at the output, which plays a role on
the DC voltage source: Upc_pri-Ut, YDC_pri-U2 - - - » UDC_pri-V1, - - - » UDC_pri-w3 for nine individual DAB
DC-DC converters. The proposed control scheme of the DC PETT input stage is illustrated in Figure 12.

The 19-level H-bridge 4QC controller has two closed control loops: the voltage controller to deal
with the primary DC voltage vpc_pri of the nine SiC MOSFET H-bridges and the current controller
for the purpose to control the input current iy 5¢. The set value for the voltage controller is the desired
DC voltage value at the individual capacitors of the H-bridges. The voltage regulator amplifies and
integrates the deviation between the voltage set point on a single capacitor and the average value of
the voltages measured across the capacitors of all H-bridges. The voltage regulator output signal is the
set point value to the current regulator. The output of the current regulator corrected by the actual
value of the traction voltage Upc_traction, measured on the traction current collector, constitutes the set
signal to the PWM modulator. The control method described in [36] was used to control individual
SiC MOSFET H-bridges of the 19-level 4QC from Figure 12. The essence of the operation of the
entire 19-level H-bridge 4QC is that the energy from individual capacitors CDC_pri_Ul, CDC_p,i_Uz, e,
CpC_pri-v1, - -+ » Cpc_pri-wa is transferred through isolated DAB DC-DC converters to the three-phase
seven-level CHB traction inverter supplying the traction motor. The energy flow from primary DC
capacitor of the input H-bridge through the DAB DC-DC converter to the output H-bridge of the
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U, V or W phase of the CHB traction inverter reduces the voltage on this capacitor. During each
control program execution sequence, the individual H-bridges of the input stage, whose intermediate
DC circuit voltage reaches the lowest values, are activated, causing the primary DC capacitors to
charge and the voltage on these capacitors to rise. The sequence of switching individual cells on
and off depends on the current DC voltage levels of individual capacitors Cpc_pri-u1, Cpc_pri-U2/ - - - »
CDC,pri—Vlz ey, CDC?pri—W3~ On the other hand, in the case of energy recuperation, the bridges with the
highest voltage value on the DC capacitors are connected to the overhead contact line.
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Figure 12. The overall control scheme for the DC PETT input stage.

...——l

All the electronic circuits of the 4QC-DAB-DC/AC power electronic cells are designed with the
floating ground. The ground planes of the electronic circuits of each 4QC H-bridge shown in Figure 12
is connected to the middle points of the DC-links adjacent H-bridges through the resistive dividers.
These resistive dividers acts simultaneously as the bleeder resistors for the DC-link capacitors of
the power electronic cells. Thanks to this, the full voltage appearing on the electronic circuits will
never exceed several hundred volts and the use of optically isolated op-amps with maximum working
insulation voltage of 1 kV is sufficient. All electronic circuits are powered from the train’s on-board
24 V DC auxiliary power converter via isolated DC-DC power supplies. These isolated DC-DC
power supplies must be able to withstand the full voltage of the 3 kV DC overhead traction line.
The measurement of the DC traction voltage Upc raction required in the control system from Figure 12
is performed using voltage divider placed on a separate insulated electronic board. Measured signal is
transmitted to the MASTER controller via optical fiber. The voltage measurement electronic board is
supplied by the on-board 24 V DC auxiliary power converter via an isolated DC-DC power supply.
By using high-voltage insulation of the cable connecting the L and Ly input filter chokes, the i ¢
input current measurement is performed using a conventional current transducer. The measuring
signal from the current transducer is transmitted directly to the MASTER controller interface board.
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5.3. Control of DAB DC-DC Converters

As can be seen from Figure 3 in Section 2, nine DAB DC-DC converters are used to transfer the
electrical energy between the primary DC links (Cpc_pri-u1, Cpc_pri-U2/ - - - » CDC_pri-v1, - - - » CDC_pri-w)
of the 19-level 4QC and the secondary DC links (Cpc sec-u1, CDC_sec-U2; - - - » CDC_sec-Vis - -+ » CDC_sec-w3)
of the three-phase seven-level CHB traction inverter. Individual DAB DC-DC converters are controlled
independently and no information exchange about the control process with the 19-level 4QC, seven-level
CHB traction inverter and other DAB DC-DC converters is needed. The single DAB DC-DC converter
is shown in Figure 13. The control system of the DAB DC-DC converter is designed to obtain the
same voltages on the primary DC-link capacitor and secondary DC-link capacitor vpc_sec = UDC_pri-
As a result, each DAB DC-DC converter equalizes the individual DC-link voltages of the 19-level 4QC
and the seven-level CHB traction inverter [36].

voltage current 2
controller controller 5 ‘§Z
VDC pri = PWM S5
g ]
S8
)j . S7
S1 S3 .
e
o -I -I — L Lcscc ‘{ o
g 5 —_ VTR_sec * —_ UB é
S2 54, 1:1 S6, 11,58
FEE o IRE
e o0

Figure 13. The single DAB DC-DC converter and its control system.

The DC voltages: vpc_pri on the primary side and vpc_sec 0n the secondary side are converted
into high frequency rectangular pulses vTR_p;i and OTR_sec, With constant (D = const) or modulated
(D = var) pulse width. The transferred power depends on the mutual phase shift ratio 6 between
primary and secondary voltages oTR_pri and vTR_sec. For simple phase-shift control transferred power
Ppag is defined by (1). Tests in the DAB DC-DC converter with the second MFT prototype were done
at 640/640 V and powers of 10 kW, 38 kW and 45 kW for switching frequency of 30 kHz and a dead
time 500 ns. Figure 14a shows the characteristic waveforms of the developed DAB DC-DC converter
operating at rated power of 38 kW: the primary transformer current it _pyi (25 A/div), the primary
transformer voltage vTr_pri (500 V/div) and the secondary transformer voltage vTR sec (500 V/div).
Figure 14b shows the impact of the dead time on the time duration of the voltage pulses of the primary
and secondary transformer voltages UTR pri and UTR_sec. Although both voltages are controlled with
the same constant value of the duty cycle D = 0.96, the voltage pulses of the secondary voltage TR sec
are longer than voltage pulses of UTR_pri- It can be seen from Figure 14, that in the time period when
UTR_pri = UTR_sec = 0 there is no resultant voltage forcing the dynamics of the current and the dynamics
of transformer current changes decreases for a fraction of a microsecond. This phenomenon was
also recorded when the tested DAB DC-DC converter was operated with a reduced power of 10 kW
(Figure 15a). After applying the correction of the duty cycle and taking into account the dead time effect,
the above did not occur any more—which can be seen in Figure 15b describing the primary and
secondary transformer voltages and current of the DAB DC-DC converter operating with a power
of 45 kW.
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Figure 14. Measured waveforms of the DAB DC-DC converter with the second MFT prototype: primary
transformer current iTg_pi (1), 25 A/div; primary voltage o1R_pri (2), 500 V/div; secondary voltage
VTR sec (3), 500 V/div at the rated load. Time scale 4 us/div. (a) and 1 ps/div. (b).

Figure 15a shows the characteristic waveforms of the developed DAB DC-DC converter operating
at partial power of 10 kW: the primary transformer current itr_pi (25 A/div), the primary transformer
voltage 0TR pri (1 kV/div) and the secondary transformer voltage vTR_sec (1 kV/div). Figure 15b shows
the primary transformer current iTR_p,i (50 A/div), the primary transformer voltage UTR _pri (1 kV/div)
and the secondary transformer voltage vrr_sec (1 kV/div) for the DAB DC-DC converter with the second
MFT prototype overloaded with a power of 45 kW. The efficiency of the DAB DC-DC converter has
been calculated using the voltages and currents measurements and the math functions of the digital
oscilloscope Tektronix DPO4104. The measured resistances of the primary and secondary windings of
the MFT was 11 mQ) and 12 m(), respectively. The experimental efficiency results are presented in
Figure 16. The developed DAB DC-DC converter characterizes peak efficiency above 98 % and has
efficiency around 97.5 % in a wide range of the output power.
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Figure 15. Measured waveforms of the DAB DC-DC converter with the second MFT prototype:
primary transformer current itg pri (1), 25 A/div; primary voltage orR pri (2), 500 V/div;
wer of 10 kW (a) and the corresponding waveforms
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Figure 16. Measured efficiency versus output power of the DAB DC-DC converter with the second

MET prototype.
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5.4. Control of Seven-Level CHB Traction Inverter

As it can be deduced from Figure 3, the seven-level CHB traction inverter is composed of three
H-bridges connected in series in any of the phases. The traction inverter is controlled using space
vector PWM (SVPWM) by successively activating one H-bridge per phase until the reference voltage
vector is reached [36]. The CHB topology enables the operation with advantageously high modulation
indexes of individual H-bridges. The DC links of the individual H-bridges are coupled with nine
DAB DC-DC converters. If the obtained output voltage is different from the reference motor voltage,
the next H-bridge is activated in each phase. At each switching sequence only one H-bridge per
phase provides a modulated output voltage, while the others are negatively/positively connected or
bypassed [37]. Since their transistors do not switch, they do not generate commutation loses. For the
above reason, the control system can consider the topology of the seven-level CHB converter as a set
of 3 three-level CHB converters connected in series, which simplifies the control strategy. Each of
them is then composed using three H-bridges (one H-bridge in each phase of the inverter) and can be
controlled using simple SVPWM patterns [37].

5.5. Control of the Traction Motor

The precision of PWM voltage generation resulting from the seven-level topology of the three-phase
traction inverter and the adopted transistor switching frequency of 20 kHz, allows the use of advanced
traction motor control algorithms, not previously used in rolling stock. The multiscalar model based
control [38,39] has been used to control the torque and excitation of the traction motor. According to
the multiscalar model concept, the motor torque is defined as the state variable instead of the current
vector component in the q axis that occurs in conventional Field Oriented Control (FOC). The complete
multiscalar model (or natural variables [40]) of the induction motor is received after the nonlinear
transformation of the stator current and rotor flux vector components occurring in the classic vector
model. The multiscalar variables of the induction motor model are selected as follows:

X1 = wy, ®)

X12 = ll}misﬁ - l,l’rﬁisa/ )
X1 = P+ P (10)
x22 = Yralsa + LPrﬁisﬁ (11)

where isq, isg, Yra, Prp are the stator current and rotor flux vector components, xq; denotes traction
motor rotor speed, x1, is proportional to electromagnetic torque, xy; is square of the magnitude of rotor
flux vector and represents the excitation of the traction motor, and x; is a multiscalar variable with no
direct physical interpretation and proportional to the reactive power consumption. Figure 17 shows
the basic structure of the multiscalar model based control system for the traction motor. The rotor
fluxes ¢, 1Prp, rotor speed (8) and remaining multiscalar variables (9)—(11) are estimated in a speed
observer. The variables estimated in the speed observer denoted by A are used in the control system.
Nonlinear feedback is applied to the system of first-order multiscalar model equations obtained from
nonlinear transformation of the multiscalar model [38,39].

The approach of using the multiscalar variables (8)-(11) instead of d—7 components of the stator
current and rotor flux vectors, advantageously eliminates the need for continuous synchronization
of the rotating reference frame with the rotating rotor flux vector, which is absolutely required in
the FOC method. The use of the linearizing feedback allows to obtain a linear relationship between
the outputs and inputs of the multiscalar model and enables decoupled control of the mechanical
subsystem of the induction motor, related to the dynamics of the shaft rotational speed x;1, and the
electromagnetic subsystem, related to the dynamics of the square of the rotor flux vector module xp.
Hence, the xy; reference value for the control system from Figure 17 can be modulated according to
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the arbitrary chosen efficiency optimizing formulation, which ensures the improved efficiency of the
traction drive [40]. A detailed analysis of the multiscalar control of the traction motor is beyond the
scope of this article and will be discussed in more detail in the forthcoming papers.
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Figure 17. The basic structure of the multiscalar model based control system for the traction motor.

5.6. Controller Hardware

For implementing the proposed control strategy a DSP-based MASTER controller board and ten
ARM processor-based SLAVE controller boards have been designed as shown in Figure 18 with the
features of advanced functionalities and fast execution time. As shown in the Figure 18a, the MASTER
controller board consists of a digital signal processor (ADSP-21363) control card, including a FPGA
(FPGA-CYCLONE II EP2C8F256) and additional ARM Cortex-M4 32b processor (STM32F4071GT6)
control card. The ADSP-21363 floating-point signal processor (3 Mb SRAM, 333 MHz, 2GFLOPS)
implements the traction motor torque and excitation control, and the traction line current and
voltage control, while the STM32F4071GT6 processor (MCU + FPU, 210DMIPS, 1MB Flash/192 + 4KB RAM,
USB OTG HS/FS, Ethernet) realizes human-machine interfacing (HMI) and the communication with other
STM32F407IGT6 ARM Cortex-M4 32b processors of nine power electronic cells.
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Figure 18. MASTER controller board consisting of main ADSP-21363 based control card and the
auxiliary STM32F407IGT6 Arm Cortex based control card (a); one of nine STM32F407IGT6 Arm Cortex
based SLAVE controller boards controlling nine 4QC-DAB-DC/AC power electronic cells (b).

The DSP-based MASTER controller board receives the measurements from 4QC-DAB-DC/AC
power electronic cells and implements the traction motor control and traction line voltage and current
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control algorithms. The FPGA receives the input DC voltage and three-phase output voltage commands
from the DSP and implements the PWM algorithm and outputs nine command signals to ARM-based
SLAVE controller boards, shown in Figure 18b, via optical fibers. The individual ARM-based SLAVE
controller boards receive a command from the MASTER controller board and implement PWM times
and outputs gate signals to the transistors. Ten SLAVE controller boards output gate signals to 72 SiC
MOSFET dual power modules. To ensure complete isolation between the input stage and the output
stage of the DC PETT, one SLAVE controller controls the SiC MOSFET H-bridges of the input sides
of the two 4QC-DAB-DC/AC power electronic cells, while the other SLAVE controller controls the
transistor bridges of the output sides of these two 4QC-DAB-DC/AC power electronic cells. Both SLAVE
controllers communicate with each other using fiber optics.

The MASTER controller board and all SLAVE controller boards contain signal conditioning circuits
designed to receive individual voltage and current sensors signals and send them to the DSP or ARM
processors respectively. The isolated communication interfaces are realized by a serial Controller Area
Network (CAN) interface port.

The overall MASTER control commands of the DSP can be received in two modes: from the
driver’s console in the train driver’s cab (train running mode) and from the operator’s PC through
the DSP CAN port (service mode). The execution period of one cycle of the control scheme in the
main DSP is 150 ps, while the FPGA on the MASTER control card works with a three times shorter
execution period of the PWM algorithm. Individual FPGAs on SLAVE controller boards operate
with the execution period equal to 33.33 ps. The accuracy of the PWM time counting on the SLAVE
controller board results from the used 150 MHz clock.

The control relay outputs on the main-board shown in Figure 18a are used to control the train’s
individual switching devices, such as the circuit breaker circuit or the contactor circuits in the on-board
high-voltage switchgear.

6. On-Track Testing

The developed DC PETT prototype for the railway applications has been assembled as shown in
Figure 4 in Section 2. Due to the direct availability of the 3 kV DC railway network on the railway siding,
a number of experiments were conducted with the developed DC PETT prototype mounted on the
roof of the EN81 series electric passenger railcar shown in Figure 2 in the introductory section.
During the tests, only one drive set of the traction motor powered by the developed 3kV DC PETT
was running, which made it possible to obtain measurement results specifically for one complete
drive system. The second traction motor of the EN81 series electric passenger railcar was not running
during the tests. Due to the limitation of the track length, the maximum achievable speed during
the experiments was, however, limited and did not reach the operating speed of 120 km/h given
by the manufacturer of the rail vehicle. The route of the test runs with a length of 600 m on the
Bydgoszcz-Towarowa railway siding used during on-track testing is shown in Figure 19.

Figure 19. The route of test runs with a length of 600 m on the Bydgoszcz-Towarowa railway siding.

307



Energies 2020, 13, 5573

Specifications of the DKLBZ 0910-04 type traction motor of the EN81 series electric passenger
railcar are listed in Table 6.

Table 6. DKLBZ 0910-04 type traction motor specification.

Parameter Description
Rated stator voltage Ugn =2200V
Rated stator current Isn =88 A
Rated power Py =300 kW
Rated torque My = 1506 Nm
Power factor cospn = 0.89
Efficiency N =94.3%
Max. voltage during breaking Usmax = 2300 V
Max. power during breaking Ppreak = 320 kW
Max. torque Mpmax = 2160 Nm

The results of the track test run on 600 m railway siding are shown in Figure 20. The recorded
waveforms were saved on a PC connected to the DSP-based MASTER controller card via USB.

Figure 20 illustrates recorded waveforms during accelerating of the train with the DC PETT based
asynchronous traction drive to the speed of 45 km/h and immediate braking. Before the connection of
the DC PETT to the overhead traction line voltage there is no energy stored in the DC PETT and all DC
links are empty. Similar to AC PETT reported in [19], initial charging is performed from the DC side
utilizing the startup resistor that is bypassed later on. Moreover, the developed DC PETT has a second
mode of pre-charging the intermediary circuits from the on-board battery bank using a set of DC-DC
converters. The latter mode enables the DC PETT to be connected to the overhead traction line without
any inrush current.

Referring to Figure 20, after the train pantograph is on, the uncontrolled voltage on each of the
primary DC links equals the overhead line voltage divided by nine. Then, after starting DC PETT,
the primary DC-link voltage is controlled to 520 V and the secondary DC-link voltage is controlled to be
equal primary DC-link voltage. During DC PETT operation the input current drawn from the overhead
traction line is controlled according to the control scheme shown in Figure 14. In all experiments,
the power recovered during braking was transferred back to the traction network. As can be seen
from Figure 20, the delivery of braking power of the order of 200 kW to the traction network did not
significantly change the voltage of the traction network.

Figure 21 shows the characteristic traction motor stator current and the PWM output voltage
waveforms obtained during three different operation modes of the DC PETT. Figure 21a shows the
stator current waveform during start-up and the acceleration of the traction motor (50 A/div; 1 s/div).
Thanks to the use of high-performance torque control, mentioned in Section 5, the stator current
magnitude is limited at the desired value and its amplitude does not exceed 100 A at all times.

As can be seen, there are no undesirable oscillations in the current waveform. Figure 21b
shows the stator current waveform during the final braking phase of the train from 15 km/h until
the train stops (50 A/div; 1 s/div). Figure 21c shows the stator current and the PWM voltage at the
DC PETT output in the steady-state operation of the traction motor (50 A/div; 1 kV/div; 10 ms/div).
As it is shown in Figure 21c, the applied three-phase, seven-level CHB topology provides an almost
sinusoidal PWM voltage, which has not been demonstrated in any other 3kV DC rail traction inverter
so far. By using CHB technology, the instantaneous maximum value of the voltage switched by
the SiC MOSFET transistors does not exceed a few hundred volts. At high switching speeds of
SiC MOSFET transistors, this will significantly facilitate compliance with the stringent requirements
of railway electromagnetic compatibility (EMC) standards, which will be the focus of the planned
continuation of the work carried out by the authors.
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Figure 20. Track test results: Recorded waveforms during start-up of the train with the DC PETT
based asynchronous traction drive to a speed of 45 km/h and immediate braking. Top to bottom:
(1) train speed; (2) traction motor torque; (3) DC PETT input power; (4) DC PETT input current;
(5) traction DC voltage; (6) primary DC bus voltage of a single 4QC-DAB-DC/AC power electronic cell.

The efficiency of the SiC-based 3kV DC PETT prototype has been measured. As in [19], the power
consumption of the auxiliary converters supporting the cooling system and the control system has not
been included in the efficiency calculations. The plots of efficiencies versus output power are shown in
Figure 22.
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Figure 22. Measured efficiency versus output power of the three power stages and the entire 3kV DC

PETT prototype.

As can be seen from Figure 22, the three-phase seven-level CHB traction inverter (7L CHB),
considered separately, characterizes peak efficiency around 99%, which is comparable to the
corresponding SiC based MV multilevel CHB inverters constructed from low-voltage SiC MOSFET
transistors, presented in the literature [22]. The efficiency of the 4QC input stage is slightly higher
than that of the seven-level CHB traction inverter, because when cascaded H-bridges operate with
a constant voltage of 3kV DC overhead traction line, actually only two SiC MOSFETs work in each
H-bridge. However, thanks to the use of the full H-bridges in the DC PETT input stage instead of half
bridges, it is possible that the developed SiC-based DC PETT can also work with an AC input voltage,
as is the case with multi-system locomotives. However, the operation of the proposed SiC-based DC
PETT in an AC voltage system is beyond the scope of this paper and will be the subject of future
publications. As can be seen in Figure 22, the isolation stage ensured by nine DAB DC-DC converters
has the greatest impact on the efficiency of the entire SiC-based DC PETT. The SiC-based DC PETT
prototype has an efficiency of around 96% in a wide range of output power and the peak efficiency
around 96.5%.

7. Conclusions

The design and development of the SiC-based DC PETT intended for EMUs operated in 3 kV
DC rail traction have been presented in this paper. The developed DC PETT has been implemented
into the PESA 308 ENB81 series electric passenger railcar that operates in Polish regional passenger rail
transport. The conducted experimental tests during train runs on the trial confirm the full functionality
of the developed device.

As with the MV PETT for AC traction [19], the proposed DC PETT offers a number of advantages
that make it very attractive for rolling stock operating in 3 kV DC traction. First of all, in the
era of widespread striving to design highly efficient and ultra-quiet drive converters from SiC
semiconductor devices, the proposed solution has a number of advantages if one compares it to
high-voltage SiC traction inverters with a classic design being currently at the stage of analyzes and
preliminary tests. Conventional two-level voltage source traction inverters of the working voltage
in the catenary 3 kV DC would contain SiC MOSFET transistors with a voltage blocking of 6 kV,
and the conventional three-level inverter voltage would contain SiC MOSFET transistors with a voltage
blocking of 3 kV. It is already known that obtaining high voltage switching frequencies SiC MOSFET
above 5 kHz is energy inefficient and the management of electromagnetic disturbances at such high
switched energies is quite a challenge. The component modules of the proposed DC PETT, in the
form of nine 4QC-DAB-DC/AC power electronic cells, are made with the use of low-voltage SiC
technology (1200 V). The applied high switching frequency: 30 kHz to 1.2 kV SiC MOSFETs used in
DAB DC-DC converters and 20 kHz to 1.2 kV SiC MOSFETs used in SiC MOSFET H-bridges of the
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input and output stage, do not cause as significant energy losses as it would be in the case of high
voltage (>3 kV) SiC MOSFET technology. The applied high switching frequency allows for favorable
elimination of noise from the converter operation. Moreover, the use of multi-level topology made it
possible to follow the command voltage from the control system with very high precision and, therefore,
enables the application of the high precision control of the traction motor. Moreover, compared to
classical topologies, the applied active input stage with the regulator of the current drawn from the
overhead line enables the minimization of the input LC filter and, thus, minimization of the total volume
and cost, which the authors intend to make the subject of detailed analysis in future publications.

The MFT design path, discussed in detail in the article, shows that the important factors influencing
the power density of the developed transformers are the provision of appropriate insulation gaps
to ensure galvanic isolation at the level of 9 kV DC and the provision of structural gaps between
the windings to obtain the desired transformer leakage inductance. In the case of the traction drive
investigated in the paper, with a relatively small power of 325 kVA (500 kVA in peak), the power
density of the designed 38 kW MFT was 3.5 kW/dm? (=5 kW/dm? peak). This allows the authors to
reasonably hope that for a higher power MFT, the power density obtained will also be higher. At the
present stage, it is difficult to compare the power density of the developed 3kV DC PETT prototype
with a built-in lightweight LCL input traction filter with 3 kV DC roof-mounted traction inverters
available on the market because the solutions known to the authors have a heavy external traction filter
mounted in a separate container, which is not taken into account by manufacturers to estimating the
power density of the traction converter. The developed 3kV SiC-based DC PETT prototype, thanks to
the built-in 4QC power input stage, is immediately ready for cooperation with the AC traction network
in a multi-system EMUs. The proposed modular DC PETT structure, composed of the same repeatable
power electronic cells, could ensure lower maintenance costs, short inspection and repair times for
potential faults, and thus high availability - required in the rolling stock.
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Abstract: A promising solution for inductive power transfer and wireless charging is presented on
the basis of a single-phase three-level T-type Neutral Point Clamped GaN-based inverter with two
coupled transmitting coils. The article focuses on the feasibility study of GaN transistor application
in the wireless power transfer system based on the T-type inverter on the primary side. An analysis
of power losses in the main components of the system is performed: semiconductors and magnetic
elements. System modeling was performed using Power Electronics Simulation Software (PSIM). It is
shown that the main losses of the system are static losses in the filter inductor and rectifier diodes on
the secondary side, while GaN transistors can be successfully used for the wireless power transfer
system. The main features of the Printed Circuit Board (PCB) design of GaN transistors are considered
in advance.

Keywords: wireless power transfer; inductive power transmission; multilevel converter;
AC-DC power converters; T-type inverter; GaN-transistors; electromagnetic coupling

1. Introduction

Interest in inductive wireless power transmission is constantly growing due to the increasing
interests of both low-power wireless chargers for mobile and wireless charging stations of medium and
high power for electric bikes and electric vehicles. Such chargers transfer the electric energy wirelessly
from primary to secondary inductor by means of inductive coupling [1]. Inductive wireless power
transfer systems consist of a transmitting part (contains an inverter, compensation circuit and primary
inductor) and a receiving part (receiving inductor, compensation circuit, rectifier) [1]. The researchers
have already analyzed the main possible topologies of compensation schemes, their advantages
and disadvantages, and described the general recommendations for their implementation. It is well
known that Wireless Power Transfer (WPT) systems have some limitations, such as short transmission
distance(centimeters or dozens of centimeters at acceptable levels of transmission efficiency) [2,3],
sensitivity to the exact positioning of the receiving coil relative to the transmission coil [2,4], size and
cost of the system.
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Among existing limitations, the issue of the size and cost of the WPT system is one of the most
important. Researchers are still looking for the optimal system configurations and topologies of power
converters that would best meet the above requirements.

Different types of switches are utilized in the power electronics converters [5-8]. The conventional
Insulated Gate Bipolar Transistors (IGBTs) are gradually going out of use in industrial circuits of
WPT systems due to their low switching capability [9]. The reverse blocking voltage capability of
the conventional IGBT is very low; there are relatively large power losses [10]. It is well known
that the use of wideband gap semiconductors (such as GaN-transistors) instead of classical Si power
switches can significantly reduce the power losses that lead to the increasing of the system efficiency or
significantly increase switching frequency reducing size of passive elements [11-13]. It is advisable
to use GaN transistors for T-type topologies [5-8,14]. The GaN features fast switching, low parasitic
charges, reverse conductivity with zero recovery charge and low driving power losses and dynamic
losses; compared to Si-IGBTs and SiC-MOSFETs [5,6,15-18], higher efficiency, low parasitic output
capacitance [16-18] can be achieved. The advantage of GaN over Si is mostly visible at higher
frequencies in dynamic losses [15,19]. However, the conduction losses are comparable with the SIC
semiconductors [18,19].

The main goal of the article is to study the feasibility of GaN transistor application in the proposed
non-traditional (non-classical) WPT system. This will be based on the loss analysis of the main
components of the circuit.

The paper, consisting of seven sections, proposes a new solution of the wireless power transfer
system based on two parallel single-phase T-type GaN-based invertors (dual T-type inverter) with
two transmitting coils on one ferrite core (coupled transmitting inductances). The case study system
description and advantages of such solution are represented in Section 2 of the paper. According to
previous research [20], more than 70% of the losses in WPT systems for various cases of power, loads
and working frequencies depend on semiconductors and inductors [20,21]. Therefore, the contribution
of such parameters was taken into account in calculations in this paper. Confirmation of the advantages
of the proposed solution, made mainly by power losses analysis, described in Sections 3-5. Sections 3
and 4 proposes the losses models of the GaN transistors and coil inductors, respectively. Simulation
and experimental verification of the proposed solution is described in Section 5, with conclusions and
list of patents devoted to the proposed WPT system on Sections 6 and 7, respectively.

2. Case Study System Description

Figure 1 depicts the proposed circuit of a multi-level converter for WPT. The primary converter
consists of a full-bridge three-level T-type inverter connected to bidirectional auxiliary semiconductor
switches. The GaN-based T-type inverter is first proposed for use in a WPT system together with two
coupled inductors. It provides a number of advantages over existing analogues.

Figure 1. Proposed Inductive Power Transfer IPT converter.
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The DC source is applied to the T-type inverter. The energy is transmitted to the secondary side
through the primary coils with an air gap (Figure 1). The output current is rectified by the passive
full-bridge rectifier, filtered and supplied to the load.

In the scheme, V4. is the source of the input dc voltage; C;, C,—input capacitors; S;-Ss—switches
of the single-phase full-bridge inverter; Ss, S¢ and S;, Sg—auxiliary bidirectional switches;
Lyrim,2—coupled primaries inductances; Cprim1, Cprimp—primaries compensating capacitances;
Lsec—secondary inductance; Csc—secondary compensating capacitance; D1-Dy—bridge rectifier;
Cf—filter capacitor; Lf—ﬁlter inductance; Rp—output resistive load.

First of all, the multi-level inverters have a number of advantages over conventional H-bridge
inverters, including better Electromagnetic Compatibility EMC and higher efficiency [14,22-24],
which are extremely important for wireless power transmission systems [24]. However, analysis of the
existed publications shows that using of multi-level inverters for WPT systems are just at the beginning
stage [25].

Each multi-level circuit has its advantages and disadvantages, but among these types, T-type has
some advantages over other types: smaller size, simpler operation principles, lower THD,
lower conduction losses and smaller number of semiconductors [10,14,23]. The most important
advantage of T-type solution in the WPT application is that only half of dc-link voltage applied to the
primary side coil which in turn reduces the primary inductance and size of the coil [14]. The equation
(1) for calculating the primary inductance Ly, at SP compensation analytically confirms this fact [20]:

2
8 Vi ) ) 1)

Lpyim = Lsec| —57—
nzknam Vout

where Lg.-secondary side self-inductance, kj,,—nominal coupling, V;, and Vy,—input and output
voltages, respectively.

Finally, the splitting of the transmitting coils will reduce the conduction and overall diameter of
the primary inductance. The application of two coupled transmission coils of inductance on a single
ferrite core reduces the total dimensions of the magnetic components on the primary side (and the
losses in copper and ferrite). Multiple magnetic resonant coils lead to higher transmission efficiency
and longer transmission distances [26]. In addition, the coupling coefficient between them is considered
constant, which simplifies certain calculations of the system. Furthermore, this solution reduces the
current through each coil. This leads to a lower overall resistance of the transmission coils, which,
in turn, increases the Q factor and the energy transfer efficiency.

It is expected that wireless power transmission systems based on of multi-coil circuits with
GaN-based T-type inverters in the transmission part is a promising solution, joining the advantages
of the parts which already existed. The proposed solution does not have any heatsinks, has reduced
the size of primary coils and can be considered for industrial application. Such a system can be used
directly in power supply systems for transmission on different power levels.

Compensating capacitors are required to compensate the leakage inductance on the primary and
secondary sides in the WPT systems. In this case, the possible distance between the coils increases [2].
Systems with Series-Parallel (SP) compensation work efficiently with a wide range of loads in addition
to the advantages for middle-power and low-power applications and allow reducing dimensions of the
receiver coil [20]. Series-Series (SS) compensation does not depend on the change of magnetic coupling
and load. These compensation topologies are most widely used for wireless charging. This solution is
very well investigated; its benefits and drawbacks are well known [2,27-29].

3. Losses Models of the GaN Transistors

The main sequence of the calculations is presented in this section and Section 5. Initially, the control
signals and the shape of voltage and current signals in the inverter were derived from simulation and
are used for calculations of power losses in semiconductors.
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3.1. T-type Inverter Operation Mode

Two auxiliary switches Ss and S¢ (Figure 1) are turned on in the T-type topology (Figure 2).
Switching states and the voltage are shown for the 3-level T-type Neutral Point Clamped NPC inverter
in Table 1 for Figure 1 (for one leg).
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Figure 2. Control signal sequences and shapes of the voltage and the current of the IPT converter. Static
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losses are calculated, knowing the current through each transistor at a certain interval.

Table 1. Switching States and Voltage for the 3-Level T-Type NPC Inverter [23].

Level S1 Ss S¢ S, Voltage
Positive (+) 1 1 0 0 +V4c/2
Neutral (N) 0 1 1 0 0

Negative (-) 0 0 1 1 —Vgc/2

Figure 2 shows the control signal sequence of the transistor (shown for one phase), the voltage
(Vi) and the inverter output current (Iy,;).

3.2. Losses Model of the GaN Transistor under Compensation Condition

It is well known that the conduction losses are a significant component to estimate the total losses
in the transistors [19]. In addition, the dynamic losses in GaN transistors should be taken into account.
The total transistor power losses are determined by the sum of the static and dynamic losses [17].

Protar = Pcond + PDyn/ (2)

where P, -static losses (conduction losses), Ppy,—dynamic losses.
The equation that determines the conduction losses (when the transistor is fully on) is as follows:

PCand = IDrmsZ + RDS(on)r (3)

where Ip,,;s—rms current value through drain, Rpg(,,)—on-resistance of a transistor’s drain-source.
The current Ip,,s is determined at each interval (Figure 2) for the positive half wave as follows:

2

15155 = r]l*f(im Sin(a)t))zdt, @)

1
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where i,—amplitude value of drain current, w—angular frequency, T—period. For the negative

half wave:
T

1. .
I?zss = ff(lm Sln((ut))zdt 5)
3

Two sections are defined for the zero state (Figure 2):

! 3
1 .. 1 ..
13555 = Tf(lm sin(wt))?dt + Tf(lm sin(wt))?dt. (6)
10 2

Currents are added from all sections and multiplied by the resistance of the transistor over a
period of time due to (3) to calculate the conduction losses of the transistor.
Total dynamic power losses [17]:

Poyn = Pswi(on) + Psw(off) + PG + Pret + Poss + Prr, @)

where Psyon) and Pspop—switching losses, Pc—gate charge losses, P, —power loss due to the
reverse conduction voltage through the body diode; Prg—teverse recovery loss; Poss—power loss
due to the output capacitance.

Gate charge power losses of a transistor:

P =Qc + Vdrfsw/ (8)

where Qg—total gate charge of a transistor, V—driving voltage, fs,—switching frequency.

The equations show, that charge losses are increasing at high switching frequency.

Reverse recovery loss is caused by the charge stored in the junction of the internal body diode of a
transistor in the T-type inverter [19]:

\%
Prr = QRR% fsws C)]

where Qgp is the reverse recovery charge, V;,,—input voltage of the inverter. In the transistor datasheet,
GaN transistors do not contain the internal body diode, so, reverse recovery loss is not present in
these devices.

Power losses due to the output capacitance [17] are the following:

Vin
Poss = fswf(VDSCOSS(VDS))dUDSr (10)
0

where Cpss—output capacitance of the transistor (determined by the dependencies in the datasheet).
These losses are independent of power and are insignificant at the increase of power, but the contribution
of this type of losses is significant at low power and high switching frequency.

The power losses due to the reverse conduction voltage through the body diode (or dead-time losses):

Prr:l = VREVIDtdeadfsw: (11)

where t4,,i—length of the dead-time (reverse diode conduction time), Vggy—reverse voltage drop in a
GaN transistor.

The exact equations from [17,19], take into account several values (values of switching time,
level of corresponding voltages, etc.) from the simulation data or the experimental data. It is not
possible to accurately determine the switching time of the transistors from the model in PSIM and at
high frequency. The approximate switch-on time is 4.9 ns, the switch-off time is 3.4 ns according to the
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datasheet. At the same time, the duration of the on- and off-transistors of each of the shoulders in the
model is much larger.

Therefore, a simplified equation is used to estimate the magnitude of switching losses
quantitatively [18]:

Turn-on switching losses of a transistor:

t_rise
Psw(on) = f (VpsIp)dt, (12)
0
Turn-off switching losses of a transistor:
t_fall
Pswioff) = f (VpsIp)dt, (13)
0

where t;5, and tfy—transistor s time for turn-on and turn-off (values from datasheet), V4—drain-source
voltage, Ip—drain current.

According to [19], at frequencies below 100 kHz, switching losses of transistors are very low.
Switching losses are increasing at frequencies up to 500 kHz but they have no significant effect on the
total loss estimation [19]. Thus, most transistor losses are conduction losses and power losses due to
the output capacitance.

3.3. Losses Model of Rectifier Diode Losses

The losses in rectifying diodes are also significant, especially at high switching frequency and
high current through diodes. The parameters of high-speed Schottky diodes were used for modeling
and in the experimental verification.

It is known that the static losses in a diode are determined by the current flow through the diode
multiplied by the voltage drop across the diode. Two diodes simultaneously conduct current in the
case of a diode bridge:

Pcond.p = ZIfoerdropr (14)

where Iz, is the forward current value through the diode, Vi,,,—voltage drop per diode.

Dynamic losses in the diode are switching losses. All diodes in the diode bridge are involved in
the process of rectification. If a Qrg value (this is the reverse recovery charge) is given in the datasheet,
then the equation is as follows:

PSW?D = 4ervrgz;fsw- (15)

Reverse recovery charge value is defined as a product of Cjyycrion (junction capacitance) by Vyeo
(the reverse voltage on the diode). The result in (16) is obtained by substituting this product into
Equation (15):
PSW?D = 4V$evcjuncfionfsw- (16)
The total losses in all semiconductors in this scheme are higher than the losses in the transmitting
and receiving coils.

4. Design and Losses Models of Coils Inductors

Coupled primary coils were calculated with a nominal value of 90 uH each and a receiving coil
with a nominal value of 24 uH (Table 2).
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Table 2. Parameter Table for Experiments.

Symbol Description Value
Vin Input voltage 300 V
S1-Sg GaN transistors GS66508T
Fow Switching frequency 150; 200 kHz
Csn Snubber capacity 100; 470 pF
D;-Dy Rectifying diodes RB228NS100TL
Lprim1,2 Primary inductances 90 uH
Lsec Secondary inductance 24 uH
k Coupling coefficient 0.7;0.9

4.1. Design of the Transmitter and Receiver Coils

The simulation was performed in almost the same order as described in [4]. The model of coils
was carried out in ANSYS Electrimagnetic Suite and designed using the Finite Elements Modeling
(FEM) method. The transmission coils are on the top and the receiving coil is on the bottom (Figure 3).

Figure 3. Designed model of coils for WPT.

The primary coil consists of two coils connected in parallel at one lead. One end of the coil pins is
drawn through a hole in the ferrite. They do not interfere with the coils as close as possible to each
other and do not distort the magnetic flux with this solution. Both primary coils have equal turns each.
They are arranged in two layers, one above the other. This solution reduces losses in copper and ferrite
and also the total dimensions of the magnetic components on the primary side. Multiple magnetic
resonant coils lead to higher transmission efficiencies and longer transmission distances.

The secondary coil consists of double turns (shown in the figure with an enlarged fragment) in
one layer. Coil winding with double turns reduces the coil’s own resistance at the same value of
the inductance itself and increases the quality factor. It increases also the maximum current that the
secondary coil misses.

4.2. Losses Model of the Coils Inductors under Compensation Condition

Certain simplifications are allowed in the calculations of losses in the inductors. It is quite
a complex mathematical problem to determine the core losses and eddy current losses, especially
including the skin and proximity effects of inductors [30]. It is not always possible to achieve acceptable
accuracy of calculations even when those losses are determined. The challenges are caused by the
complex physical nature of these phenomena.
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The core is mainly intended for shielding the magnetic induction flux in the WPT system [4].
Losses in the core are determined by the modified bulky Steinmetz equation at non-ideal sinusoidal
voltage [20,30]. However, it is difficult to determine the ferrite coefficients for the equation since an
experimental procedure is needed for a specific material under right conditions with high quality
equipment. These factors are given rarely by the manufacturer. Therefore, determination of the value
of core losses by other methods for this material is not accurate and has no scientific validity.

Most of the available FE tools do not support Litz wire modeling. In addition, magnetic field H
differs from turn to turn at determining the proximity effect [4]. Hence, H must be evaluated in the
center of each turn individually to calculate the proximity loss for each turn [20]. Conduction losses
are usually added to this value at determining a skin effect [20,30]. The Litz wire reduces the skin
effect and proximity effect significantly. Furthermore, the proximity effect is minimal between the
transmitting and the receiving coils due to the large air gap.

The value of DC conduction losses is sufficient to understand the effect of the geometrical
parameters of the coils on the losses value in transistors and coils.

Conduction (ohmic) losses in the primary coils:

prrirrle = ILprim_rmsz(ZRLprim)r (17)

where I yim_ms—current through primary coils; Riprim—resistance of one primary coil. Both paired
transmitting coils are the same and have the same resistance in this case.
Conduction losses in the secondary coil are as follows:

Prsec = ILseCJmSZRLsecr (18)

where I} ¢ rms—current through the secondary coil.
Power losses in the primary coils mostly depend on the inverter current, together with the own
resistance of the primary coil.

5. Results of Experiments and Simulation

An experimental model was made to check the feasibility of using GaN transistors in the described
scheme (Figure 4). Transistors G566508Twere used with maximum drain current of 30 A, maximum
drain-to-source voltage 650 V, drain-to-source on resistance at 25 °C equal to 50 m(). The transistor
has zero reverse recovery loss, fast fall and rise times, low inductance and low thermal resistance in
a small package. The GS66508T is a top-side cooled transistor that offers very low junction-to-case
thermal resistance. Transistors are located at the bottom of the Printed Circuit Board (PCB) without
additional radiators. These features combine to provide very high efficiency of power switching.

The PCB consists of four copper layers, divided into signal and power parts. In the signal part of
the board top and bottom layers are devoted for signal traces and internal layers for power supply
voltage and ground polygons. In contrast, all layers, external as well as internal, are used for power
traces. Some special techniques were used on the PCB aiming increase the efficiency and decrease
power losses. First of all, high-current power traces were repeated on all four layers and stitched with
via matrix to reduce parasitic resistance of such traces. GaN transistors, as it was mentioned above,
were placed on the bottom side of the board in accordance to the producer’s recommendations [31].
Taking into account that GaN transistors can operate on high frequencies, EMC considerations was
implemented on the board. Image of the bottom side of the board with power GaN transistors and
other components of one half of T-type circuit is shown on Figure 5. It should be noted that component
designators on Figure 5 corresponds to designators on Figure 1. Highlighted components representing
current flow in the circuit for switching states marked as “Positive (+)” in the Table 1. As it can be seen,
such placement of the components on PCB provides as low as possible square of current loops.
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Figure 4. Experimental laboratory GaN-based WPT system: (1)—primary side Printed Circuit Board
(PCB); (2)—transmitting and receiving coils; (3)—secondary side PCB; (4)—electronic dc load; (5)—GaN
transistors located on the bottom of the primary PCB.
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Figure 5. Bottom side of the power part of primary PCB.

The similar square of current loops on PCB are also provided for other switching states, presented
in the Table 1. Therefore, such small squares of the current loops in all possible operation modes of the
inverter provide low electromagnetic interferences of the power converter, improving EMC of WPT.

The experiments were performed at a distance between the coils of 1 cm (coupling coefficient = 0.9)
and at a distance of 2 cm (k = 0.7)—Table 2. The dependences of the output parameters on the operating
frequency (150 and 200 kHz) were investigated at different load resistances for each of these distances.
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A wirewound resistor was connected for power distribution since the available electronic load has a
maximum power of 300 W.

Combinations of the two frequencies described above and the two coupling coefficients were
investigated. Figure 6, for example, shows the cases at a coupling coefficient of 0.7.
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Figure 6. Experimental and simulation dependencies at the load resistance variable at k = 0.7:

(a) efficiency and output power on the load resistance for f = 150 kHz; (b) efficiency and output power
on the load resistance for f = 200 kHz.

Figure 6 shows that, in general, the efficiency in the model was slightly higher than in the
experiments. However, the experimental efficiency also reached more than 90%. The unevenness of
the experimental graphs is explained by the fact that the voltage in the grid can vary constantly during
the experiment, while in the model, the desired value is specified.

The investigated maximum transmitted power was 360 W during the experiment under the
operating frequency of 200 kHz and load resistance of 15 Q) (Figure 6b). The measured temperatures
are shown in Figure 7. The temperature on the transistors surface and coils has almost not changed
(40 °C and 42 °C, respectively) during a long-term operation of the circuit at this power. This indicates
to the power reserve in these elements (they can withstand more power). The temperature increased to
89 °C on the rectifier diodes. Obviously, the losses in the diodes are the largest of the whole scheme,
which confirms the power losses calculations. The heating temperature can be reduced by using a
larger radiator or forced air cooling. As a conclusion, the diode losses are the main limitation factor of
the further switching frequency increasing.

Figure 7. Pictures from the thermal camera at R;, =15 (), k = 0.7, f = 200 kHz, V;,, = 300 V: (a) transistors
temperature; (b) coils temperature; (c) temperature of rectifying diodes.

Large coupling coefficients has been studied to obtain more power (Figure 8). Higher power with
a larger duty cycle is of course due to the longer time when the transistors are open and conducting.
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The duration of the zero voltage level is minimal under such conditions (Figure 9). The change in the
duty cycle has little effect on the efficiency. The dead-time of the transistors was selected taking into

account the maximum efficiency of energy transfer. Dead-time in the transistors was set less than 5%
of the period.
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Figure 8. Experimental dependencies at R, = 10 Q), k = 0.9, f = 150 kHz, V;, = 300 V: (a) efficiency

and output power on the duty cycle; (b) efficiency on the output power with the duty cycle change;
(c) output voltage on the duty cycle.
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Figure 9. The waveforms on the primary and secondary sides at R;, = 30 ), k = 0.9, f = 150 kHz,
Vin =300 V: (a) experiment; (b) simulation.

The shape of the signals in the experiment is shown in Figure 9 for one of the used cases.
In particular, the voltage at the output of the inverter (V_inv), the current through the primary coil
(I_prim_coil), the voltage (V_sec_coil) and current on the secondary coil (I_sec_coil) were recorded.

The shape and the magnitude of the currents and the voltages are very close. The resonance
condition is fulfilled.

The influence of the snubber capacity on the power and energy transfer efficiency was also
investigated experimentally (Figure 10).

93 220
0 | | 200 & & Withoutsnubbers (model)
. §— 150 \ —&— Withoutsubbers
2 S
< . S 160 \ —s— Snubbers||00pF
5 ] [ ! L 2 = Snubbersid 70p
< 89 / : - ; . 3 Lq
3 ~& Without snubbers (model) s 120 -
88— = Wiourspabbers =
57 = Snubbers 100pF. R
J —— Snubbers 470pF 50 =~
86 60 -
85 40 L
515200 25 30 35 40 45 100 1520 25 30 35 40 45 100
Load resistance,Q Load resistance.
a) b

Figure 10. Experimental and simulation dependencies at the load resistance variable at k = 0.9,
f =150 kHz, V;, = 300 V: (a) efficiency on the load resistance; (b) output power on the load resistance.
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The snubber capacitance was designed to reduce voltage peaks when the transistor is turned
on and off, especially at voltage levels close to critical. Snubber capacitors of different capacities
were alternately installed between the drain-source leads of the transistors. The addition of a small
snubber capacity in the bridges of the T-type scheme has almost no effect on the energy efficiency
(Figure 10a). The effect was more noticeable with an increasing capacitor value and an increasing
operating frequency of the transistors.

The distribution of losses is shown at changing the load resistance for the case k = 0.7, f = 150 kHz,
Vin =300V (Figure 11). The circuit model made in PSIM simulation is an exact copy of the experimental
circuit. The data were taken from the model to calculate the losses in the circuit elements.
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Figure 11. Calculation of power losses at k = 0.7, f = 150 kHz, V;,, = 300 V and change of load resistance:
(a) dependencies of currents through elements on the load resistance; (b) distribution of losses by major
groups; (c) power losses in inductors.

The losses in the inductors and diodes are decreasing significantly with an increasing resistance
(and hence with a decreasing current: see Figure 11a. Evidence for this is shown in the charts
(Figure 11b,c). Other losses are also decreasing with increasing load resistance for the same reasons.
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The total power losses in the transistor remain at approximately the same level in this case. It means
that GaN transistors do not reach the maximum current, which they can pass through themselves.

The losses distribution in the semiconductor and magnetic components of the circuit for the same
case k= 0.7, f =150 kHz, V;;, =300 V at a load resistance of 10 () and 50 Q) are compared in more detail
in Figure 12. The static losses in the inductors and diodes are significant (predominant) (Figure 12a).
The reason is that with less resistance there is more input and output current. The total calculated
losses are 84% relative to other losses. This ratio is already 95% in Figure 12 that confirms the statement
described in [32]. It can be explained due to a significant decrease in the current value through all
elements of the circuit, especially the output current.
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Figure 12. Power losses calculation at k = 0.7, f = 150 kHz, V;,, = 300 V: (a) distribution of losses by
major groups for the load resistance 10 (); (b)detailed distribution of losses for the load resistance 10 €);

(c) distribution of losses by major groups for the load resistance 50 (); (d)detailed distribution of losses
for the load resistance 50 ().

The current in the secondary coil is higher due to the lower resistance in the secondary coil and
the value of the self-inductance (turns ratio). This causes greater losses compared to the primary coils
(Figure 12b,d).

The effect of dynamic losses in the transistor is less noticeable with an increasing transmission
power. It means that the contribution of the transistor dynamic losses to the total power losses will be
smaller (because they are almost constant due to the large value of Pyss).

The dynamic losses of the diode are not significant (Figure 12b,d). They are dependent on the
change of output voltage and the operating frequency according to the expression (15) and do not
depend on the current.

In summary, in this topology and these transistors, it is possible to obtain an efficiency of up to
95% and a power greater than that shown in this article. This requires very accurate instruments for
measuring data and more careful selection of rectifier diodes.
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6. Conclusions

The paper analyzes the feasibility of utilizing of GaN transistor in the three-level T-type NPC
inverter with two coupled transmitting coils for WPT. The promising T-type topology of the inverter
was selected because of the advantages described in the paper over the classical solutions.

To study the system operation, a detailed analysis of the calculation of static and dynamic losses
in the transistors and rectifier diodes and static losses in the inductors was conducted. A series of
experiments followed, focused on changing different input and output parameters and calculated
power losses in the magnetic components and semiconductors. It was established that the greatest
losses have concentrated in the magnetic components and rectifying diodes. These losses are mainly of
conduction nature, caused by the significant current through these elements. At the same time, the total
losses in the transistors are the smallest compared to all other losses on the circuit elements, which shows
that this transistor type is absolutely justified for wireless power transfer in this non-classical circuit.
However, these transistors are more critical to overvoltage (surges) on the drain-source than other
types of transistors. Due to this fact, the particular attention should be paid to PCB design.

The overall energy transfer efficiency was 90% at the maximum experimentally investigated
power of 360 W, which is at the level of industrial samples. The system showed excellent stability at
different load resistances and changes in different parameters. At the same time, due to the T-type
application, along with GaN transistors, this solution has reduced primary coil and does not have
heatsink. It has great potential and can operate at higher power with greater efficiency of wireless
power transfer.

7. Patents

Ukrainian patent No. 142050 “Wireless power transfer system based on three-level T-type inverter
and two coupled transmission coils”.
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Abstract: The assessment of electromagnetic compatibility (EMC) is important for both technical
and legal reasons. This manuscript addresses specific issues that should be taken into account for
proper EMC assessment of energy systems that use power electronic interfaces. The standardized
EMC measuring techniques have been used in a laboratory setup consisting in two identical
DC/DC converters with deterministic and random modulations. Measuring difficulties caused
by the low frequency envelopes, resulting from frequency beating accompanying aggregation of
harmonic components of similar frequencies, were indicated as a phenomenon that might lead to
significant problems during the EMC assessment using currently binding standards. The experimental
results describing deterministic and random modulated converters might be useful for practitioners
implementing power interfaces in microgrids and power systems as well as for researchers involved
in EMC assurance of power systems consisting in multiple power electronic interfaces.

Keywords: conducted electromagnetic interference; electromagnetic compatibility; aggregated
electromagnetic interference; power electronic interfaces; frequency beat

1. Introduction

Electromagnetic compatibility (EMC) assessment is demanded for technical as well as legal
reasons. EMC evaluation is usually based on the use of the dedicated standards, which determine
the permissible limit values for electromagnetic interference (EMI), measurement methods, test
equipment and provide classification of products according to their characteristics and electromagnetic
environment where they are intended to be used [1]. The shape of conducted EMI depends on the
source of the interference as well as complex phenomena accompanying the flow of interference
in circuits, including parasitic couplings. In the subject matter literature, some papers emphasize
the necessity for assurance of reliable operation of complex energy systems and the need for EMC
assurance [2-8]. Furthermore, some papers highlight how approaches concerning deterministic
modulation (DetM) and random modulation (RanM), based on the parameters’ control of fundamental
switching frequency (fs») and duty cycle (d), may contribute to achieving EMC requirements [9-20].
Indeed, the RanM has been widely used since the 1980s [21]. From the practical viewpoint, beyond
the reduction in the maximum level of voltage or current harmonics, the choice for RanM has been
considered in order to provide, for instance, reduced of burdensome acoustic noise related to switching
frequency [10]. However, some manuscripts have shown that the aggregation of interference in the case
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of deterministic modulation might be accompanied by low frequency envelopes. This phenomenon
may lead to misinterpretations during the EMC assessment [22-25].

According to requirements of the EMC Directive [26] “where apparatus is capable of taking
different configurations, the electromagnetic compatibility assessment should confirm whether the
apparatus meets the essential requirements in the configurations foreseeable by the manufacturer
as representative of normal use in the intended applications”. Moreover, the EMC Directive defines
responsibility of standard organizations in this context: “The European standardisation organisations
should take due account of that objective (including the cumulative effects of the relevant types
of electromagnetic phenomena) when developing harmonised standards”. Taking into account
a global approach to standardization, the issues presented in this paper, concerning aggregation
of the conducted electromagnetic interference introduced by power electronic converters with
deterministic [27] and random modulation, might constitute a contribution to the elaboration of
relevant standards as well as practical information for engineers dealing with assurance of EMC in
systems consisting power electronic converters.

As mentioned above, random modulation might contribute to a reduction of maximum levels
of EMI spectrum due to more even dispersion of interference over frequency range in comparison
with deterministic modulation. Figure 1 shows the EMI measurement of one buck converter topology,
with the fs, = 60 kHz, d = 0.5 and with both switch control strategies, DetM and RanM. The EMI
measurement presented by Figure 1 was carried out based on the FPGA-based system proposed in [20].

The detailed standard requirements concerning conducted EMI can be found in CISPR 16.
Standardized conducted EMI measurements consider the frequency range from 9 kHz to 30 MHz,
where the Intermediate Frequency Band Width (IFBW) equal to 200 Hz is applied for the range from
9 kHz to 150 kHz (CISPR A) and IFBW = 9 kHz is applied for the range from 150 kHz to 30 MHz
(CISPR B). Since the core concept of the DetM is to provide a fs,y constant under the time. The power
spectral density is concentrated for frequencies equal to the harmonics of the switching frequency.
On the other hand, RanM provides the spreading of interference over frequency range, thus the
reduction of maximum observed values is obtained.
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Figure 1. Electromagnetic interference (EMI) measurement of DC/DC converter with the fsw = 60 kHz
and d = 0.5: (A) for deterministic modulation (DetM) and (B) for random modulation (RanM). Results
obtained through the FPGA-based system proposed in [20].

The novelty of this paper lies in the presentation of the comparative analysis concerning
aggregated interference generated by converters with DetM and RanM. This approach allows us to
comprehend the behavior of low-frequency envelopes phenomena beyond the traditional knowledge
related with DetM and RanM, i.e., the absence of f,;, variation means high disturbance values for the
fsw and its harmonics. On the other hand, through the introduction of fs, variation means reduced
of disturbances levels. The analyses presented in this paper consider simulations and experimental
results based on a standardized testing setup.
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2. Simulation Results of Aggregated EMI Generated by DC/DC Converters with Deterministic
and Random Modulation

The simulations of DC/DC buck converters with deterministic and random modulation have
been run on MatLab software. The function spectrogram was used, and it returns the Short-Time
Fourier Transform (STFT) of the aggregated signal with a Hamming window.

Figure 2 shows the results of the simulation in the form of 3D spectrograms. Simulations have been
performed for the fs, = 80 kHz and d = 0.5. The spectrogram (A) shows results for one interference
signal generated by a single converter with DetM, while spectrogram (B) shows the aggregated
interference introduced by two converters operating in parallel. Since the superimpositions of the
switching frequency harmonics can be related to the summation of sinusoidal signals of similar
frequency. This process of aggregating sinusoidal components with similar frequencies causes
modulation of their amplitudes with low frequency envelopes. This phenomenon is well-known
in acoustics as frequency beat. The theory of frequency beats [24] highlights that the sum of the
harmonic vibrations with the frequencies f; and f, of amplitudes equal to 1 can be expressed by:

Sy (K{fi,f2}) = sin(2mfit) + sin(2nfat) = 2cos (2%% t) sin <2n# t) @

The frequency beat effect appears when |f1 — f>| < fi1 + f2. In such conditions, the absolute value
2 cos <2n % t) ‘ )

is the envelope of the aggregated signal. It is also possible to observe that the period of the envelope
does not depend on the frequencies of the components, but on the difference between the frequencies
of the aggregated signals [24].

The appearance of low frequency envelopes in the case of aggregated interference might cause
significant measuring problems.

Additionally, the comparison between spectrograms (A) and (B) in Figure 2 reveals that the
maximum observed amplitude is lower in the case of the aggregated interference. However, it should
be noted that the power spectral density in a sufficiently wide frequency range and measuring time is
higher in the case of aggregated interferences.
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Figure 2. Simulation 3D spectrograms of interference caused by one DC/DC converter with DetM (A),
and two DC/DC converters with DetM (B).

Figure 3 shows the spectrograms corresponding to those presented in Figure 2 with the same
parameters, but for random modulation. In both cases of Figure 3, item (A) and (B), the interference
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power has been spread over the frequency range, and is more even in comparison with DetM, Figure 2.
As a result of a more even distribution of interference power, the maximum measured levels have been
significantly decreased.
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Figure 3. Simulation 3D spectrograms of interference caused by one DC/DC converter with RanM (A),
and two DC/DC converters with RanM (B).

3. Measurements of Aggregated EMI Generated by DC/DC Converters with Deterministic and
Random Modulation

In order to confirm the results of the simulation, standardized EMI measurements have been
obtained from a laboratory setup fully compliant with EN 55011 based on a voltage probe. Two DC/DC
buck-converters constitute the Equipment Under Test (EUT). Both converters are based on a C2-class
high speed insulated-gate bipolar transistor (IGBT). The hardware interface for signal and ground
are made by the R-Series Multifunction RIO (FPGA PXI-7854R), with VIRTEX-5 LX110. The control
signal output (RanM and DetM) is provided at the hardware level by the shielded connector block NI
SCB-68A. Figure 4 illustrates the scheme for the measuring testbed.

TDMIX4 EMI Receiver

PXI-7854R powered
by PXIe 8135

High Voltage
+ Differential Probe

Sliding Resistor
15 3209, 1.5A (max)

Power Supply

DC/DC Converter I

PE

Figure 4. Schematic diagram of measuring testbed.

The schematic diagram presented in Figure 4 shows that both buck-converters are powered by the
same regulated laboratory power supply by means of the cables of equal length. In addition, two FPGA
control boards were used, and both were powered by controller PXIe 8135 to avoid additional couplings
through the power source. A 1.5 A Leybold sliding resistor 320 (), was connected as the load on the
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output of buck-converters (24 V) connected in parallel. In addition, equal length of cables has been

applied. The most important parameters of the buck-converter topology have been summarized in
Table 1.

Table 1. The main parameters of buck-converter topology.

Component/Function Specification
Transistors type IXGH40N60C2D1
Ic(max) 40 A
ton 40 ns
t(, ff 180 ns
Transistor Gate Drivers HCPL-316]
Converter Power 1800 W (max)
DC capacitors 1500 uF
Max DC voltage 450 V
Load sliding resistor 320 Q) (max), 1.5 A (max)

The output voltage was measured by a differential voltage probe SI-9010A from Sapphire
Instruments (with a 40 dB attenuation level). In both cases, for all presented experimental results,
the fsw =80kHz and d = 0.5 remained unchanged. Figures 5 and 6 show the measurements obtained
using a digital receiver type TDMIX6 EMI, which provides a 3D spectrogram for both Quasi Peak
(QP) and Average (AV) detector and CISPR 16-1-1 compliant measurements. In order to increase
readability of the figures, measurements have been taken up to 6" harmonic with IFBW = 200 Hz.
The experimental results presented in Figure 5 have confirmed the presence of the frequency beat
phenomenon observed in simulations. In a case of two converters low frequency envelopes resulting
from frequency beat are superimposed on the interference harmonics.

The use of random modulation to disperse interference over the frequency range prevents the
frequency beating phenomenon, which appears during aggregation of sinusoidal components of
similar frequencies. Thus, in the case of RanM presented in Figure 6 the low frequency envelopes do
not appear for aggregated interference introduced by two DC/DC converters connected in parallel
Figure 6B.

Generally, the shapes of experimental results, presented in the form of 3D spectrograms, based on
data from a laboratory setup, fit well with corresponding 3D spectrograms obtained by simulations.
Both simulation and experimental results confirm the theoretical assumptions concerning aggregation
of interference for deterministic and random modulation. The obtained results encouraged us to
perform multiple measurements according to standard requirements.

i

Magnitude [dBuV]
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Figure 5. Experimental 3D spectrograms of interference measured using AV detector, caused by one
DC/DC converter with DetM (A), and two DC/DC converters with DetM (B).
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Figure 6. Experimental 3D spectrograms of interference measured using AV detector, caused by one
DC/DC converter with RanM (A), and two DC/DC converters with RanM (B).

4. Statistical Analyses of Aggregated EMI Generated by Converters with Deterministic and
Random Modulation Measured According to Standards

In order to present measurement problems connected with the frequency beat phenomenon
multiple measurements of the frequency linked with the highest emission were taken. The results
of the measurements have been presented in the form of box-and-whisker plots, supplemented with
individual values of measured EMI depicted as points. According to standard requirements [28],
one final measurement taken during a measuring period equal to 1 s can be compared with the
limit line for a presumption of conformity based on harmonized standards. The standards require
measurements using QP as well as AV detector. Since the results obtained for both detectors did not
differ significantly the presented analyses were based on AV detector measurements only. For each
investigated case, 1000 final measurements during 1 s were taken [29].

Figure 7 shows distributions of the results obtained for single DC/DC converters with DetM
(A) and RanM (B). The dispersion of the 1000 results in the case of DetM (A) is lower than 0.1 dB.
The randomization of the switching frequency caused an increase of the dispersion up to 2 dB. Such
distributions of the results confirm that a case of EMI generated by a single DC/DC converter is
sufficient for EMI evaluation.
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Figure 7. Box-and-whisker plots of 1000 average detector 1 s measurements for one DC/DC converter
with: (A) deterministic modulation and (B) random modulation

The 2 dB dispersion remained unchanged in the case of aggregated interference introduced by
two DC/DC converters with random modulation, Figure 8B. However, low frequency envelopes,
linked with the frequency beat phenomenon and accompanying aggregation of EMI introduced by
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converters with deterministic modulation, caused a significant increase in the range of measured levels.
The observed differences reached 25 dB (18 times), Figure 8A.

The observations based on the Figures 7 and 8 are confirmed by statistical parameters determined
for empirical distributions presented in the figures. The values of variance and standard deviation
of measurements in an arrangement consisting of two DC/DC converters are much greater than in
other investigated cases (Table 2). The variance and standard deviation calculation, from the EMI
measurement viewpoint, represent the dispersion of the measurements of the AV detector, indicating
"how far” in general its values are from the expected value. In fact, such dispersion of the results
makes evaluation of aggregated EMI, based on one final measurement, in arrangement consisting
converters with deterministic modulation unreliable.
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Figure 8. Box-and-whisker plots of 1000 average detector 1 s measurements for two DC/DC converters
with: (A) deterministic modulation and (B) random modulation

Table 2. Statistical parameters of empirical distributions of 1000 final measurements using AV detector.

Mean Standard Deviation Variance Median Minimum Maximum

1_DET 134.64 0.01 0.0002 134.64 134.55 134.64
1_RAN 107.56 0.29 0.08 107.57 106.46 108.34
2_DET  129.82 6.02 36.25 132.33 109.58 134.72
2_RAN  105.09 0.28 0.08 105.11 104.19 106.01

5. Conclusions

In the paper both simulation and experimental results concerning aggregated conducted
electromagnetic interference generated by DC/DC converters with deterministic and random
modulation have been presented. In the case of deterministic modulation the obtained results have
shown that the amplitudes of aggregated interference are modulated with low frequency envelopes
caused by the frequency beat phenomenon accompanying summation of sinusoidal components of
close frequencies.

The investigation presented in this paper, despite consisting of two identical DC/DC converters,
is corroborated by conducted electromagnetic interference in multiconverter systems, as recently
investigated by [24], through a real 1 MW photovoltaic power plant. Furthermore, the statistical
analyses of large series of final measurement data has confirmed assumptions that low-frequency
envelopes might make the standardized EMI tests unreliable.

The research presented has revealed that in the case of random modulation a blurring of
instantaneous values of switching frequency contributes to the decreasing of maximum EMI values as
well as to the prevention of the frequency beat phenomenon.
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Abbreviations

The following abbreviations are used in this manuscript:

AV Average

CISPR  International Special Committee on Radio Interference
DetM  Deterministic Modulation

EM ElectroMagnetic

EMC  ElectroMagnetic Compatibility

EMI ElectroMagnetic Interference

EUT Equipment Under Test

FPGA  Filed-Programmable Gate Array

IEC International Electrotechnical Commission
IFBW  Intermediate Frequency Band Width

PDF Probability Density Function

QP Quasi Peak

RanM  Random Modulation

STFT  Short-Time Fourier Transform
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Abstract: Field-Programmable Gate Array (FPGA) provides the possibility to design new
“electromagnetic compatibility (EMC) friendly” control techniques for power electronic converters.
Such control techniques use pseudo-random modulators (RanM) to control the converter switches.
However, some issues connected with the FPGA-based design of RanM, such as matching the
range of fixed-point numbers, might be challenging. The modern programming tools, such as
LabVIEW, may facilitate the design process, but there are still fixed-point operations and limitations
in arithmetic operations. This paper presents the design insights on the FPGA-based EMC friendly
control system for DC/DC converter. Probability density functions (PDF) are used to analyse and
improve pseudo-random algorithms. The theoretical algorithms, hardware details and experimental
results are presented and discussed in terms of conducted electromagnetic interference emission.

Keywords: systems control; electromagnetic compatibility; conducted interference; DC-DC power
converters; FPGA; random modulation

1. Introduction

Nowadays, with the advent of smart energy environments, the demand for cyber-physical
systems [1] and the growth in switch-mode converter applications [2-6], electromagnetic compatibility
(EMC) issues are becoming more and more significant [7]. Among many methods of improving
EMC of converters, we may use improved control techniques. In addition to the primary function
of controlling energy conversion, such a control technique can reduce the level of conducted
electromagnetic interference (EMI) by spreading the harmonics on a broader frequency range [6,8].
A Field-Programmable Gate Array (FPGA) may be used for the cyber-physical implementation of such
controls. It should be added that FPGA may be much more flexible and may cover more applications
than other commonly used control devices such as microcontrollers (1 C) or digital signal processors
(DSP). In particular, FPGAs allow for the building of hardware circuits of the modified Pulse Width
Modulators (PWM), unlike 3 C or DSP’s, where the built-in PWM circuit cannot be changed.

In a typical PWM circuit, the user may set the fundamental switching frequency (fsw) and the
duty cycle (D). The parameter D controls the output voltage of the converters and thus affects the
energy conversion process. The fs;, of the PWM signal is practically irrelevant to the voltage transfer
function of the converter, and of the primary energy conversion. However, it affects the losses in the
switch-mode converter and the parameters of the reactance elements. Conducted EMI generated by
the converter are grouped around the fs;, and its harmonics [8,9]. Any modification of fs, leads to
changes in EMI emission.
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Traditionally, pseudo-random modulators (RanM) can be used as a switch control strategy,
which can reduce the level of EMI [8,10]. In such type of modulation, the frequency of the PWM signal
is randomly changed in the selected range. As a consequence, disturbance energy is distributed more
evenly across a wider spectrum. The development of a random modulation requires a combination
of changes in the frequency fsw (or the period) of the PWM signal with a pseudo-random number
generator. Therefore, the range of pseudo-random numbers must be adapted to the specific hardware
platform. In addition, the probability density function (PDF) of such a pseudo-random stream should
be analysed in terms of the emission of conducted disturbances.

The design of RanM in FPGA may be challenging. The modern graphical programming tools
such as LabVIEW may facilitate the design process. Nevertheless, in LabVIEW, there is still some
inconvenience associated with fixed-point operations, and with the lack of some arithmetic operations,
e.g., divide. Therefore, this manuscript demonstrates how to provide an FPGA-based control system
for a DC/DC converter that limits the level of conducted EMI. The presented algorithms, based on
LabVIEW engineering software, do not change the essential functions or parameters of the converter.
During the design of algorithms, we take into account the PDF of frequency changes, and we propose
a method of shaping the PDF in FPGA without arithmetic division and using only fixed-point
operations. For the presented algorithms, we perform the EMI evaluation in an experimental system.
The CISPR-A frequency band was considered as the primary frequency range for tests.

2. FPGA-Based Systems Design

2.1. FPGA Hardware

In the manuscript, we consider National Instruments PXIe-8135 controller as the primary
development environment. The PXIe-8135 is an Intel Core i7 embedded controller with the design
tool—LabVIEW. The development environment also includes the FPGA R-Series Multifunction RIO -
PXI-7854R card (illustration in Figure 1) with VIRTEX-5 LX110 [11].

Figure 1. Field-Programmable Gate Array (FPGA) PXI-7854R illustration [11].

The PXI-7854R FPGA-based card has a few dozen Input/Output (I/O) resources, which include
analog/digital converters (ADCs), digital/analog converters (DACs) and digital I/O lines. The design
tool LabVIEW accesses the FPGA PXI-7854R device through the bus interfaces (PXI Triggers and PXI
BUS). This connection makes possible timing, triggering, processing and custom I/O measurements,
based on FPGA target programming, and most of it is available for demanded functions. Those required
functions may use varied amounts of logic, besides using I/O resources. We assume that all control
techniques require the same I/O resources, such as signals controlling transistors, or input faults.
Therefore, the number of FPGA resources, used for logical and arithmetic operations, indicates the
algorithmic complexity and it will be considered as one essential parameter to evaluate the control
techniques implemented in FPGA.

342



Energies 2020, 13, 2389

2.2. PWM Modulator Algorithm

To control the converter switches the PWM modulator is used. Figure 2 shows the main flowchart
of the PWM modulator. For better visualization, we divide all operations into three (III) parts. In part
I, the user may set the main control parameters: the average switching frequency fs, and duty cycle of
the PWM signal D. Then, the program calculates the required number of clock ticks for the period (N)
and the duration of high state (N;) according to the Equations (1) and (2).

N = frpca/ (few - SCrL) 1)

N;=D-N @)

where:
frpga—onboard available clock frequency, fs,—switching frequency and SCr;—single cycle timed
loop (in clock ticks).

PWM modulator

User param. (H)
Start i+

__ Loopl

Hardware

p signals

L e

U] (Im

Figure 2. The main flowchart of the PWM modulator, providing parameters (I), counter ramp (II), and

generation of output signal (III).

The index m (in Figure 2) means that the N, and N, value is taken and recalculated for the m’th
PWM period. The presented modulator can, therefore, cooperate with an external voltage controller
and dynamically change the factor D. The duration of the period, represented by N,,;, may be constant
for deterministic modulation (DetM) or may be changed randomly for RanM case. Part Il illustrated
the carrier function counter ramp represented by the variable i. Parameters N and N; are compared
with the variable i to determine the value of output signal Y and control the loop I execution. Part III
presents the generation of control (output) signal and the interaction with a CS function. In the
presence of hardware signals of fault (F) or the stop button (S), the function CS returns 1, and the
PWM operation is interrupted. The fault signal is typically generated by converter hardware in any
emergency, while the stop signal is from the user. Figure 3 shows the operation of the modulator.
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Figure 3. The principle of the PWM operation.

343



Energies 2020, 13, 2389

2.3. Random Number Generator

The main advantage of RanM instead DetM is highlighted in the literature [8,10,12-15] as the
EMI noise reduction related to the fs;, and its harmonics. The random number generator is crucial
to the operation of RanM control algorithms. Since we consider FPGA features connected with the
fixed-point operation, we propose to generate the random stream by a linear congruential generator
(LCG). The LCG is a modular arithmetic algorithm, which provides a stream of pseudo-randomized
numbers calculated with a Equation (3).

RNy, = (a- RN,y,_1 +¢) mod n 3)

where:
RN;—the m’th random number provided by LCG, &, ¢, n—LCG coefficients.

The values of coefficients configured for the FPGA implementation were @ = 17 and RNy = 17,
¢ = 0and n = 2%2. The modulo operation is made automatically due to the use of long integer variables
with 32 bits of storage. For RanM, the generation of a random stream is done in a loop to get a new
pseudo-random number for each PWM signal period. The presented LCG generates pseudo-random
numbers with a period of 23! and a normal distribution. To show the property of a random stream,
Figure 4 shows the 10,000 numbers RN,; generated by LCG and their histogram/distribution.

45 x 10°

401

w
S

N
=3

frequency of variable appearance

-
1)

0 2000 4000 6000 8000 10000
m values of RN % 10°

Figure 4. RN, distribution (a), and histogram (b).

2.4. FPGA Implementation

This section presents the practical implementation of DetM and RandM in FPGA systems utilizing
LabVIEW software. Additionaly, for RanM probability density function PDF analysis in MATLAB
software will be shown.

Traditionally, during LabVIEW programming, we use modules with palettes of structures and
functions. The number of such functions in LabVIEW FPGA Module is much smaller than for typical
control devices with a microprocessor. Further, available functions can only operate on integer variables.
Despite these drawbacks, the LabVIEW program Implementation in FPGA systems allows full control
of program execution and high speed calculation. For instance, the LabVIEW FPGA Module has access
to Single-Cycle Timed Loops (SCTL). The SCTL is a unique loop structure that executes all functions
inside within one fixed time period (SCry) [11]. The SCr; may be defined by the user as a time period
or in ticks of the FPGA clock. In the control board used, the maximum clock frequency is 40 MHz.

To realize the algorithm from Figure 2 in LabVIEW for FPGA, the While Loop structure with
a sub-system For Loop was chosen. The For Loop corresponds to the loop II in Figure 2 and is executed
N times. The While Loop corresponds to the loop I in Figure 2. The While Loop is performed until
the CS function is activated. For DetM we consider the SCr; = 1 tick, and the number N = N,
is constant.
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2.4.1. Single Randomization

For RandM the number Ny, is randomly changed for each PWM period using a random stream
from the LCG (described in previous section). However, due to the use of fixed-point operations in
FPGA, the resulting random number must be scaled (reduction of bit precision) to make it suitable
for Ny, calculation. Figure 5 illustrates in the part I how to scale the RN, using the Reshaped Array
Function (R 4r) which is available in the LabVIEW environment.

O W yopa
N2BA Rar HH
D)
>t () FH E BAZN

Dyr
N2BA

Figure 5. The scheme of the RN}, scaling process, led to lower bit precision (I), and for calculating the
random stream of N, (II) and Ny, (III).

%1 H

Figure 5 shows in part I the parameter b;, which is responsible for providing the length of the
output array and must be numeric. Before resizing, the number RN, is converted to a Boolean Array
by the N2BA function. After resizing, the Boolean Array is converted to a number again by the BA2N
function. As a result, a random number, §,,;, from 0 to 2bi _ 1 is obtained. The next task is to calculate
Ny and Ng,,, (from Figure 2), to change randomly according to the random f,, number for each PWM
period. The changes of the N;; and Ny, should also take place within the assumed range from the N
maximum and minimum values. These operations should be performed with the appropriate precision
in fixed-point arithmetic. However, LabVIEW software for FPGA does not allow direct actions of
the mathematical division. The solution to the stated problem for N, calculation is shown in part II
of the Figure 5. The N describes the maximum assumed changes in the PWM period and may be
calculated as:

6N = Npax — Nyin + 1. 4)

The JN can be also represented relative to the average value of N, e.g., N = 50% - Ny + 1.
Thus, for the first interaction illustrated in Figure 5, part II, consider the multiplication of the j,, by N.
Since a divide operation is not available, the Delete from Array Function (D 4r) is applied to provide
ONR, a random stream that corresponds to the range between the 0 and the value of SN — 1. In this
step, the N, value is calculated using Equation (5). The final formula for calculating N;, according to
the concept from Figure 5, part II, is presented in Equation (6).

SNg = (((RNy; > (32 —1;)) - ON) > b;) 5)

N = ONR + Nuin (6)
Although Equation (6) accurately describes random changes in the N value (which corresponds to

the PWM period—Tpw ), it does not provide information on the average value. Therefore, later
in the article, discussing RanM properties, we will give the average value of N — N4y, and 6N, so
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the variation range of N is equal to N4y 4= N /2. Choosing the right 6N is not apparent and should
be the subject of a broader analysis. Despite, this topic will not be fully discussed in this article.
However, we will show the basic challenges that face when choosing parameters for RanM.

We can take 0N value based on expected frequency randomization. For instance, if
we assume that fs,, = 80 kHz and this frequency may change +50%, we will obtain
max(fsw) = 80 kHz + 50% = 120 kHz, min(fsw) = 80 kHz — 50% = 40 kHz. The N, value will
be related to 120 kHz and Nj;y to 40 kHz (based on Equation (1)), so N = 1000 — 333 + 1=668.
However, the value of N4y = 667 which does not correspond to a frequency of 80 kHz. Figure 6 shows
the histogram of randomized N,; values and the histogram of randomized frequencies f; related to
N, for Ny = 667 with 6N = 668. Figure 6b shows that switching frequency fs;, varies within the
assumed range from 40 to 120 kHz. Despite this, the frequency distribution is not uniform and the
average frequency is not equal to 80 kHz. Adopting the JN in such a way is therefore not particularly
useful. Another possible approach to selecting N value may be made based on a relative change in
time. Figure 7 shows the histogram of N, values and histogram of f;, for N4y = 500 (value related to
fsw =80 kHz) with 6N =334 s0 N €< Ny +30% >. In such a case, the average value of the frequency
is closer to that intended, but the frequency distribution is still strongly non-linear.
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Figure 6. Histogram of N, ticks distribution (a), and histogram of frequency distribution (b),
for Ny = 667 and 6N = 668.

900, 90,
(@ (®)
800) 800}

~
=]
S

700

-y
1)
S

600

v
=3
S

500

S
S
S

400

w
S
S

300

N}
S
S

200

frequency of variable apperance
frequency of variable apperance

100 1 100

0
600 800 1000 1200 20 40 60 80 100 120 140 160
values of N values of f,, [kHz]

Figure 7. Histogram of N, ticks distribution (a) and histogram of frequency distribution (b),
for Ny = 500 and 6N = 333.

Figure 5 shows in part III the D 4 function with consideration of the set up of length and index of
array, to provide calculation of Nj,,. We assumed that the coefficient d, represented as an 8 bit integer
will be proportional to duty cycle factor D. The FPGA implementation considers the index value
(w;) equal to 8, and the b; equal to 23. Thus, the final value of Ny, is configurable, maintaining the
proportionality with N;,;, within a range defined by 4, as follows in Equation (7).
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Ngyw =D Ny = ((d- Np) >> w;) = —— )

To calculate the period of PWM signal and its Duty cycle for RanM we use Equations (6) and (7),
respectively. These equations are computed in the fixed time of a one loop execution—SCry. We may
consider the situation, in which the time SCry is also changed randomly (RSCry ).

2.4.2. RanM with RSCt;—Additional Randomization

When we randomly change both the number of periods of the For Loop (N;) and the duration of
this loop, we can talk about an additional randomization (RanM with RSCrp). Basically, for RSCrp,
generation, we assume the same principle, as illustrated in Figure 5, part I and part II, however
instead of SCr; = 1 tick we generate random value from 7 to 13. The m’th PWM period Tpwpyy is
equal to (N, - SCrrm)/ fepca- Figure 8 shows the histogram of the Tpyyg, and histogram of related
fsw, for N = 50, dN = 34 and RSCr; €< 7 : 13 >. Figure 8 shows that when we consider N,
and RSCrp, the density distribution in both cases, (a) and (b), is changed. This approach of N;; and
RSCrp, randomization gives us the possibility of shaping the density distribution. The frequency
distribution is closer to the Gaussian distribution, which should be more favourable in terms of the
average frequency and converter losses.
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Ny = 50 with 6N = 34, and RSCr €< 7:13 >.

2.4.3. RanM2—Split Distribution of Variable

The other method to shape the Tpyw s, and fs, distributions is to split the N, distribution to
a few sub-ranges in the entire Nm range. For the presented FPGA implementation, we propose to
use two predefined random sequence ranges. Then we consider the use of one random bit, digital
1 and 0 levels to choose the range of N;;. The FPGA implementation is executed with a particular
function (SF), which is available in the LabVIEW environment. The parameter S determines whether
the SF returns the value wired to T or F. Thus, for each parameter, F or T, we assign one of the two
predefined random sequence ranges, both provided by Nm. Figure 9 illustrating the proposed FPGA
implementation. We will denote random modulation with such a distribution as RanM2.

Figure 9. Illustration of N, generation in proposed RanM2.
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Figure 10 shows the histograms of Nm values and their corresponding fs;, values, for
Nay1 = 750 with N7 = 500 and N4y, = 416 with 6N, = 167.
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Figure 10. Histogram of N, ticks distribution (a) and histogram of frequency distribution (b),
for RanM2 with parameters: N4y = 750 with 6N; = 500 and N4y, = 416 with N, = 167.

As one can see, the use of two probability distributions for a PWM period (which is proportional
to Nj;) produces a more equal alignment of the frequency distribution. Therefore, in such a manner
there is a possibility to create, with obvious limitations, the distribution of frequency.

2.4.4. RanM2 with RSCtp

The presented concept of two distributions of N, (RanM2) may be linked with the concept of
additional randomization RSCr. Figure 11 considers such a case with RSCr;, €< 7 : 13 > and for
Nay1 = 75 with 0N; = 50 and Ny, = 42 with 6N, = 17. The obtained histograms are more smooth
than histograms in Figure 10, which can be an advantage. However, the use of RSCr, increases the
frequency spread.
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Figure 11. Histogram of N, ticks distribution (a) and frequency distribution (b), for RanM2 with
RSCrp, with parameters: RSCrp, €< 7:13 >, Nay1 = 75,0N; = 50, Ngyp =42 and 6N, = 17.

Figure 12 shows the LabVIEW general program implemented in FPGA. In Figure 12, the parts
corresponding to (I) and (II) refer to the basic modulator configuration (Figure 2). Therefore, it is
applicable to both DetM and RanM. Part (III) presents the random number generator with a number
scaling block, corresponding to part I of (Figure 5) and is used only for RanM, for both approaches of
randomization discussed in Section 2.4 Parts (IV) and (V) correspond to part Il and part III of (Figure 5),
respectively. Since the FPGA needs to execute predefined random sequence ranges (the concept of
additional randomization), the D 4r function proportionally increases.
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Figure 12. LabVIEW general program implemented in FPGA, for loop (counter ramp) and output
signal generation (I), conditions for stopping the program II), random number generator (III), N;; and
SCrr calculation (IV), and Ny, calculation (V).

3. Experimental Results

This section provides the results of an experimental system. All presented analyses and
measurements concern a buck-converter topology, with a C2-class high speed insulated-gate bipolar
transistor (IGBT), and a hardware interface for signal and ground to the R-Series Multifunction RIO
(FPGA PXI-7854R). The control signal output (RanM or DetM) is provided, at the hardware level, by the
NI SCB-68A shielded connector block. Combined with the shielded cables, the SCB-68A provides
rugged, very low-noise signal termination to the transistor gate drive. Figure 13 illustrates the scheme
of the measuring testbed.

TDMIX4 EMI Receiver

PXI-7854R powered by PXIe 8135

+

A\

+
—
[N

BN

Leybold Sliding

Power Supply DC/DC Converter Resistor

Figure 13. Schematic diagram of measuring testbed.

According to the schematic diagram illustrated in Figure 13, the buck-converter topology is
powered by a regulated laboratory power supply. Additionally, the FPGA control board power is
controlled by the PXIe 8135 to prevent additional couplings through the power source. A Leybold
sliding resistor 320 (2, 1.5 A was connected as load for the buck converter output. The EMI
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measurement was performed with the 50 (/50 uH Line Impedance Stabilization Network (LISN). The
important parameters of the buck-converter and the testbed are summarized in Table 1.

Table 1. The main parameters of buck-converter topology.

Component/Function Specification
Transistors type IXGH40N60C2D1
Ic (max) 40 A
ton 40 ns
to ff 180 ns
Transistor Gate Drivers HCPL-316]
Converter Power 1800 W (max)
DC capacitors 1500 pF
Max DC voltage 450 V
Load sliding resistor 320 Q) (max), 1.5 A (max)

Figure 14 shows the measurements for all cases (DetM and RanM) presented in Section 2.
The results have been obtained using the TDMI X6 EMI receiver, which provides a 3D spectrogram for
Quasi Peak (QP) detector, which is required by EMC standards in CISPR A frequency band.

The Figure 14a refers to the measurement for DetM with N, = Ny = 500 and 6N = 0. The first
harmonic magnitude (occurring at 80 kHz) is the most significant in the whole frequency spectrum.
The magnitude of this harmonic is equal to 93.76 dBuV. The Figure 14b refers to measurement for
RanM with Nyy = 667, 6N = 668 and SCr;, = 1. As expected, the maximal harmonic magnitude
is not connected with the fs, = 80 kHz. Despite this, the frequency varied within the assumed
range (Figure 5), and the spectrum level is lowered to value 74.24 dBuV. The Figure 14c presents
the measurement results for RanM with N4y = 500, N = 330 and SCrp = 1. As expected,
the maximal harmonic magnitude is lowered and its frequency is more connected with the fg;, = 80 kHz.
The maximum amplitude of the disturbances is equal in this case to 73.43 dBuV, and despite the
smaller range of fs,, variation is lower than in the case of RanM from Figure 14b. Therefore, we
can conclude that increasing the SN range does not always lead to a lowering of the spectrum level.
The Figure 14d refers to the measurement for RanM with Nay = 50, N = 34 and RSCyp €< 7 :13 >.
The maximal harmonic magnitude is connected with the fs, = 80 kHz, and a little EMI noise
reduction is provided, whether compared with Figure 14b,c. The Figure 14e refers to the measurement
for RanM2 for parameters: Nayp = 750 with 6N; = 500, N4y = 416 with 6N, = 167, and SCry..
As expected, two extremes are visible in the spectrum. The Figure 14f shows the result of measurement
for RanM2 with RSCr (concept of additional randomization). The parameters of modulator are:
RSCrp, €<7:13 >, Nay1 = 75, 0N; = 50, Nyyp = 42 and 0N, = 17. The EMI noise is spread with
a better shape between all RanM proposed. Unfortunately, the spread of f, value is the largest of
the analysed cases (Figure 11). Based on the measurement, it is difficult in this case to determine the
main/dominant frequency of disturbances.
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Figure 14. The electromagnetic interference (EMI) spectrum for DetM with N = 500 (a), RanM with
Nay = 667, 6N = 668 (b), RanM with Nyy = 500, SN = 330 (c), RanM with RSCr[, for Ny = 50,
ON =34 and RSCrp €< 7:13 > (d), RanM2 with Ny = 750, N7 = 500, Nyyo = 416, 6N, = 167 (e),
RanM2 RSCrp €< 7:13 >, Nay1 =75,0N1 =50, Ngyp = 42 and 6N, = 17 (f).

4. Discussion and Analysis of Results

According to Figure 14a, the maximum harmonic magnitude in the spectrum (observed at
80 kHz) for DetM is about 93.76 dBuV. Furthermore, Figure 14d shows the maximum harmonic
magnitude in the spectrum (observed at 80 kHz) for RanM with RSCr, which is about 72.15 dBuV.
Therefore, RanM with RSCry, provides 21.61 dBuV for QP detector, with lower EMI levels than DetM.
Applying the concept of additional randomization with RSCr; and sectional distribution of Nm,
RanM2 obtained the best results—Figure 14f. The results are about 22.90 dBuV for the QP detector,
being lower than DetM. According to the literature, the evaluated harmonic reduction could also be
provided by the Harmonic Spread Factor (HSF) [16,17]. The HSF is an accurate evaluation index of any
waveform for testing its harmonic spreading effects, and is defined as follows in Equations (8) and (9).

HSF = ®)
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H, = (H]) )

where: H; is the amplitude of the jth harmonics and H, is the average value of all N harmonics.

The ideally spread spectrum must be near zero, i.e., white noise, presenting an HSF equal to zero.
In this manuscript, the HSF analysis provides in absolute value, the harmonic reduction into CISPR A
frequency band, for QP detector measurement and additionally for AV detector. Figure 15 shows the
results of HSF calculation.

It is possible to observe that there are almost no differences between all HSF provided by RanM
and RanM2 (for both QP and AV detectors). Of course, there is a significant difference between RanM?2
and DetM. RanM2 based on the concept of additional randomization with SCr, presents the best
HSF. However, whether compared with RanM2 based on the concept of additional randomization
with RSCry, the difference is only 0.3% for QP and 0.1% for AV. In terms of EMI noise reduction,
the difference between RanM2 with SCry and with RSCry is not too big for both detectors (less than
4 dB). Despite this, the frequency distribution was different in each case.

Additionally, hardware resources were also analysed. The hardware resources on an FPGA are
indicated by the number of slices. The DetM code after the compilation process presents total slices of
3.0% from all available slices in the VIRTEX-5 LX110 FPGA. On the other hand, among all RM codes,
the concept of additional randomization, RanM2 with RSCry presents greater use of the number of
slices, with 5.5%.

0.12
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Figure 15. Harmonic Spread Factor (HSF) calculations: (a) detector Quasi Peak (QP) and (b) detector
Average (AV).

5. Conclusions

This manuscript demonstrates how to design RanM, and DetM oriented for FPGA implementation
with the LabVIEW engineering software. Since there are some FPGA software limitations (fixed-point
operation, and a lack of basic arithmetic functions), it may be challenging to complete the RanM and
the DetM implementation. Therefore in the article, we have highlighted how to do some calculations
required for PWM modulator implementation in FPGA. We have also shown that the realization of
RanM in FPGA should consider the distribution of randomized time and frequency parameters of the
PWM signal. One should pay the primary attention to the range of switching frequency fs;, changes
and the average value of this frequency.

The presented algorithms have been implemented in FPGA - R-Series Multifunction RIO
(PXI-7854R), with VIRTEX-5 LX110. The most extensive version of the algorithm (RanM2 with RSCrp)
used only 5.5% of FPGA resources. Presented algorithms are weary simple, and they can be easily
expanded. Likewise, implementing the modulator to a control system inside the same FPGA is
also possible. Therefore, the proposed solutions can be used in all DC/DC converters applications.
However, one may obtain the most significant benefits in automotive and lighting applications where
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there are direct limits on interference emission in the CISPR A band, and proposed control methods
help fulfill these requirements.

Proposed modulators were tested experimentally. All measurements were carried out according
to EMC standards in the frequency domain for CISPR A frequency band. The EMI emission (for
design RanM) was significantly reduced compared to the DetM. We have achieved a reduction of the
maximum EMI level value by over 20 dB. One should also remember, according to [8], that although
pseudo-random modulations reduce the maximum level of interference, they do not change its
aggregate power. Considering experimental research and implementation in FPGA, we assess that
offered solutions have reached level 7 of Technology readiness levels (TRLs).

The differences between the EMI emission for different RanM were not significant.
However, presented modulators differed in fs, distribution. The minimum value of fy, affects the
operating conditions of the filters and and maximum amplitude of output current ripple. The maximum
value of fs, frequency will be significant with the restrictions of the transistors. Keeping the average
value of this frequency unchanged, we will not change the overall losses, and converter efficiency
will be consistent. Therefore, by using the proposed methods (with appropriate parameters), one can
achieve energy neutrality for the converter. In the future research, we are planning to investigate which
shape of the frequency distribution is preferred in respect of EMI level emissions and other operation
of the converter.
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Abbreviations

The following abbreviations are used in this manuscript:
AV Average

DetM  Deterministic Modulation

DSsP Digital Signal Processors

EMC  ElectroMagnetic Compatibility

EMI ElectroMagnetic Interference

FPGA  Filed-Programmable Gate Array

HSF Harmonic Spread Factor

LGG Linear Congruential Generator

LISN  Line Impedance Stabilization Network
PDF Probability Density Function

Qr Quasi Peak

PWM  Pulse-Width Modulation

RanM  Pseudo-Random Modulator
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Abstract: The article presents applications of systems with power electronic converters, high voltage
transformers, and discharge chambers used for nonthermal, dielectric barrier discharge plasma
treatment of a plastic surface and decontamination of organic loose products. In these installations,
the inductance of the high voltage transformers and the capacitances of the electrode sets form
resonant circuits that are excited by inverters. The article presents characteristic features of the
installations and basic mathematical relationships as well as the impact of individual parameters of
system components. These converters with their output installations were designed, built, and tested
by the authors. Some of the converters developed by the authors are manufactured and used in
the industry.

Keywords: resonant inverter; dielectric barrier discharge; nonthermal plasma; treatment of plastic
surface; decontamination of organic loose products

1. Introduction

Plasma systems and plasma treated materials are now commonly used. The cold, nonthermal
plasma (NTP) is produced usually by high voltage (HV) electrical discharges. In nonthermal plasma,
most of the electric energy is used to produce high-energy electrons, not to heat the gas. The electrons
themselves do not treat the surface. The high-energy electrons (1-2 eV) excite electronic states of
molecules, vibrational states, and provide molecular dissociation (oxygen at the most). Namely
atomic oxygen and electronically excited molecules contribute to the surface treatment and pollution
control. Cold plasma applications are very diverse. The main applications of NTP include surface
modification of plastics [1-3], ozone generation [4,5], surface decontamination [6-11], sterilization
of wounds and soil [12,13], toxic and harmful gas and sewage decomposition [14-20]. One of the
methods of producing cold plasma is the dielectric barrier discharge (DBD). A number of studies
present theoretical foundations of barrier discharges, including models of discharge chambers and
their substitute schemes, analytical description of current and voltage waveforms, voltage-charge
characteristics (the Lissajous figures) [21-24]. The article [21] additionally includes a review of the
applications of DBD to high power CO; lasers, excimer based ultraviolet and fluorescent lamps and flat
large-area plasma displays. Another important application of barrier discharges and corona discharges
(CD) is the investigation of the ionic wind generation and examination of its results for the development
of propulsion [25]. The use of both barrier and corona discharges when supplying a set of several
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electrodes with alternating and direct voltage enables the creation of curtains from nonthermal plasma
with a relatively large width of the air gap [26].

Many articles are focused on the development of high voltage generators that are components of
DBD plasma systems. Depending on the application, the power of supplies ranges from single watts
to hundreds of kilowatts. The choice of power and feed method is important for the operation of the
DBD reactor and for the intensity of the reaction. The most common voltage waveform used to power
DBD plasma reactors is the high voltage alternating current (AC) wave. In DBD reactors and in pulsed
corona discharge reactors (PCD, without a dielectric layer) unipolar and bipolar voltage waves are
used, sometimes a discontinuous wave with a prepolarization.

Already in 1857, Werner von Siemens reported on first experimental investigations with DBD.
He applied a mechanical pulser (“Wagnerscher Hammer”) interrupting the primary winding circuit
of the HV transformer as the high-voltage generator [27,28]. Another simple high-voltage generator
for barrier discharges can consist of an autotransformer and a high-voltage transformer fed directly
from the power grid of voltage frequency 50 or 60 Hz [3]. However, the high voltage delivered to
the electrodes with a frequency of 50 or 60 Hz has a much higher value than the voltage with the
increased frequency generated by an inverter. Very popular solutions are voltage source inverters
(VSI), with unregulated or regulated input voltage and with high voltage transformers connected to the
output [22,26,29-35]. These inverters can often have a full or half-bridge structure. When supplying a
DBD system from an inverter the selection of the supply frequency is associated with the resonant
frequency of the transformer inductances (and additional inductances if present) and electrode set
capacities. Other generator designs are also used. Low power generators can be made as fly-back
converters [22,25]. Bridge converters can be equipped with snubber circuits that reduce du/dt or di/dt
when transistors are switching (on/off). An interesting solution is the full-bridge in which only one
branch uses the LDR (coil, diode, resistor) circuit for di/df reduction [36]. This solution may be useful if
a pulse width modulation with phase shift (°PS-PWM) control is used. An example of the multiresonant
generator is presented in [37]. The transformer inductances and capacitances of the electrode set
(together with an additional capacitor) form one resonant circuit. Another resonant circuit provides
conditions for zero current switching (ZCS) off transistors. The paper [38] describes variations of a
diagonal half-bridge resonant converter topology (with four diodes and two transistors), which can be
used to produce a single-period AC sinusoidal waveform. The method allows power regulation within
very wide limits and makes possible the precharge pulse generation for transformer magnetization and
gap voltage symmetrization. The construction of a HV generator [39,40] that allows the production of
voltage waves with many different shapes is also very interesting. It consists of a 24-level cascaded
H-bridge inverter and works without an HV transformer. A transformerless HV generator for DBD
plasma producing is described in [41]. In the abovementioned example, the HV generator uses the
phenomenon of voltage increase in a circuit under serial resonance conditions. The topology of the
inverters with additional AC intermediate resonant circuits has been presented in [42]. Depending on
the AC intermediate circuits these generators are characterized by properties of the current or voltage
sources. In case of operation as the current source, the DBD discharges were very stable and the system
was insured against arc discharges in a natural way.

The basic control methods of high voltage alternating current (HVAC) generators that are used
to generate DBD plasma are described in [29,30,43]. These are pulse amplitude modulation (PAM),
pulse width modulation (PWM), phase shift-pulse width modulation (PS-PWM, PSC), pulse density
modulation (PDM), and pulse frequency modulation (PEM). In [31,32], the hybrid control of PDM and
PFM is described.

While the above articles provide a good overview of the fundamentals of DBD discharge, their
applications and HV generators design, they do not discuss the impact of individual components
parameters and control variables on the power of DBD discharges. The aim of the paper at hand is
to fill the gap. The discussion focusses on the following parameters: inverter input voltage, inverter
output voltage frequency, DBD discharge ignition voltage, resonant circuit parameters together with
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the discharge chamber model parameters and transformer ratio. This article presents DBD generators
and plasma reactors used for surface treatment of plastics and decontamination of loose organic
materials, developed under the supervision of the authors. Generators are presented as well as entire
technological devices.

The HV generators, which the authors designed, manufactured, and tested consist of power
electronics converters: rectifier, DC/DC converter (if any), voltage-source inverter, and HV transformer.
Transformer leakage inductances (and additional inductances if used) form a series resonant circuit
with the capacities of the electrode sets. The resonant circuits create the conditions for soft switching,
which is almost lossless. Thanks to the soft switching, the converters have high efficiency and generate
little radio interference. Soft switching may appear as zero current switching (ZCS) or zero voltage
switching (ZVS). The ZVS will be preferred in the analyzed systems, which is characterized by lower
losses in the frequency and power range that the authors are interested in (up to about 100 kHz by
0.5 kW and about 25 kHz by 10 kW of rated power).

1.1. Power Electronics Converter Topology and Their Control Methods

The topology of the used power electronics converter is presented in Figure 1. Depending on the
inverter control method and the assumed power and frequency range the step-down converter and/or
HF resonant choke may be omitted. Then, only the transformer leakage inductances will perform the
function of a resonant choke.
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Figure 1. Schematic diagram of the power converter circuit used in the developed technological devices.

To control the output power of the converter, the following adjustment methods were considered [35]:

e  pulse width modulation (PWM, with the constant inverter input voltage, the chopper can be omitted),

e  changing the frequency of the inverter output (PFM, at constant inverter input voltage, the chopper
can be omitted),

e changing the inverter input voltage (PAM, the chopper is necessary),

e PDM modulation (at constant inverter input voltage, the chopper can be omitted),

e  combinations of the above methods.

Figure 2 shows the examples of the output current and voltage waveforms of the inverter with a
series resonant circuit at the output for various analyzed control methods.

1.1.1. Output Power Control by Pulse Width Modulation, with Constant Inverter Input Voltage

Earlier studies and implementations carried out by one of the authors concerned the regulation of
generator power using PWM. The chopper can be omitted to simplify the generator main circuit. This
method is not recommended in the frequency range above several dozen (or even several) kHz and
powers above a few kW. Turning off each of the transistors can be done “softly” (with appropriate
transistors control) in the ZVS technique. However, switching on must be done “hard”. Hard
commutation, at high switching frequency, causes significant losses and current stress caused by the
sum of the load current and the reverse current of the inverter’s diodes (Figure 2a). In each half-period
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of the output current, a reverse diode conducts then a transistor and then again reverse diode. There
are six switching operations during the inverter operation period. This causes the inverter output
voltage to oscillate at the frequency three times greater than the current wave. In the previously tested
inverters, the transistors had to be oversized and the inverter was a strong source of radio frequency
interference, also for its own control circuits.
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Figure 2. Waveforms of the inverter output voltage and current with different control methods,
reproduced from Przeglad Elektrotechniczny [35]: (a) PWM, (b) PEM, (c) PDM, (d) PAM: it,
ip—transistor and diode current; i;,,—inverter output current; u;,,—inverter output voltage; for PWM,
PDM, and PAM modulation it was assumed that the switching frequency is approximately equal to
the resonant frequency and the voltage waveform is synchronized with the current in conditions for
operation with ZVS switches.
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Another kind of PWM modulation is the phase-shift pulse width modulation (PS-PWM, phase-shift
control, PSC). In PS-PWM, transistors are conductive for half of the period and during diode conduction,
the inverter output voltage is zero. This modulation has some advantages compared to PWM but also
does not eliminate the hard switching in a wide range of power control [33,36].

1.1.2. Power Control by Pulse Frequency Modulation, with Constant Inverter Input Voltage

In this arrangement, the output power of the system is adjusted by changing the transistors
switching frequency (Figure 2b). When operating below the resonant frequency, current stress in
transistors occurs due to reverse currents of diodes. Thus, the authors do not recommend operating
below the resonant frequency due to increased commutation losses. This method was previously used
in series resonant inverters made in the thyristor technique. At the resonant frequency, the system
works with maximum power. System operation (and power control) should take place at frequencies
above resonance. Then ZVS conditions are created for the transistor’s operation. The converter power
circuit is relatively simple due to the unregulated DC voltage (no chopper). The inverter operation
frequency should be limited both above and below so as not to go beyond the frequency range accepted
in a given production process.

1.1.3. Power Control by Changing the Voltage at the Inverter Input

Earlier implementation carried out by one of the authors also considered regulation of generator
power by changing the DC voltage supplying the inverter. This DC voltage source can be a controlled
or semicontrolled thyristor rectifier, a noncontrolled rectifier with PFC converter or a transistor chopper
(Figure 1). The system, although more complex, has a number of advantages. To enable the inverter
transistors to work as ZVS switches, the transistors are turned off before the output current reaches zero.
At the same time, if the switching frequency is close to the resonance frequency then the transistors
turn off the low current. This is quasi-ZCS switching (Figure 2d). When ZVS and at the same time
quasi-ZCS switching occurs, the inverter works in the most favorable conditions. Commutation losses
are eliminated, and voltage and current steepness are limited. To ensure these optimal conditions
it is necessary to automatically adjust the inverter switching frequency employing PLL. All power
control processes take place in the chopper. Independent control of the inverter (PLL) and chopper is
provided. Under these conditions, the time intervals at which energy returns to the DC source are very
small. Then the amplitude, RMS, and average of the inverter output current (and transistor current)
will be the lowest at the given output power. Assuming a sinusoidal current waveform and that
At << T; (Figure 2d) one gets an approximate equation for the output power of the bridge inverters
(Equation (1)):

1

P17

2Ugcl;
_ % ~ 0.9Ugclinv_rMs g

Te/2
f Ugcliny m sin(wst)  dt =
0

where: Ug.—DC inverter input voltage, liny m, linv RMs—maximum and RMS value of the inverter
output current, T, fs, ws—period, switching, and angular frequency.

1.1.4. Power Control by PDM Modulation (at Constant Inverter Input Voltage)

PDM modulation ensures even distribution of discharges over the entire length of the electrodes
with a wide range of changes in average process power. The power regulation by means of PDM
consists of sending in “packets” the maximum power with the frequency of a modulating generator
with regulated filling [29,30,43]. The transistors in the inverter can work with ZVS soft commutation
at a switching frequency greater than the resonant frequency. For maximum use of components
(minimum transistors current in relation to the transferred power), the system should work with
a frequency close to resonance. The general working principle is shown in Figure 2c. Turning off
the “packet” is accomplished by switching on of two transistors T and T, or T3 and T4. Then the
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oscillations in the resonant circuit go out automatically. The generator power circuit is relatively simple
due to the unregulated DC voltage. The control system should also ensure that the transformer does not
saturate, regardless of the length of the “packet” of power pulses and the pause time [43]. In particular,
an even number of half-waves of the inverter output voltage should be maintained. During a break in
power transfer, one must remember the switching frequency to which the system tuned during power
flow. Assuming a sinusoidal current waveform and that At << T (as in Figure 2¢,d), one obtains the
equation for the output power of the bridge inverter:

2y,
~ %DPDM ~ 0.9Uqgcliny_rMsDprpm (2)

where: Dppy—duty cycle of PDM.

1.1.5. Author’s Method Based on Simultaneous PDM and PFM Modulation

The author’s method [24,44] based on simultaneous PDM and PFM modulation differs from the
methods described in [31,32]. This control method was used in DBD discharge generators manufactured
and used at the Institute of Polymer Materials and Dyes Engineering (IMPIB, Toruri, Poland) [45].
The essence of this control method is the combination of PDM and PFM modulation while the inverter
operation is not stopped (switching off all transistors or short-circuit state of the load) but there is a
periodic increase in the switching frequency (Figure 3). The range of frequency changes is limited from
above and below according to the assumed maximum and minimum power. The PDM modulating
signal can have a rectangular shape with variable (Figure 3a) or with fixed (Figure 3b) filling. Limiting
the maximum power protects against damage to the processed material or arcing caused by a dielectric
breakdown. This control method ensures uniform discharge in a wide range of power control (about
10-100% of nominal power) and has additional advantages over the classic PDM method [31,32].
The control system does not require the use of an additional system that remembers the frequency from
the moment before the inverter stops and does not require a system counting the number of half-waves
of the output voltage. Another advantage is the ease of modification of existing PFM control systems
to work according to the proprietary method [24].
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Figure 3. Examples of inverter output voltage and current waveforms using the PDM-PFM method
developed by the authors: (a) with variable duty cycle of PDM signal, (b) at a constant duty cycle of
PDM signal.
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1.1.6. Choice of Control Method

In further projects and implementations, the PWM method was abandoned, because the inverter

transistors could not work with ZVS soft commutation. The following methods were used to control
HYV generators for barrier discharges:

1.

Power regulation by input voltage changes of the inverter (PAM, system with chopper) and
switching of the inverter transistors with a frequency slightly higher than the resonant frequency.
The switching frequency was tuned using the PLL loop. The inverter output voltage was ahead
of the output current wave by approx. 2-3 us. The inverter transistors switched under ZVS and
almost ZCS conditions with very low commutation losses. This method of regulation ensured
uniform discharges over the entire length of the electrodes in the range of 20-100% of the nominal
power (Py) of the device.

Power regulation by means of frequency modulation, above the resonant frequency (PFM, system
without chopper), ensured the correct generation of DBD in the range of 20-100% of Py. For a
power lower than 20% of Py, the system switched to PDM + PFM modulation according to the
method developed by one of the authors. In this way, the power could be adjusted in the range
of about 5-100% of Py. This type of control ensured the operation of the inverter transistors in
ZVS conditions.

2. Matching of HV Generators and DBD Reactors

Dielectric Barrier Discharges—Theoretical Basics

Figure 4 shows a simplified model of the discharge chamber. Figure 4a shows the construction

ideas and Figure 4b presents simplified equivalent diagrams of the generator and the chamber. Figure 4b
also contains the simplified characteristic of the barrier discharge in the air [21-24].

electrode 1

dielectric | |
from the N
generator air gap
:> with discharge
electrode 2 | |

()

generator discharge chamber

reactor and
transformer leakage
inductance

inverter

[ state 1

q(®

\duc/dq =1/Cy

state 2

(9

Figure 4. The idea of the construction of discharge chambers (a), simplified diagrams of the generator
and the discharge chamber (b), and the trajectory of the voltage on the electrodes as a function of the
charge supplied to these electrodes (c).
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Capacities Cq, C, and discharge (and ignition) voltage Ugis depend on the shape and size of the
electrodes, dielectric thickness, and its type and width of the air gap [46]. Figure 4c shows the trajectory
of the voltage on the electrodes as a function of the charge supplied to these electrodes. This trajectory
allows determining the capacities of the equivalent diagram and ignition voltage. To design a device for
generating DBD discharges, one needs to know the parameters of the discharge chamber, transformer
ratio, voltage and frequency range of the inverter output voltage, inductance in the resonant circuit.

According to the simplified scheme and the uc(q) trajectory (Figure 4b,c) one can distinguish two
states in chamber operation (Figure 4c): state 1, wherein there are no discharges and state 2 in which
DBD discharges occur. In state 1 the increase rate duc/dgq on the chamber terminals depends on the
substitute capacity Cs made up of series-connected capacitors C; and C; (3). In state 2 the capacitor C,
voltage does not change and the dic/dg depends on the C; capacity (4). Parameters of the discharge
chamber can be experimentally determined based on uc(q) trajectory (Figure 4c).

dic_1_G+G

dq CS C1 Cz (3)
duc 1
& = @

The chamber parameters related to the primary side of transformer are C -=-92Cy, C'y-=-92C,,
C'g-=-92Cg, Ugis-="Ugis/d, where Ug4is—discharge (and ignition) voltage, S—transformation ratio.
The frequency fsyn at which the inverter output voltage and current are synchronized is in the range
fr_max > fsyn > fr_min (Equations (5) and (6)) [34]. The synchronization frequency is the boundary of
the transistors’ abilities to work as ZVS or ZCS switches. The synchronization frequency fsyn at the
rectangular inverter output voltage is only approximately equal to the resonant frequency [47].

1

r_max — — —/—/—— 5

fe 270y/L;Cs92 ©
1

f r_min — (6)

27t R LrCl 192

where L; = Linoke + Lo, Lehoke—the additional choke (Figure 1) between the inverter output and the
HYV transformer, L;—the leakage inductance of the transformer seen from the low voltage side.

For the inverter voltage and frequency at which the capacitor C; voltage does not reach the Ug;s,
there are no discharges. In such conditions, the discharge chamber is a linear load. This creates a
capacitor with a capacity of Cs. Capacitor Cg together with L, creates a resonant circuit with low-pass
filter properties. The shapes of electrode current and voltage are sinusoidal and the classical ac analysis
can be used.

The amplitude of the capacitor C; voltage, which is referred to the first harmonic amplitude of the
inverter output voltage is described by Equation (7), wherein Uc, 1m—the amplitude of the capacitor
C, voltage, Uiny 1m—the first harmonic amplitude of the inverter output voltage (in the full bridge
topology and a maximum duty cycle), ws = 2nfs—circular frequency of the inverter output voltage,
fs—transistors switching frequency [24,34].

U 1m/d 1 Cs

= =5 7
Unv 1m w2l 92Cs-1 G @)

4 ~
where uinvfln'\ = ;udC/ uC2m = udis ~ uC271m~

362



Energies 2020, 13, 5181

Equation (7) determines when the amplitude of the capacitor C, voltage reaches Ugjs. The limit
values of the switching frequencies at which the discharges appear, are determined based on Equations
(8) and (9):

£ -~ i 1 g _ 4 Uge ®)
ST o \L92C,\Cs 1 Ugis/S

) 1 1 Cy 4 Uge
fs,hmj = P \/Lr32C2 (CS + - udis/s (9)

For PWM modulation, this equation is modified as shown in [29]. The discharges occur when
fs lim 1 <fs <fs_lim_2- The frequency limits depend on the capacity of the electrodes, the inductance
of L;, the discharge voltage, the inverter output voltage, and transformer winding ratio. The ratio
of transformer winding has an impact on the operating frequency range and power of the device.
By reducing the inverter output voltage these frequency limits approach to f;_max (Equations (5) and
o)

Figure 5a shows characteristics of discharges power as functions of frequency and inverter input
voltage. Figure 5b illustrates power, current, and voltage characteristics as functions of frequency at a
constant inverter input voltage (300 Vdc). Figure 5b illustrates the frequency limits according to the
Equations (5), (6), (8), and (9). The characteristics from Figure 5a,b have been determined by assuming
a constant value of the inductance L, and transformer winding ratio. The following parameters of
the real system (for treatment of plastic foil surface) were assumed in the simulation model: power
Pn =3 kW: Uy = 300 V, two rotating electrodes: length 1700 mm, diameter 100 mm, 2 mm silicone
insulation; two immovable electrodes: length 1600, width 36 mm toothed profile; air gap of approx.
2—4 mm (teeth); capacitance C’; = 1.59 nF, C’; ~ 0.794 nF; L, ~ 1.3 mH; 9 =9.17.

Resonant frequency range

P (kW)

- 10 15 20 2 f (H) 30
f (Hz) 39 Power control range

Zero voltage switching possible
(a (b)

Figure 5. Characteristics of DBD discharges: (a) as a function of inverter output voltage and
frequency, (b) as a function of inverter output frequency and constant inverter input voltage Ug. =300V,
reproduced from Przeglad Elektrotechniczny [34]; the simulation results; base values: I " = Ug/(L:Cy ’)1/ 2,
P = UgcP/(LeCr) 2.

Figure 6 shows the impact of the inductance and the transformation ratio on the frequency limits
that define the range of switching frequency at the PEM modulation. The characteristics are derived
by mathematical analysis (Equations (8) and (9)) for the above data. The same frequency limits were
obtained by simulation. This is illustrated by the points on the curves in Figure 6. It is worth noting
that experimentally measured frequencies did not diverge more than a few hundred Hz from those
obtained by calculation and simulation.
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Figure 6. The range of the inverter output frequency at which the discharges appear (derived by
mathematical analysis) as a function of: (a) inductance L;; (b) transformer windings ratio, reproduced
from Przeglad Elektrotechniczny [34].

Increasing demand for processing different kinds of materials with different sizes generates the
need to examine the impact of the transformer windings ratio and the inductance in the treatment
process. Figure 7 presents the power control characteristics for the device with the same parameters as
described above. The electrodes capacitance and voltage Ugjs are fixed. Figure 7 shows that with a
change of the transformation ratio the electrode capacities and voltage Uyg;s (referred to the inverter
side) also change.

16 Sfsifb 1s

@) (b)

Figure 7. Relative discharge power as a function of frequency for: (a) various values of L;; (b) various
values of 9, reproduced from Przeglad Elektrotechniczny [34]; base values: Ly, = 1 mH, 9§, =9.17,

fo = 1/@n(Cy L)),

3. Developed Prototype and Industrial Systems

3.1. Systems with Resonant Inverters for Surface Treatment (Activation) of Plastics

In order to modify the surface of plastics during printing, laminating, and gluing the DBD
discharges (so-called corona treatment) are used. To achieve the desired level of adhesion the
discharge energy in the range of 0.65-1.3 kJ/m? should be delivered. Parameters of HV generators
for plastics surface treatment are generally in the range of power—0.5-10 kVA; frequency—5-50 kHz;
voltage—4-20 kV. The schematic diagram of the power converter circuit used in the developed
technological devices is shown in Figure 1. The idea of construction and the equivalent circuit of
discharge chambers are presented in Figure 4a,b.
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Figure 8 shows the construction principle of discharge chamber for foil processing, the trajectory
1(q) and waveforms of current, voltage, charge, and instantaneous power of the electrode set obtained
experimentally. Discharges occur between the cylindrical (rotating) and rod electrode (Figure 8a).
Capacitors assembly consists of the electrodes and two dielectric layers (silicon, quartz glass or ceramics,
and air). The treated plastic makes the third layer of dielectric. Capacities of silicone and treated plastic
foil are analyzed as one capacitor. Capacities of the electrodes and the leakage of transformer and
additional choke inductances create a resonant circuit. The selection of transformer winding ratio and
choke inductance allows for operating of the system in a given frequency range and assumed output
power (Figures 5-7). The density of energy E/s (J/m?) supplied to the plastic surface for the device as in
Figure 8a can be determined from the equation:

E/s = P/(vd), (10)

where P—DBD discharge power, v—speed of the foil, i—width of discharges (electrodes).
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Figure 8. The discharge chamber for foil processing: (a) construction principle; (b) the trajectory u(q)
obtained experimentally at the frequency 26.8 kHz of the inverter output voltage and power 1.5 kW;
(c) oscillogram of electrode current and voltage at the frequency of 26.8 kHz, CH1 1 A/div., CH2
6.25 kV/div.; (d) waveforms of current, voltage, charge, and instantaneous power of the electrode set
obtained from the data from the oscillogram.

The waveforms of currents and voltages presented in Figure 8c were recorded using measuring
devices: oscilloscope Tektronix TDS2024, current probe PA-622, high voltage differential probe P5200
with an additional voltage divider (1/12.5) at the input. The recorded data (from Figure 8c) were used
to determine the trajectoryfrom Figure 8b and the waveforms from Figure 8d. Excel was used for this
purpose. The capacities of C; and C, were determined on the basis of the trajectory from Figure 8b and
Equations (3) and (4). In order to determine the inductance L; = (Lchoke + L), the secondary winding
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of the HV transformer was shorted and the additional choke and the transformer were powered from
the inverter at reduced voltage. The rectangular voltage wave and the triangular current waveform at
the inverter output were recorded. The inductance was determined on the basis of the relationship L,
= Ugc(At/Ai) where At is half of the period of the inverter output voltage and Ai is the current increase
during this time. The determined parameters values were used during the simulation, the results
of which are shown in Figures 5-7. The dimensions of the discharge chamber and the determined
parameters values can be found in the description of Figure 5.

The trajectorypresented in Figure 8b prove that the model adopted for the analysis and simulation
is correct for the averaged values of voltage and current of the electrodes. During the analysis
and simulation with the use of this model, the electrodes current and power do not experience
high-frequency oscillations visible in Figure 8c, d. This model can be used in the design and simplified
analysis of the phenomena occurring in the discharge chamber. On the other hand, the oscillograms in
Figure 8¢, d show that many ignition and extinguishing processes occur simultaneously.

The generators for surface treatment of plastics by DBD discharge, which are described in this
article, are produced now based on documentation and under the supervision of one of the authors
at the Institute of Polymer Materials and Dyes Engineering (IMPiB, formerly Metalchem) in Torun,
Poland [45]. Figure 9 presents the exemplary generator and discharge electrodes. The nominal powers
of these generators in the range from 0.5 to 10 kW are produced.

(@) (b) (9

Figure 9. Construction of the devices for processing plastic film using DBD discharges: (a) power
electronics generator with additional choke; (b) HV transformer and electrodes assembly, reproduced
from web page IMPiB [45]; (c) part of the electrode.

3.2. Systems with Resonant Inverters for Decontamination of Loose Organic Material

Dielectric barrier discharges and ozone produced in this process can be used to decontaminate
products such as seeds or ground dried plants. The use of plasma technologies in the food industry
and agriculture has been described many times in literature [6,48-51]. However, these articles usually
did not describe the construction details of plasma generators and reactors. Descriptions of some
reactor designs can be found in patents [10,11]. The description of the DBD generation is analogous to
the generation for surface treatment of plastics. However, the constructions of the discharge chambers
are different. Figure 10 presents an equivalent diagram of part of the generator with HV transformer
and construction of two types of discharge chambers for decontamination of loose organic material.
The prototypes according to Figure 10b,c were built and tested under the supervision of one of the
authors [7]. The first chamber (Figure 10b) has one fixed electrode, and the other in the form of a
movable trolley that performs reciprocating movements transporting the treated organic material.
The second version (Figure 10c) has two rotary electrodes in the form of cylinders between which the
processed material is decontaminated.
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Figure 10. Construction of the devices for decontamination of loose organic material using DBD
discharges: (a) equivalent diagram of part of a generator with transformer; (b) discharge chamber with
asliding electrode; (c) discharge chamber with rotating electrodes; 1—discharge chamber, 2—electrodes
assembly, 3—suction hole, 4—insulating support, 5—electrodes gap adjustment knob, 6—transport
trolley, 7—belt conveyor, 8—processed material, 9—sweeper.

New reactor designs were developed to increase the discharge power and thus to reduce the
plasma exposure time and speed up the technological process. Plasma processing time is short
compared with other known solutions [10]. Figure 11 shows two types of prototypes of devices for
decontamination of crushed dried plants.

(a) (b)

Figure 11. View of devices for decontamination of loose organic materials using DBD discharges
developed and tested by the authors: (a) device with a sliding electrode; (b) device with rotating
electrodes; 1—discharge chamber, 2—electrodes assembly, 3—transport trolley, 4—operator panel,
5—electrodes gap adjustment knob, 6—o0zone chamber, 7—belt conveyor.

Figure 11b shows a solution that can be part of a technological line. This design is equipped with a
support decontamination system which uses ozone generated in the discharge chamber. The conveyor
speed determines the remaining time of the processed material in the ozone chamber. Electrodes in
the form of rotating cylinders provide better cooling conditions than fixed electrodes. To increase the
plasma operating time, the chamber may consist of several electrode assemblies. The implementation
of such devices for the food industry is envisaged.

The power of discharges was regulated in the range of 200-1000 W by PFM or PDM + PFM
modulation. The PDM + PFM modulation was used in the power range of 200-300 W to ensure even
discharges over the entire length of the electrodes at low power. The decontamination efficiency of
these prototypes was tested at the Faculty of Agriculture and Biotechnology of the UTP University in
Bydgoszcz. The tests [52] confirm the effectiveness of DBD plasma and ozone in reducing microbial
contamination of dried fragmented plants.
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4. Conclusions

The article considers the most common problems concerning a proper matching of HV generators
and DBD reactors It focused on parameters of electrodes sets (equivalent capacitance, discharge
voltage), generator parameters (frequency and output voltage, modulation methods), transformer
parameters (transformation ratio, leakage inductances), and the resonant circuit choke inductance.
Thus, the article contributes knowledge to designing equipment for surface treatment of plastics and
for decontamination by DBD method.

A common feature of the presented systems is that the transistors of the inverters work with the
ZVS soft commutation in the whole range of power regulation. In the case of PAM + PFM modulation,
the transistors work with ZVS and "almost" ZCS commutation, which radically reduces switching
losses. Resonant converters created in this way had better parameters than similar systems in which
transistors operated with hard commutation. This concerned parameters such as efficiency and
generation of radioelectric disturbances.

The innovative solutions presented in the article are the inverters for DBD plasma generators,
which use the proprietary PDM + PFM modulation method. This method ensures the extension of
the power regulation range and maintaining the uniformity of discharges in DBD devices for plastic
surface treatment and decontamination. The generators were built using the theoretical considerations
presented in this article. New designs of discharge chambers for decontamination have been developed.
They have been reserved in the European patent office. The innovative solution of the first structure,
with a movable GND electrode, is the ability to precisely select the dose of energy and decontamination
conditions by adjusting the discharge power, the distance between the electrodes, the speed of the
trolley with the GND electrode, the number of runs of the trolley during processing. An innovative
solution of the second design is, among others, the use of rotating cylindrical electrodes, which
improves cooling conditions and the use of ozone produced in the process for initial decontamination.
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